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Abstract: Modern mineral processing plants utilise fault detection and diagnosis to minimise time
spent under faulty conditions. However, a fault originating in one plant section (PS) can propagate
throughout the entire plant, obscuring its root cause. Causality analysis identifies the cause–effect
relationships between process variables and presents them in a causality map to inform root cause
identification. This paper presents a novel hierarchical approach for plant-wide causality analysis
that decreases the number of nodes in a causality map, improving interpretability and enabling
causality analysis as a tool for plant-wide fault diagnosis. Two causality maps are constructed in
subsequent stages: first, a dimensionally reduced, plant-wide causality map used to localise the fault
to a PS; second, a causality map of the identified PS used to identify the root cause. The hierarchical
approach accurately identified the true root cause in a well-understood case study; its plant-wide map
consisted of only three nodes compared to 15 nodes in the standard causality map and its transitive
reduction. The plant-wide map required less fault-state data, time series in the order of hours or days
instead of weeks or months, further motivating its application in rapid root cause analysis.

Keywords: process monitoring; fault diagnosis; plant-wide causality analysis; hierarchical approach;
dimensionality reduction; conditional Granger causality

1. Introduction

Worldwide competition forces modern mineral processing plants to operate at high
productivity. Rather than introducing costly new initiatives, process monitoring can be
used to ensure optimal use of existing processes and infrastructure, by maintaining desired
operating conditions and minimising time spent under faulty conditions. Advanced and
large-scale process monitoring is now an attainable reality in mineral processing plants,
since recent advances in informative sensor technology and analytics platforms allow
large amounts of data to be captured in real-time and processed in useful-time throughout
industrial plants [1].

Process monitoring consists of three main steps: fault detection, to determine whether
a fault has occurred or not; fault identification, to determine where the fault originated;
process recovery, to shift the plant back to nominal operating conditions [1]. Fault detection
techniques have been researched extensively, for example [2–5], and improved to the extent
where a fault can be detected within minutes or seconds after it occurs, but fault identifica-
tion can still take up to hours or days [1]—forming a bottleneck in process monitoring.

The major challenge in fault identification is the smearing effect, where a fault origi-
nates in one area of a plant and then propagates throughout the plant, so that numerous
variables show an effect of the fault and so obscure the origin of the fault [6]. This is a
challenge in contribution plots, the most commonly used fault identification technique,
where the root cause variable is identified as a variable with a large contribution to the
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calculated statistic such as the Q-statistic or D-statistic [7,8]. Since numerous variables are
showing an effect of the fault, numerous variables have large contributions to the calculated
statistic and any of them could be incorrectly identified as the root cause.

Fault identification has also been attempted with several types of artificial neural
networks (ANN), including back-propagation neural networks, radial basis function neural
networks, evolving neural networks [9,10] and probabilistic neural networks [5]. However,
ANNs typically treat fault identification as a classification process, requiring historical
data with different types of faults present for training, which is often not available on
industrial mineral processing plants. Each time a new fault appears, the ANN will produce
an incorrect fault identification result and the network will need to be updated; even
if a fault is successfully classified as a certain type of fault, the root cause may still be
unclear if there are multiple possible explanations for the observed fault type. These
limitations are addressed in [11], where a Bayesian recurrent neural network is trained on
normal operating conditions data and used to produce a fault statistic for each variable,
showing whether the variable deviates significantly from normal operating conditions; an
identification plot is constructed by plotting the fault statistic over time to show the order
in which variables started to deviate significantly from normal operating conditions and so
allow for fault propagation analysis. Overall, the advantages of ANNs are that they can
handle nonlinearities in the data and do not need prior knowledge of the process; but the
disadvantages are their tendency to overfitting, computational complexity, and the fact
that they constitute a black box approach that is not intuitive for the end-user engineer or
operator to understand.

Other data-driven techniques for fault identification include kernel methods and
one-class support vector machines [2], fuzzy logic, genetic algorithms, and hybrids of these
techniques [12], but their use is limited due to their computational complexity. Some studies
have specifically applied multiple fault identification techniques simultaneously, either
to verify fault identification results with each other [13], or to aggregate the results and
provide a scored ranking for candidate variables that may be responsible for the fault [14].
This does result in a robust approach, but it also means that the end-user engineer or
operator will need to be familiar with multiple fault identification techniques, many of
which are difficult and time-consuming to grasp.

Causality analysis has attracted interest in the mineral processing industry, where
research from the last decade has shown that it can be successfully applied for fault identifi-
cation [15]. The cause–effect relationships between process variables are inferred and used
to construct a causality map, where the propagation path of a fault can be traced back to its
root cause. Causality maps can be constructed manually based on expert knowledge [16],
but that is a time-consuming and complicated task, and causal connections between vari-
ables are not always understood, especially in highly interconnected processes. They can
also be constructed by extracting connectivity information from process schematics such as
piping and instrumentation diagrams using eXtensible Markup Language scraping [17–20]
but industrial plants rarely have updated copies of piping and instrumentation diagrams
available, and perhaps most importantly, knowledge-based causality maps cannot provide
any quantitative information about connection strengths.

Data-driven causality analysis techniques infer cause–effect relationships between
variables from time series data captured by sensors on an industrial plants and can provide
quantitative measures of connection strength between variables [20]. These cause–effect
relationships are then used to construct a causality map, where the propagation path of a
fault can be traced back to its root cause. An intuitive and commonly used technique is
conditional Granger causality (cGC). Consider two variables x(t) ∈ X(t) and y(t) ∈ X(t),
where X(t) is the set of all time-series measurements on a plant. The variable x(t) is said
to Granger-cause y(t) if y(t) can be better predicted using all available information X(t),
compared to the prediction when all information apart from x(t), that is X(t)\x(t), had
been used [21,22]. The variables are predicted using linear autoregressive (AR) models and
causality is inferred by comparing prediction errors.
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Despite initial promising results, causality analysis has yet to be widely accepted
in the mineral processing industry. We propose that two main hurdles to industry-wide
acceptance of causality analysis are the lack of case studies where causality analysis is
applied on a plant-wide scale and the lack of research aimed at improving causality
map interpretability. Thus far, research on causality analysis has been mainly focussed
on improving the techniques (such as cGC), which are then tested on case studies that
consist of only a single plant section (PS), for example [3,23,24]. Due to the small scale of
these case studies, the need for improved causality map interpretability has not been as
notable as it would have been in plant-wide case studies with numerous variables; practical
considerations have gone unnoticed, such as the fact that cGC requires significant amounts
of fault-state data to predict each variable as a function of the past values of all other
variables. This is an important factor to consider for plant-wide analysis, since the root
cause of a fault should be identified before a large amount of data with the fault present
becomes available.

Furthermore, to the best of our knowledge, only three previous studies [25–27] have
conducted research where the explicit subject is causality map interpretability. The first
study [25] identifies tools to aid in causality map interpretation: graph traversal to highlight
certain propagation paths or identify strongly connected components; node importance
techniques; edge weights to represent causal strengths; different layout styles to better suit
cyclic or acyclic maps; using the transitive reduction of a map by removing shortcut edges.
The two other studies both propose a method to obtain an acyclic causality map from a
cyclic map: by excluding variables that cause cyclic effects, such as variables related to
control loops and recycle streams [26]; or obtaining the maximum spanning tree of the
map [27]. However, none of these studies directly address the difficulty in interpreting a
causality map with many nodes—which is inevitably the case with plant-wide analysis.

Although not with the explicit aim of decreasing the number of nodes in the causality
map, some studies have applied a form of dimensionality reduction in a causality analysis
procedure. One study [28] grouped variables displayed in a causality map into blocks
of strongly connected components identified in the causality map; performed feature
extraction in the form of principal component analysis (PCA) on the variables in each block
separately; monitored statistics from these results for fault detection. Once a fault was
detected, the block showing the largest effect of the fault was identified and a causality map
produced for the variables in that block, which was then used to trace the propagation path
back to the root cause. Various studies have applied variable selection prior to causality
analysis, where variables showing a significant effect of the fault are identified and all other
variables are excluded from the causality analysis [24,29]. However, this approach falls
short in the case where many variables show a significant effect of the fault.

If causality analysis is to become a fault identification tool that is appropriate for
use in industrial mineral processing plants, its use needs to be scaled up to a plant-wide
level while producing interpretable causality maps. This study therefore proposes a novel
hierarchical approach for plant-wide causality analysis, using cGC to produce causality
maps in two subsequent stages. In the first stage, dimensionality reduction is performed to
find a representative variable for each PS and produce a less-detailed, plant-wide causality
map, which is used to localise the fault to a PS. In the second stage, a detailed map is
produced for only that PS and used to identify the root cause. This hierarchical approach
allows for interpretable, plant-wide causality analysis and requires significantly less fault-
state data for cGC.

The rest of this paper is organised as follows: Section 2 describes the materials and
methods used in this study; Section 3 illustrates the novel hierarchical approach via
application to a well-understood case study and benchmarks it by comparison to a standard
causality map and its transitive reduction; Section 4 provides a discussion of the results in
the context of current literature and highlights directions for future work.
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2. Materials and Methods

This section presents the calculation of cGC, the preceding variable and data selection,
and ultimately the workflow and benchmarking of the novel hierarchical approach for
plant-wide causality analysis. The simulation, analysis and visualisations were imple-
mented using MATLAB [30].

2.1. Conditional Granger Causality

All causality analysis in this work was performed using cGC [22], which uses linear
AR models of stochastic variables to quantify and then compare prediction error, thereby
inferring causality.

Consider a system with three variables, X(t) = {x(t), y(t), z(t)} . The time series
of the variable y(t) can be predicted using all the available information—i.e., a linear
AR model that includes past values of x(t), y(t), and z(t), known as the full model
(Equation (1)). The time series y(t) can also be predicted while excluding the informa-
tion provided by the time series x(t)—i.e., a linear AR model that includes only past values
of y(t) and z(t), known as the restricted model (Equation (2)). If the prediction error of
the full model is smaller than that of the restricted model (i.e., if the inclusion of the infor-
mation from x(t) helped to better predict y(t)), then x is said to Granger-cause y—where
the measure of error is the sum of squared errors. The magnitude of causal influence is
measured by the G-causality index Fx→y|z (Equation (3)) [31,32], and represented by edge
weights on the causality maps in this study.

y(t) =
p

∑
k=1

(
cy, f ull(k)y(t− k∆t) + cz, f ull(k)z(t− k∆t) + cx, f ull(k)x(t− k∆t)

)
+ ε f ull(t) (1)

y(t) =
p

∑
k=1

(
cy,res(k)y(t− k∆t) + cz,res(k)z(t− k∆t)

)
+ εres(t) (2)

Fx→y|z = ln

 var(εt, res)

var
(

εt, f ull

)
 (3)

where c represents regression coefficients which were determined using the ordinary least
squares (OLS) approach [33], and p is the model order which represents the number of
lagged historical data points to include. Model order was selected using the finite sample
bias-corrected form of the Akaike information criterion (AIC) (Equation (4)) [34]:

AICc(p) = ln
(

det
(

Σ
N − p− 1

))
+

2pn2

N − p− pn2 − 1
(4)

where Σ is the residual covariance matrix of the full model, n is the number of variables,
and N is the number of observations.

Statistical significance of a causal connection x → y was tested using an F-test
(Equation (5)), where the null hypothesis states that the cx’s are zero (i.e., no causal influ-
ence x → y ) [35].

F =

var(εt,res)−var(εt, f ull)

p
var(εt, f ull)

N−2p−1

∼ Fp,N−2p−1 (5)

when the p-value is smaller than the significance value (0.01 in this study), the null hypoth-
esis can be rejected, and a causal connection reported.

2.2. Variable Selection and Data Selection

Prior to the causality analysis calculation, the multivariate time series data was pre-
processed by applying variable selection and data selection to achieve optimal accuracy of
cGC. Variable selection was performed using the spectral envelope method developed by
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Jiang, Choudhury and Shah [36], to identify variables exhibiting significant oscillations at a
common oscillation frequency, which were then taken to show an effect of the fault and
therefore selected to be included in the causality analysis; variables not exhibiting an effect
of the fault were completely removed from the analysis.

Data selection was performed before each causality analysis calculation because cGC is
based on temporal information, meaning that its performance is dependent on parameters
that affect how this temporal information is included in the analysis. The time frame of
data included in the AR models in the analysis should be long enough to incorporate
the process dynamics, which includes residence times and time delays of the process.
Sub-sampling of the time series data can be used to find a balance between ensuring a
sufficient time frame is included in the AR models to capture process dynamics, while
avoiding overfitting in the AR models due to the large number of parameters associated
with an increase in model order that is required for longer timeframes. Sub-sampling was
performed by selecting a sampling period (SP), which refers to the time between samples
when the data is sub-sampled from the original time series (i.e., so that time frame is the
product of SP and model order). A smaller SP requires more data points in the AR model
to cover the required time frame, which in turn requires more parameters in the AR models
and can lead to overfitting, negatively affecting causality analysis results; while a larger
SP can be used to cover a larger time frame with fewer samples, but it means that the
included data is of a lower resolution, which can lead to phenomena such aliasing which
also negatively affects causality analysis results.

Furthermore, a fault on an industrial mineral processing plant should be identified
as soon as possible—which means that it should be identifiable before a large amount of
data with the fault present, termed the time window (TW), becomes available. This can
cause an issue if the amount of fault-state data points available is not sufficient to find a
unique OLS regression solution for the full AR model (i.e., if there are not more data points
than required model parameters available). Since the full AR model predicts all variables
as a function of the past values of all the variables (and each of those variables at each
point in time requires a unique coefficient), the number of parameters can easily surpass
the number of data points, especially if the number of data points available is decreased
by sub-sampling. Data selection therefore involves pre-processing the time series data by
selecting an appropriate SP and TW to ensure that the process dynamics are adequately
captured in the time frame in the AR models, without overfitting in the AR models and
while a unique OLS regression solution is available for the full AR model.

Due to the absence of a published method or guideline for SP and TW selection for
causality analysis, a heuristic approach based on the connection strength of a known causal
connection was used in this study. The cGC strength (Equation (3)) was calculated for a
range of different SPs and TWs, where the maximum allowable SP was determined as the
SP where acceptable data resolution was maintained, and TWs were selected according to
the number of samples required to produce unique OLS regression solutions for the full
AR models in cGC for a maximum model order of 60. The combination of SP and TW that
resulted in the largest connection strength of the known causal connection was selected
and used to pre-process the time series data for causality analysis.

2.3. Hierarchical Approach for Plant-Wide Causality Analysis

The hierarchical approach for plant-wide causality analysis, termed PS-PC1, uses
PCA [37] and cGC to produce causality maps in two subsequent stages, with the workflow
depicted in Figure 1. In the first stage, a dimensionally reduced, plant-wide map is
constructed and used to localise the root cause to a specific PS; followed by the second
stage, where a causality map is constructed for only that PS and used to identify the
root cause.
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Stage one in the hierarchical approach starts after variable selection (discussed in
Section 2.2) was applied to identify all variables showing an effect of the fault. The first
step is grouping these variables according to PSs, followed by applying dimensionality
reduction via PCA to find representatives for each PS, and performing data selection
(discussed in Section 2.2) on the representative time series of each PS. Thereafter, cGC
is performed using the sub-sampled, representative time series of the PSs to construct a
dimensionally reduced, plant-wide causality map, where each node represents a PS. The
representative of each PS is taken as the first principal component (PC1) of that PS, so that
the root cause can be traced to a single node representing a single PS in the plant-wide
causality map.

2.4. Benchmarking the Hierarchical Approach

The novel hierarchical approach was benchmarked by comparison to (1) the causality
map constructed from application of cGC using all measured variables in the plant that
show an effect of the fault, termed the standard causality map in this work, and (2) the
transitive reduction of the standard causality map.

The transitive reduction of a causality map is a pruned version of the causality map,
where shortcut connections (i.e., causal connections due to the influence of an interme-
diate variable) are identified and removed using a depth-first search algorithm [38]. The
transitive reduction of causality map G is another map Greduction with the same number
of nodes, but with the fewest edges that still allow Greduction to have the same reach-
ability (i.e., ability to travel from one node to another within the map) [38]—meaning
that the transitive reduction of a causality map retains all the propagation paths but with
fewer edges.
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3. Results and Discussion

The novel hierarchical approach was applied to a simulated tank network. The aim of
the simulation is to serve as a case study which, although artificial, clearly demonstrates
the smearing effect. While the case study is intentionally designed to challenge causality
analysis algorithms, the conceptual simplicity of the system ensures that the ground truth is
easily determined by humans, enabling a critical evaluation of the proposed methods. This
section therefore provides a process description of the tank network, the fault to be identi-
fied using causality analysis, and the results from applying the hierarchical approach to
the case study, with comparison to the standard causality map and its transitive reduction.

3.1. Process Description

The tank network consists of multiple tanks with liquid inventory, as shown in the
diagram provided in Figure 2. The tank network was developed to represent a plant with
three PSs that have identical configurations and are separated by buffer tanks (BTK 001 and
BTK 002). A detailed description of PS1 is therefore provided, followed by a description
of the interaction between the PSs. In addition, the one-tank model development is
provided as supplementary material, where Figure S1 provides a diagram with symbols
corresponding to the one-tank model and Figure S2 depicts the Simulink implementation
of the model.
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PS1 consists of two tanks in series (TK 101 and TK 102), with an exogenous input
fed to the first tank (TK 101). The exogenous input is modelled as an AR model with the
slope parameter equal to one, as shown in Figure S3 in the supplementary material, to
simulate real-world disturbances which are not entirely time independent. Both tanks have
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a constant product flow through a throttled centrifugal pump that leads to the next tank in
series. The second tank (TK 102) also has a level-dependent underflow, of which 50% is
recycled back to the first tank (TK 101) and the rest is purged.

The buffer tanks (BTK 001 and BTK 002) are used to attenuate disturbances between
PSs, and both have a level-dependent underflow of which 65% is fed to the next PS. The
rest of the underflow from BTK 001 is purged, but the rest of the underflow from BTK 002 is
recycled back to TK 101 in PS1 to increase the interconnectivity between PSs. Dead times
of 5 and 10 min are artificially present in the pipes within and between PSs, respectively,
to incorporate the phenomena of time delay that is typically present in industrial mineral
processing plants.

Downstream inventory control is implemented on all the tanks within PSs (i.e., exclud-
ing buffer tanks). The controlled variables are the levels and the manipulated variables are
the throttling valves on the product lines. Linear averaging level control is implemented
to maintain the controlled variables at their set points of 0.5 (i.e., half full tanks) with an
allowable deviation of 10%.

The process contains 15 measured variables, consisting of total inlet flowrates, product
flowrates, and levels. Table 1 summarises the tag numbers, along with descriptions and
units of each measured variable. In addition, sensors associated with measured variables
are shaded in Figure 2.

Table 1. List of measured variables in simulated tank network case study. The first number in each tag name indicates its PS.

Variable No. Tag Number Description Units

1 FI 101 Total volumetric inlet flowrate to TK 101 L/min
2 LI 101 Level of TK 101 m/m
3 FI 102 Volumetric product flowrate of TK 101 L/min
4 LI 102 Level of TK 102 m/m
5 FI 103 Volumetric product flowrate of TK 102 L/min
6 FI 201 Total volumetric inlet flowrate to TK 201 L/min
7 LI 201 Level of TK 201 m/m
8 FI 202 Volumetric product flowrate of TK 201 L/min
9 LI 202 Level of TK 202 m/m
10 FI 203 Volumetric product flowrate of TK 202 L/min
11 FI 301 Total volumetric inlet flowrate to TK 301 L/min
12 LI 301 Level of TK 301 m/m
13 FI 302 Volumetric product flowrate of TK 301 L/min
14 LI 302 Level of TK 302 m/m
15 FI 303 Volumetric product flowrate of TK 302 L/min

3.2. Process Fault

Valve stiction was incorporated as the fault in the tank network simulation. It is a
commonly occurring fault known to cause plant-wide oscillations, so it successfully demon-
strates the smearing effect in the simulation. For this study, the dynamics of valve stiction
were simulated using an empirical model [39], where the valve becomes stuck every time
it attempts to change direction and subsequently remains stuck while Equations (6) and (7)
remain true:

|L(k)− Lss| ≤ J (6)

|L(k)− Lss| ≤ S (7)

where L(k) is the controller output for valve position, Lss is the current stuck valve position,
and the two parameters J (slipjump) and S (deadband + stickband) were set to 60% and
65%, respectively.

The valve stiction is present in the second control valve in PS2 (V-202 in Figure 2),
meaning that the fault needs to propagate both downstream and upstream to reach all
variables in the plant. This incorporates the recycle stream from PS2 to PS1 in the fault prop-
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agation path, which represents the interconnectivity and often cyclic interaction present in
mineral processing plants.

The time series for all 15 measured variables are presented in Figure 3, where PSs are
indicated by open brackets on the left-hand side and the first number in each tag name
indicates its PS. The valve stiction begins at 200 min, as indicated by the dashed line in
Figure 3. The first effect of the fault is seen as a small dip in the flowrate being adjusted by
the sticky valve (FI 203), which almost immediately affects its controlled variable (LI 202),
after which the fault propagates as an oscillation to all the other measured variables.
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3.3. Variable Selection, Data Selection and Dimensionality Reduction

Variables showing an effect of the fault were identified and selected as those with a
common oscillation frequency (discussed in Section 2.2). A common oscillation frequency
was identified at 0.0091 cycles·min-1 from the spectral envelope plot in Figure 4, obtained
for the fault-state data (i.e., from after the dotted line in Figure 3). This corresponds to a
period of ∼110 min, which matches the period of oscillation observed in the time series
where the valve stiction occurs (FI 203 in Figure 3). All the measured variables were found
to oscillate significantly at the common oscillation frequency (with p-values associated with
the test statistic of larger than 0.999), so all measured variables were selected to include in
causality analysis.
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Prior to each causality analysis calculation, data selection was performed by selecting
a SP and TW to pre-process the time series data (as discussed in Section 2.2). For the
standard map, the G-causality index (defined in Equation (3)) for the known connection FI
203→ LI 202 (level control loop; see Figure 2) was calculated for the SP range 1–27 min
(where 27 min was the maximum SP where the data maintained an acceptable resolution)
and the corresponding TWs (as discussed in Section 2.2). The largest G-causality index for
FI 203→ LI 202 was obtained using the data pre-processed with an SP of 27 min and a TW
of 38 days, so this dataset was used to produce the standard causality map.

For the PS-PC1 plant-wide map, data selection was performed on the representative
(PC1) time series for each PS, shown in Figure 5. The G-causality index was calculated
for the known connection PS2→ PS1 (due to the recycle stream between the PSs; see the
process diagram in Figure 2) for the SP range 1–7 min (where 7 min was the maximum SP
where the data maintained acceptable resolution) and the corresponding TWs (discussed in
Section 2.2). The largest G-causality index value for this connection was obtained when the
dimensionally reduced data was pre-processed using a SP and TW of 5 min and 2.1 days,
respectively, and this dataset was used to produce the PS-PC1 plant-wide map. For the PS-
PC1 PS map, the G-causality index for the connection FI 203→ LI 202 (a known connection
within PS2, where the fault is localised to in stage one of the hierarchical approach; see
Section 3.4) was calculated for the SP range 1–27 min and corresponding TWs; the largest
value was obtained for a SP of 25 min and TW of 14.1 days; that dataset was used to
produce the PS-PC1 PS map.
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Figure 5. Time series for the first principal component of each PS with and without valve stiction
on line FI 203 located in PS2 (indicated with a bold border). The vertical dashed line indicates the
beginning of the valve stiction.

The approaches for all three cases were validated by inspecting the resulting time
frame (after model order selection had occurred using AIC) for each combination of SP
and TW and comparing it to the expected temporal relationship between the variables
in the selected, known connection. Any combination of SP and TW that resulted in a
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significant difference between the obtained and expected time frame was excluded from
further consideration. In this work, the expected time frame was determined using a step
test, which may not always be possible in industry. In an industrial application, the plant
operator or engineer can use their process knowledge to estimate low and high cut-off
points for the expected time frame that should be captured in the known causal connection.

3.4. Causality Maps

The standard causality map to identify the fault in the tank network case study is
provided in Figure 6. The purpose of a causality map in fault identification is to identify
the fault location by allowing the propagation path to be traced back to its root cause. If
the causality map is acyclic, the root cause is easily identifiable, but due to the many cyclic
interactions in control loops and recycle streams, that is not the case in this study and often
not in industrial mineral processing plants.
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Figure 6. Standard causality map to identify the fault in the tank network. The true root cause is a
faulty valve on line FI 203. Edge weights represent magnitude of causal influence (measured by the
G-causality index defined in Section 2.1). The first number in each tag name indicates its PS. LI, level
indicator; FI, flow indicator.

Since the causality map is cyclic, the root cause is typically identified by finding a
node on the causality map that is shown to have a large causal influence—which has a
subjective meaning, but can generally be taken to mean that the node has the most or many
directed edges pointing from it to other nodes and/or the node has strong connections
(i.e., heavily weighted edges indicating strong causal connections) adjacent to it. However,
there is no node or group of nodes (e.g., nodes belonging to the same process unit or PS
that can be further investigated) that can clearly be seen to have a large causal influence in
this standard causality map (Figure 6). An argument could potentially be made that most
of the heavier edges originate or end at nodes representing variables in PS1 or PS3, but not
only is that interpretation insufficient and incorrect, it is subjective and would likely differ
from person to person.

One reason for the difficulty in interpreting the standard causality map (Figure 6) is
its density. The transitive reduction of the standard map is therefore provided in Figure 7,
where all shortcut edges have been removed (as explained in Section 2.4). However, this
map is completely cyclic and has no edge weights (since causal strengths are not considered
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in a transitive reduction), making it impossible to identify the root cause of the fault using
this map.
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Figure 7. Transitive reduction of the standard causality map to identify the fault in the tank network.
The true root cause is a faulty valve online FI 203. The first number in each tag name indicates its PS.
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The hierarchical approach, PS-PC1, consists of two sequential causality maps, where
the first one is the PS-PC1 plant-wide map provided in Figure 8. This plant-wide map
(Figure 8) is acyclic, with no edges pointing towards PS2, and two heavy edges pointing
from PS2 to PS1 and PS3, respectively. It is therefore clear that PS2 is identified as the root
cause location.
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Figure 8. PS-PC1 plant-wide causality map, produced in the first stage of the hierarchical approach.
The root cause is a faulty valve located in PS2. Edge weights represent magnitude of causal influence
(measured by the G-causality index defined in Section 2.1).

The second map in the hierarchical approach, the PS-PC1 PS map (Figure 9), therefore
consists of all variables in PS2 that show an effect of the fault. This causality map is also
cyclic, so the root cause should be identified as a node with a large causal influence, which
can be identified by observing the nodes adjacent to heavier edges (i.e., strong causal
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connections, large value of G-causality index defined in Equation (3) in Section 2.1)–FI 201,
LI 202, FI 203 and LI 201. These nodes can then each be considered as the potential root
cause. The most obvious candidate to exclude is LI 201 since no edge weights originate at
this node, which makes it unlikely to be the root cause.
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Figure 9. PS-PC1 PS (PS2) causality map, produced in the second stage of the hierarchical approach.
The root cause is a faulty valve located on line FI 203. Edge weights represent magnitude of
causal influence (measured by the G-causality index defined in Section 2.1). LI, level indicator; FI,
flow indicator.

Process knowledge (e.g., gained from a process schematic like Figure 2) can then be
used to identify the root cause from the remaining options. FI 203 and LI 202 are considered
together since they constitute one control loop. This control loop is shown with heavy edges
(i.e., strong causal connections), which is notably different from the other control loop, FI
202 and LI 201 (which is more upstream), that is shown with light edges. Furthermore, the
only other node in question, FI 201, is upstream from all the other variables, which makes
it likely that it only has a large effect on the causal structure because of its position in the
process structure. FI 203 and LI 202 are therefore distinct as they are downstream from the
other variables, but are still shown with heavy edges (i.e., strong causal connections in the
presence of the current fault), which indicates that they are likely associated with the root
cause (which is true).

The hierarchical approach, PS-PC1 is therefore benchmarked against the standard
causality map and the transitive reduction of the standard causality map. Neither the
standard causality map nor the transitive reduction could be interpreted to clearly identify
the true root cause; while the PS-PC1 plant-wide map could be clearly interpreted to
localise the fault to PS2, and the PS-PC1 PS map of PS2 clearly interpreted to identify the
control loop consisting of FI 203 and LI 202 as the root cause (which is correct, as the true
root cause is a faulty valve on line FI 203). In this case, the PS-PC1 plant-wide map was
acyclic, making fault identification clear and simple. Furthermore, the two causality maps
in the hierarchical approach consisted of only three and five nodes, respectively, compared
to the 15 nodes in the standard causality map and the transitive reduction. The PS-PC1
plant-wide map has nodes equal to the number of PSs that contain at least one variable
showing an effect of the fault, and the PS-PC1 PS map has nodes equal to the number of
variables in that PS that show an effect of the fault. The maximum number of nodes in the
PS-PC1 plant-wide map is therefore equal to the number of PSs and the maximum number
of nodes in the PS-PC1 PS map is equal to the number of variables in that PS—which
will both be consistently fewer than the number of nodes in the standard causality map
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and the transitive reduction, where the number of nodes equals the number of measured
variables in the plant showing an effect of the fault. This decreased number of nodes and
the resulting simplification of the causality map is the main advantage of the hierarchical
approach, and what prepares causality analysis for use in industrial mineral processing
plants, where there are significantly more measured variables than in the tank network
considered in this study.

3.5. Fault-State Data Requirements

In addition to the improved interpretability of the causality maps, the hierarchical
approach also requires significantly less fault-state data than the standard causality map
or the transitive reduction. As described in Section 2.1, cGC involves fitting a full AR
model that predicts all variables as a function of the past values of all other variables (and
each variable at each point in time requires an individual coefficient). For the causality
analysis results to be meaningful, that full model needs to have a unique OLS regression
solution, which means that there must be more fault-state data points available than
required parameters. The hierarchical approach includes fewer variables in each causality
analysis calculation, which means fewer parameters are required for the full model, which,
in turn, means fewer data points are required for a unique OLS solution of the full model.

The amount of fault-state data required by the hierarchical approach depends on
whether there are more PSs in the plant (in which case PS-PC1 plant-wide map has more
nodes and requires more data) or more variables in the PS that the fault is localised to in
the first stage of the approach (in which case PS-PC1 PS map has more nodes and requires
more data). However, Table 2 shows that both the PS-PC1 plant-wide map and the PS-PC1
PS map require fault-state data in the order of hours or days, while the standard map
(and therefore also the transitive reduction) requires fault-state data in the order of weeks
or months, which defeats the purpose of identifying the root cause of a fault as quickly
as possible.

Table 2. Minimum TW of fault-state data required to provide sufficient samples for unique regression
solutions. For the standard map/transitive reduction, 13 562 samples are required; for the PS-PC1
plant-wide map, 602 samples are required; for the PS-PC1 PS map, 1562 samples are required.

SP (min)
TW (Days)

Standard Map/Transitive
Reduction

PS-PC1
Plant-Wide Map

PS-PC1
PS Map

1 9 0.4 1.1
2 19 0.8 2.2
3 28 1.3 3.3
4 38 1.7 4.3
5 47 2.1 5.4
6 57 2.5 6.5
7 66 2.9 7.6

3.6. Limitations

The hierarchical approach for causality analysis, PS-PC1, presented in this work
shows promising results, but its limitations should be noted. As with all causality analysis
techniques, the variables present in causality maps are limited to measured variables in the
process, and the true root cause of the fault may not always be associated with a measured
variable. For example, if the root cause of a fault is impeller wear, the closest a causality
map could come to identifying the root cause is by pointing to a flow or pressure indicator
near the impaired pump. Based on that result, the pump and potentially adjacent unit
processes would then need to be further investigated to identify impeller wear as the true
root cause.

Another limitation lies with the data selection in the PS-PC1 workflow. The robustness
of the heuristic approach for selecting SP and TW used in the PS-PC1 workflow has not
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been tested, as that was not the aim of this study. In this heuristic approach, SP and TW are
selected based on the G-causality index of a chosen known causal connection. In this study,
the known connection for both the plant-wide and PS maps were connections associated
with the true root cause location (PS2) and true root cause (FI 203/LI 202 control loop),
respectively. In industry the true root cause is not known a priori, so a different known
connection will likely be used to base this pre-processing SP and TW selection off. Since
different causal connections operate at different time scales (due to differences in residence
times, controller dynamics, etc.), the selected known connection could be highlighted at a
time scale (and the associated SP and TW combination) that does not highlight the true root
cause, so obscuring the root cause. However, it should be noted that the PS-PC1 workflow
is not dependent on this heuristic approach to select SP and TW; it was used because no
alternative was available in literature. Future applications of the PS-PC1 approach could
use a different method for SP and TW selection if one becomes available.

Lastly, the PS-PC1 plant-wide map relies on a single PC to capture sufficient variance
to represent an entire PS. In the mineral processing industry, PSs can consist of hundreds
of variables compared to the five variables per PS present in this study, so one PC may fail
to accurately represent an entire PS.

4. Conclusions

The novel hierarchical approach presented in this work is the required next step in
literature to prepare causality analysis for application in the mineral processing industry. It
builds upon the previous research on causality analysis that focussed on improving the
techniques such as cGC themselves and addresses the need for improved interpretability
of causality maps, which becomes more vital as the system being analysed increases in
scale. This work takes causality analysis from being applicable to only a few variables and
presents it as a usable method for plant-wide fault identification.

The approach is benchmarked against the standard causality map and its transitive
reduction and shown to improve causality map interpretability. The causality maps in the
hierarchical approach could be interpreted to identify the true root cause, while consisting
of three and five nodes, respectively, compared to the 15 nodes in the standard map and
the transitive reduction. Furthermore, this novel approach addresses the practicality of
fault-state data requirements for cGC, requiring data in the order of hours or days instead of
weeks or months. This is especially relevant in industry, where a fault should be identified
in a timely fashion.

Limitations to the approach include the fact that variables in the causality maps are
limited to measured process variables; a current lack of testing of the robustness of the
heuristic approach used for SP and TW selection during data pre-processing; the reliance
on a single PC to represent an entire PS in the plant-wide map.

Future work will apply this approach to an industrial dataset to determine whether
sufficient data can be captured in PC1 to represent a PS that contains numerous measured
variables. Such work could consider increasing the number of stages in the hierarchi-
cal approach beyond two or decreasing the number of variables per PS by only using
manipulated variables or only using controlled variables.

Alternatively, a future research direction could be to investigate whether multivariate
Granger causality [31,40] can be used instead of PCA and pairwise cGC in the first stage
of the hierarchical approach, where causal interactions between groups of variables com-
promising each PS are considered. However, a limitation to this approach would be that
it would require as much fault-state data as standard cGC, as there is no dimensionality
reduction involved.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/min11080823/s1, Figure S1: Diagram with symbols corresponding to one-tank model,
Figure S2: Simulink implementation of the one-tank model, Figure S3: Random walk implementation
in Simulink.
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Nomenclature

Symbols
C Coefficient
F F-statistic
Fx→y|z G-causality index
J Slipjump
L Controller output for valve position
Lss Current stuck valve position
N Number of observations
N Number of variables
p Model order
S Deadband + stickband
V Valve
V Variable
Greek symbols
ε Residual error
λ Spectral envelope
Σ Residual covariance matrix
ω Frequency
Subscripts and superscripts
Full Full model
Res Restricted model
Abbreviations and acronyms
AIC Akaike information criterion
ANN Artificial neural network
AR Autoregressive
BTK Buffer tank
cGC Conditional Granger causality
FI Flow indicator
LC Level controller
LI Level indicator
OLS Ordinary least squares
P Pump
PCA Principle component analysis
PC Principal component
PS Plant section
PS-PC1 Hierarchical approach for plant-wide causality analysis presented in this paper
SP Sampling period
TK Tank
TW Time window
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