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Abstract

:

The study area is located near Toot village in the Yazd province of Iran, which is considered in terms of its iron mineralization potential. In this area, due to radioactivity, radiometric surveys were performed in a part of the area where magnetometric studies have also been performed. According to geological studies, the presence of magnetic anomalies can have a complex relationship with the intensity of radioactivity of radioactive elements. Using the K-means clustering method, the centers of the clusters were calculated with and without considering the coordinates of radiometric points. Finally, the behavior of the two variables of magnetic field strength and radioactivity of radioactive elements relative to each other was studied, and a mathematical relationship was presented to analyze the behavior of these two variables relative to each other. On the other hand, the increasing and then decreasing behavior of the intensity of the Earth’s magnetic field relative to the intensity of radioactivity of radioactive elements shows that it is possible to generalize the results of magnetometric surveys to radiometry without radiometric re-sampling in this region and neighboring areas. For this purpose, using the general regression neural network and backpropagation neural network (BPNN) methods, radiometric data were estimated with very good accuracy. The general regression neural network (GRNN) method, with more precision in estimation, was used as a model for estimating the radiation intensity of radioactive elements in other neighboring areas.
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1. Introduction


Due to the expansion of industry and the need for more and more raw minerals, the importance of mineral exploration is felt more than ever in today’s world. New methods in the statistical analysis of mineral data help identify better mineral reserves, including geostatistical methods and methods based on artificial intelligence and machine learning [1,2,3,4]. Using advanced and intelligent methods, the accuracy of our performance in the field of mineral identification and exploration increases. Today, due to the advancement of technology and the rising level of technical knowledge, secondary mines have also been raised [2]. Secondary mines have been mined in the past with a higher threshold grade, and humans can today process low-grade minerals in them with the help of advanced technology [5,6,7].



Each of the methods used in statistical studies has special strengths and applications. However, these methods may have weaknesses and limitations [8,9]. One of the applied techniques in mineral data analysis (due to the large volume and data dimensions) is the clustering method [10]. The clustering technique is used to classify data. Accordingly, it has its applications in each branch of science. The application of clustering methods (e.g., K-means and hierarchical methods) is performed to analyze exploratory data, such as geochemistry and geophysics, to categorize data to achieve a specific goal [11,12]. One of the applications of the clustering method is in the analysis of geochemical data from the sampling of stream sediments. In this case, it is usually used to study the geochemical behavior of the elements and classify their concentration data [13,14]. The clustering technique can also be used in remote sensing (satellite image analysis) to identify alterations and lithology based on the wavelengths of satellite imagery bands [15,16].



The function of clustering analysis is to place data with similar characteristics in a specific group. Therefore, after applying clustering analysis to the data, instead of dealing with a large amount of data, we are faced with a series whose members are very similar in terms of features [17]. The purpose of using clustering analysis is to present the classes whose members are most similar to each other and more different from the members of other classes [18,19]. Existing behaviors can be identified based on the similarities that each member of a class has with each other. Identifying the behavior of the data (the behavior of each class relative to each other) is a great help in analyzing earth-related sciences [20]. The clustering technique is one of the indirect analytical methods. This means that, in using this method, there is no need to have information about the internal structures of the members, and, in fact, by using clustering, the hidden patterns in the data are identified. Using the results of this method, the process of direct studies can be improved [21,22].



One of the important and practical analytical methods in clustering is the K-means method. This method classifies data based on the Euclidean distance. The distance of each datum from the center of the cluster should be as small as possible. To achieve this goal, start with a small number of classes and increase the number of classes as much as possible. As a result, after plotting the cluster utility function, the appropriate number of clusters are identified, and clustering is performed based on that [23].



The K-means clustering analysis technique is used to study the behavior of the data relative to each other. Among the applications of this method that other researchers to date have performed is the study of the impact of vegetation on the process of restoring water health, the geological classification of land [17,24], the identification of geochemical patterns and geochemical behavior of elements in mineral studies [13], and predicting the amount of carbon in intelligent systems, as well as greenhouse gas emissions and their impact on the urban environment [21,22].



In recent decades, the use of methods based on artificial intelligence, including artificial neural networks (ANNs), has become particularly important. Artificial neural networks are programmed based on the processing capabilities of the human brain, including knowledge, control, speech, and prediction. Managing large volumes of data with complex relationships and many patterns, reasoning on ambiguous data, and providing fast and adequate responses are some of the capabilities of artificial neural networks (ANNs) [25,26,27]. In this study, by performing a string of codes in MATLAB software and using SPSS software, the capabilities of the mentioned methods were investigated. Based on the obtained results, it is possible to introduce a process to improve exploration operations in this area and reduce the costs of geophysical operations in neighboring areas.



In traditional geophysical iron exploration methods, magnetometric and radiometric data had to be collected directly in all parts of the region to identify mineral anomalies [28,29,30]. Collecting magnetometric and radiometric data directly requires a lot of time and cost [31]. In addition, in many projects, in order to plan the continuation of exploration operations, it is necessary to analyze the available data and provide an overview of the mining region. So, there is a need for a high accuracy estimator. This estimator should be able to estimate magnetometric and radiometric data based on each other, using surveys performed in the area. In this study, the other data can be predicted with high accuracy by combining the K-means clustering method and the artificial neural network (ANN) based on the behavior of the available data (magnetometry or radiometry). In this method, similar to what was done in the past to create a pseudo-gravity information layer based on magnetic data, the goal is to estimate each of the magnetometric and radiometric data based on each other [32]. The K-means clustering method was used to investigate and observe the behavior of magnetometric and radiometric data. The artificial neural network was then used to create an estimator model based on magnetometric data for radiometric estimation. The main advantage of the combined method based on K-means clustering and ANN is the possibility of estimating data based on each other with high validity in this method without the need for the simultaneous measuring of magnetometric and radiometric data. In this way, in addition to saving time, financial costs are also significantly reduced. Since the combination of the two methods has not been used before in estimating magnetometric and radiometric data, this study investigated the efficiency of this combined method.




2. Geological Setting of the Studied Area


Iran is known as an oil country, but there are a variety of minerals and geotourism attractions in this country [33,34]. The Toot iron deposit is located in the structural zone of Central Iran and contains iron and possibly other metallic minerals (Figure 1).



The study area is located 5 km west of Toot and Anjiravand villages, to the northeast of Ardakan city in Yazd province [35]. The access road to the deposit is accessed from the Yazd–Choopanan road. The average height of the Toot deposit is about 1337 m above sea level.



The study area is located 5 km west of Toot and Anjiravand villages, to the northeast of Ardakan city in Yazd province [36]. The access road to the deposit is accessed from the Yazd–Choopanan road. The average height of the Toot deposit is about 1337 m above sea level.



In terms of geological structural divisions, the study area is located in the west of the Central Iran zone, Yazd block and the west of the Ardakan geological area (at the scale 1:250,000), and the southeast of the Mehdiabad geological area (at the scale 1:100,000). Around this area, low-metamorphic volcanic, intrusive, and sedimentary rocks are exposed, the age of which, due to their physical resemblance to the Rizo series, has been attributed to the Infracambrian. Still, micro-paleontological evidence indicates that these sedimentary and volcanic series are from the Lower Ordovician era. The study area consists of granite, white rhyolite, Cretaceous sediments, and alluvial sediments of the present era. The most important tectonic elements are faults, and the tectonic structure of the area has been formed under the influence of strike-slip faults. Different rocks have been deformed due to these tectonic forces, and different microstructures have been formed in them. The faults that have the most important role in the Toot area have a northwest–southeast trend and, together with sub-faults, control the mineralization in the area. These faults have played an essential role in the formation of metallic and non-metallic mineralization. The following figure shows the trend of major and minor faults in the Toot area. Figure 2 shows the geological map of the area [37,38].



Iron mineralization is located in the southern part of the study area, where metamorphic schist rocks host iron ores, with carbonate rocks including dolomite and dolomite limestone also found in the form of thin, lenticular layers. The existing schists have been formed as regional metamorphisms in the greenschist facies, and their possible protolith could be basaltic igneous rocks (Figure 3). In this area, due to erosion and soil formation processes, anomalies of host rock outcrops and mineral outcrops are reduced, and iron mineralization in the ground can be seen in the form of small protrusions (up to several square meters).



Based on initial fieldwork, there are various indices of iron mineralization in and around the target areas, which are visible mainly in the form of a mass, streak, and scatter. Banded mineralization involves the alternation of high-grade magnetite-rich and low-grade quartz-rich laminates. Due to weathering in the superficial parts of the anomaly, magnetite is replaced by hematite and limonite (Figure 4).



Meanwhile, studies of the cross-sections of thin and polished cross-sections show that its metal ores are mainly magnetite and pyrite, and its non-metallic ores are chlorite, actinolite, mica and carbonate minerals (Figure 5a,b). The most important magnetic tissue visible in the specimens is the scattered grain-to-mass tissue, which contains scattered magnetite crystals in a field of tailing minerals (Figure 5c–f). The presence of these crystals in magnetite depends on its origin. Their inclusion in the ore can indicate the existence of a regenerative environment after mineralization and the presence of sulfur from one or more possible sources. Samples taken from deep areas demonstrate a small number of these stains surrounding pyrite. Still, most of these stains are scattered in the cross-section of the samples without any connection to pyrite and magnetite minerals. Malachite mineralization is also rarely observed in scattered anomalous surfaces and oxide sections.



The textural evidence suggests that pyrite and magnetite minerals were present in the igneous protolith before the metamorphic event, which underwent recrystallization due to the metamorphism, or that the mineralization event was associated with the activation of mineralizing fluids and thermal solutions during the transformation event. Considering the phenomenon of arterial silicification in rocks of an anomalous range, which indicates the entry of silica with hydrothermal solutions into fractures and sedimentation within them, the theory of the relationship between the mineralization event and the activation of mineralization fluids during a metamorphic event can be considered more probable.




3. Methodology and Materials


3.1. Raw Data


In the study area, data from 1439 magnetometric and radiometric points were collected in similar situations. Figure 6 shows the position of the study area on a satellite image.



To estimate the radioactive intensity of radioactive elements in the region and investigate their behavior relative to the intensity of the Earth’s magnetic field, the values of their correlation coefficients were studied and processed. As Spearman correlation coefficients, the correlation coefficient value is 0/077 [39,40] that of these two data are weak and indicate a strong lack of correlation between them. Additionally, in Figure 7, the histogram of magnetometric and radiometric data can be seen simultaneously. This histogram shows that the two data sets are normal and can be easily clustered. It can also be seen that the spread of radiometric data is greater than magnetometric data, and it is better to standardize them before applying the methods. The data type of magnetometric is Nano Tesla and Gamma, which belongs to radiometric data is Becquerel per kilogram.




3.2. K-Means Clustering Method


The K-means clustering method, in order to cluster the data, starts its process by considering the number of (k) classes. The goal of the algorithm is to find the optimal number of clusters whose members have the shortest distance from the center of the cluster [41]. The K-means clustering analysis technique initially considers a number of batch centers randomly from among the data. It then tries to collect other data based on the shortest Euclidean distance around these cluster centers, and thus clusters are obtained. This algorithm is repeated until the optimal cluster centers are determined [42,43,44].



The procedure steps of the K-means clustering algorithm are [45]:



1. n members are divided among K clusters.



2. To calculate the center of each cluster, the vector Zj is calculated according to Formula (1).


   z j  =     ∑   x ∈  c j    x   #  c j     for   j  = 1 . … . k .  



(1)







3. In Formula (1), x is the vector corresponding to each member belonging to the cluster of Cj, and #Cj is the number of members in the cluster of Cj. Formula (2) is used to calculate the center of each cluster while running the algorithm [45].



4. Calculate the objective function based on Formula (2), which calculates the distance of members from the center of the cluster.


  f    C 1  .  C 2  . ⋯ .  C k    =   ∑   j − 1  k    ∑   X ∈  C j        X −  z j     2  .  



(2)







5. The objective function of Formula (2) is minimized, and the appropriate clustering with K clusters is identified. In general, the use of programming and computer speeds up the performance of the above algorithm [46,47].



The K-means clustering algorithm is schematically presented in Figure 8.




3.3. Artificial Neural Network (ANN)


According to many scientists, the human brain is the most complex system ever observed and studied throughout the universe. However, this complex system does not have galaxy-sized dimensions and no more components than today’s supercomputer processors. The general structure of the artificial neural network (ANN) is shown in Figure 9.



In this study, two types of linear and sigmoid activating functions were used. These choices are the standardization of data in preprocessing, nonlinear increase of data, and then linearization of results. This combination of functions is suitable for this study due to gradual changes. More precisely, activator functions decide whether or not a particular neuron is activated in neural networks, so, the correct choice of activator functions can increase network accuracy and prevent over-fitting.



A simple, albeit slightly inaccurate, the definition of activator functions are parts of neural networks whose input is a number (small or large at an arbitrary interval) and whose output is usually between 0 and 1, or −1 and +1. These functions convert an input number to a specific interval (for example, −1 to +1). Activator functions are also called transfer functions (Figure 10) [48,49].



The outputs match the desired outputs as closely as possible. According to the learning algorithm, several types of neural network, such as the backpropagation neural network (BPNN), the probabilistic neural network (PNN), and the general regression neural network (GRNN), have been designed in MATLAB software. The GRNN and BPNN methods were used in this study [50].





4. Results and Discussion


4.1. Behavior Study of Radiometry and Magnetometry Surveys


In order to investigate the behavior of magnetometric and radiometric data relative to each other in the region, the K-means clustering analysis algorithm was used.



The number of clusters from K = 3 to K = 20 was considered, and the amount of utility function was calculated for each of the clusters performed. K-means clustering analysis was performed on magnetometric and radiometric data once with the geographical coordinates of the sample and again without considering the geographical coordinates. Then, according to the profiles (S (i)) obtained from the data classification and the graph of the utility function values, optimal clustering should be selected.



The mean value of the utility function in clustering performed on uncoordinated data is 0.8830 (as shown in Figure 11). This value is the highest utility function value among the clusters formed; the number k was increased to 100 to ensure that the desired result was found. The results of this measure show that the utility function decreases significantly after clustering with k = 20. Figure 12 shows the profiles drawn from the clustering of radiometric and magnetometric data with coordinates. Based on the mean values of the utility function, six-class clustering with a value of 0.6220 is optimal.



The graph of the mean value of the utility function versus the number of clusters is shown in Figure 13. Based on the results of magnetometric and radiometric data clustering, which was performed once with coordinates and again without coordinates, the optimal clustering should be selected. As shown in Figure 13, clustering data without coordinates have the highest value of the function in four-class clustering. Therefore, this clustering was selected as the optimal clustering.



Additionally, according to the quality function and p (k) value, the appropriate number of clusters is determined. To determine the number of clusters, the value of p (k) is calculated using Equation (3) for different values of k.


  ρ  k  =  1 k    ∑   n = 1  k     m i  n      η n  +  η m     δ  n m         .  



(3)







As mentioned, the maximum value of p (k) indicates the appropriate number of clusters. Table 1 shows the values of p (k) obtained corresponding to the number of clusters. In the behavior study of two parameters without coordinates, 0.7898 is the maximum value. So, the most appropriate number of clusters is equal to four, and similarly, for combinations with coordinates, the most appropriate number of clusters is equal to six. As can be seen, the number of suitable clusters obtained from the quality function corresponds to the results of the criterion S (i).



The centers of the designated categories for the best classification are shown in Figure 14 for data without locations for four classes.



According to this classification, shown in Figure 15, to increase the intensity of the magnetic field, the intensity of the radiation first increases. After increasing the intensity of the magnetic field to 47,500 nT, it follows a decreasing trend. A magnetic field intensity of 49,000 nT does not cause unusual behavior in the region. Due to these increases and decreases, the best third-degree curve has negative concavity. The equation of the fitting lines can be expressed as:


  γ = 9  E  − 10       nT    3  − 0.0001     nT    2  + 6.3787     nT    1  − 102935    



(4)




and its correlation coefficient is equal to R² = 0.95.



According to the four divided classes, the separated classes are shown in Figure 14. At a magnetic intensity of 49,000 nT, the rocks in the region reach radioactive stability of 45 gamma. This result indicates that radiometric changes based on magnetometric data occurred only in the range of 45,000 to 49,000 nT in the study area. The highest gamma intensity in the region occurred at a magnetic intensity of 47,500 nT. Therefore, the anomalous areas identified based on class 2 have the highest amount of radioactivity.



The details of each of the cluster centers are presented in Table 2.




4.2. Radiometric Measurements Prediction


In this section, the methods of GRNN and BPNN in MATLAB software were used. We determine the ability to estimate radiometric data by means of magnetometric surveys based on the length and width. Using 70% of the randomly selected data and determining the estimate’s validity with the remaining 30% data. For better estimation, the values in the range of zero to one are standardized according to Equation (5) [51].


   X  n o r m   =   X −  X  m i n      X  m a x   −  X  m i n        



(5)







Radiometric measurement values are introduced as output variables, and magnetometric harvest values, along with the length and width of points, are introduced as input variables to determine the estimation algorithm.



4.2.1. Estimation by General Regression Neural Network (GRNN)


Due to the need to determine the optimal radius to estimate the best application of this method, different values from 0 to 1 were selected. The optimal value of 0.015 was selected for the optimum radius. Figure 16 shows the estimated continuous line and the actual point values in the training and test data.



To present a better view of the accuracy of the estimation, a comparison between the estimated values and the actual values for each coordinate in the two categories of training and test data is given in regression in Figure 17, respectively. The accuracy (R) of these estimates was 0.97 in the training data and 0.91 in the test data.




4.2.2. Estimation by Backpropagation Neural Network (BPNN)


In this method, parameters, such as the type of training, the number of neurons in different layers, and the type of neurons, are important. In the following results, the network efficiency is estimated by the average error squares (which is automatically calculated and minimized, and, if the average error squares is inappropriate, the network will remain endless) and the type and number of neurons. A schematic representation of BPNN is shown in Figure 18.



To check for no over-fitting in the existing network, the number of iterations of permissible neural network epochs was considered repeatedly. As a result, the network training ended in 201 repetitions, and the error value was in the standard range. The reason for this is the convergence of the estimation network. Therefore, over-fitting has not been done in the artificial neural network.



The results of the estimation line along with the real points in the training and test data are shown in Figure 19, as well as the accuracy of the training and test data, which are estimated to be 0.92 and 0.89 in Figure 20, respectively.






5. Conclusions


Due to radioactive evidence in the Ardakan region located in Yazd province, it is important to study the behavior of magnetometric and radiometric surveys in the region. For this purpose, the behavior of magnetometric and radiometric data in the area of the Toot iron deposit relative to each other was studied using the K-means method. The interaction of these two parameters was presented as an equation with a correlation coefficient. Then, using the K-means method, the relationship between radiometric and magnetometric data was determined by considering the latitude and longitude of the points to more accurately estimate the occurrence and extent of anomalies in the study area. The behavior of these two parameters in the region is such that to increase the intensity of the magnetic field, the intensity of radiation first increases, and after reaching a field intensity of 47,500 nT, it decreases, and after reaching 49,000 nT in the region, it does not cause any unusual behavior.



As presented in this study, the correlation between radiometric and magnetometric data was almost zero. Still, after behavioral studies, it was found that this dependence was zero on average, while the partial behavior in the data shows the dependence. Finally, the intensity of radiation was determined using the methods of GRNN and BPNN based on the magnetic measurement, length, and width of the points. The accuracy (R) of the estimation in the test data in the GRNN is 0.91, and, in the BPNN, it is 0.89. In addition to showing the strength of the K-means clustering method in behavioral studies, these results are superior to those produced using the general regression neural network (GRNN) method in the optimal estimation of radiation intensity based on magnetometric data in the region.
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Figure 1. Overview geological map of the iron deposits of Iran and the Toot area (modified after Reference [35]). 
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Figure 2. Geological map of the study area Toot. 
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Figure 3. Field photographs of rocks containing iron mineralization. (a) Detailed view of the metamorphic unit of the shale and between its thin dolomite layers as the host of the iron anomaly. (b) A closer look at magnetite mineralization in a metamorphic shale unit. 
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Figure 4. Primary and oxidized iron ore. Banded and frequency mineralization of magnetite and quartz (a); (b) weathering in magnetite and replaced by hematite and limonite. 
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Figure 5. Distribution of economic minerals in the thin section and polish section of different samples. Mt = magnetite; Act = actinolite; Chl = chlorite; Bt = biotite. (a) Actinolite crystals co-growth between coarse chlorite crystals; (b) occurrence of pyrite mineralization in the form of a strip or lens; (c) magnetite crystals in the space between biotite crystals; (d) chlorite crystals between opaque ores (magnetite); (e) accumulation magnetite crystals in subhedral; (f) magnetite interlayers. 
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Figure 6. Location of the study area near the Toot village (image: Landsat/ Copernicus). 
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Figure 7. Histogram of magnetometric and radiometric data. 
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Figure 8. Schematic of K-Means clustering algorithm. 
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Figure 9. Radial neural network structure (schematic). 
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Figure 10. Types of activation functions for example (modified after References [46,47]). 
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Figure 11. Cluster profiles and utility values with 3 to 6 classes related to magnetometric and radiometric recording without coordinates. (a) Classification with 3 classes with an average value of 0.6965; (b) classification with 4 classes with an average value of 0.8830; (c) classification with 5 classes with an average value of 0.7732; (d) classification with 6 classes with an average value of 0.7672 (values are dimensionless between −1 to 1). 
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Figure 12. Cluster profiles and utility values with 3 to 6 classes related to magnetometric and radiometric recording with coordinates. (a) Classification with 5 classes with an average value of 0.4141; (b) classification with 6 classes with an average value of 0.6220 (values are dimensionless between −1 to 1). 
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Figure 13. The value of S (i) (vertical axis) is based on the number of clusters (horizontal axis), the intensity of radioactivity, and the intensity of the magnetic field ((a): no coordinates, (b): with coordinates). (S (i) is dimensionless). 
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Figure 14. Four separated classes on the geological map. 
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Figure 15. The best-fitting line to the centers of the categories for measurements. 
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Figure 16. Gamma (Bq/Kg) estimation line with real values in training (a) and test (b) data. 
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Figure 17. Regression of estimated Gamma versus real Gamma (Bq/Kg); (a) Training, (b) Test. 
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Figure 18. Schematic figure of Backpropagation Neural Network (BPNN) used in this study. (A network with an input layer and two hidden layers, the first layer has 10 neurons and the second layer has 2 neurons. The output layer is linear. In addition, in each neuron is shown schematically, weight and bias.) 
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Figure 19. Radiation intensity estimation line with real values of the training (a) and (b)test data. (Bq/Kg.) 
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Figure 20. Regression of estimated data versus real; (a) Training, (b) Test. (Bq/Kg.) 
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Table 1. Values p (k) for the number of different clusters.
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p(k)

	
Number of Clusters

	
Parameters






	
6937/0

	
3

	
Measurements without Location




	
7898/0

	
4




	
6998/0

	
5




	
4845/0

	
6




	
5046/0

	
7




	
2774/0

	
8




	
4490/0

	
9




	
5452/0

	
10




	
2042/0

	
3

	
Measurements with Location




	
2321/0

	
4




	
3701/0

	
5




	
5775/0

	
6




	
3767/0

	
7




	
4843/0

	
8




	
2116/0

	
9




	
3176/0

	
10








Note. Maximum value (p) in red.
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Table 2. Cluster center specifications.
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	X
	Y
	Radiometry (Bq/Kg)
	Magnetometry (nT)
	Cluster





	253952.7
	3601024
	74
	47,356
	First



	254764.3
	3600361
	50
	47,998
	Second



	254789.2
	3601391
	54
	47,230
	Third



	254797.9
	3600956
	45
	46,953
	Fourth



	254649.8
	3600745
	48
	44,865
	Fifth



	254783.6
	3600612
	46
	51,147
	Sixth
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