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Abstract: A complex system is a set of mutually interacting elements for which it is possible to
construct a mathematical model. This article focuses on the cellular automata theory and the
graph theory in order to compare various types of cellular automata and to analyse applications
of graph structures together with cellular automata. It proposes a graph cellular automaton
with a variable configuration of cells and relation-based neighbourhoods (r–GCA). The developed
mechanism enables modelling of phenomena found in complex systems (e.g., transport networks,
urban logistics, social networks) taking into account the interaction between the existing objects.
As an implementation example, modelling of moving vehicles has been made and r–GCA was
compared to the other cellular automata models simulating the road traffic and used in the computer
simulation process.

Keywords: cellular automata (CA); graph-based CA; graph CA; modelling of complex systems;
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1. Introduction

Cellular automata (CA), described by cell structure, rules and possible states, are mathematical
models functioning as a modelling environment for discrete systems. Works on CA development were
started in the 1940s by John von Neumann and Stanisław Ulam and then classified and discussed by
Wolfram [1].

CA development led to the creation of many types and implementations of both homogeneous
and nonhomogeneous, structurally dynamic [2,3], asynchronous automata designed to explore the
processes taking place in the real world [4,5], and graph automata, nonhomogeneous on the grounds
of the different cardinality of the neighbourhood of individual cells [6–8].

The CA-related literature analysis has led to the conclusions presented in Table 1.
CA utilizing graphs for describing neighbourhood models have inspired the author to go beyond

the spatial analysis and GIS systems. A task has been set to generalize CA so as to allow for system
modelling in virtual spaces (e.g., transport networks, connection networks, etc.). In this article,
a structurally dynamic relative neighbourhood cellular automaton is described. In order to define it,
after a short presentation of the CA definition, a reconfigurable graph acting as a tool for describing the
modelled objects (system elements) and their relative neighbourhoods will be discussed. Next, a graph
cellular automaton (r–GCA) will be presented, along with the possibilities of its implementation in
defined systems, as sets of the same type related objects.

As a computational example, traffic simulations will be demonstrated along with a comparison of
the efficiency of the developed structure with the other CA models of traffic dynamics.
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Table 1. A comparison of cellular automata of different types.

Characteristic
Cellular Automata

Homogeneous CA Structurally Dynamic CA [2,3] Asynchronous CA [4,5] Graph CA [8]

Grid of cells In d-dimensional
space (d ≥ 1) 2–dimensional space In d-dimensional space

(d ≥ 1), 2-dimensional
Irregular structure, in
2-dimensional space

State of automaton Depends on states
of all cells Depends on states of all cells Depends on states of

all cells
Depends on states of
all cells

Set of states for
each cell Identical Identical Identical Identical

Change of state
of cells Synchronous Synchronous Asynchronous Synchronous

Grid of automaton Unchanging
over time Unchanging over time Unchanging over time Unchanging over time

Neighbourhood
diagram for
entire grid

Regular
Quasi-regular. Neighbourhood
described by a set of
neighbourhoods

Regular Neighbourhoods
described by a graph

Rule complexity Elementary Elementary Elementary
Elementary or complex
(depending
on automaton)

Combining with
automata of the
same type

Impossible Impossible Impossible
Possible as a
hierarchical
graph combination.

2. Related Work

Cellular automata (CA) [9–11] are models of physical systems where time and space are discrete
and interactions are local. They have been used as models for complex systems and have also been
applied to different kind of problems [12–17]. As Toffoli and Margolus wrote, CA are the computer
scientist’s counterpart to the physicist’s concept of “field” [18]. Researchers have attempted to classify
CA both in the general aspect [1,19,20] and directed to certain criteria [21,22].

Many authors use CA to model and simulate selected phenomena associated with various
areas of life, i.e., mathematics, physics, engineering and transport. Besides these applications,
the lattice grid of cellular automata has been providing a by-product interface to generate graphical
contents for digital art creation. Javid et al. [23] indicate that one important aspect of cellular
automata is symmetry, detecting of which is often a difficult task and computationally expensive.
Authors present a swarm intelligence algorithm as a tool to identify points of symmetry in the cellular
automata-generated patterns.

In the classic sense, CA are a network of cells that are adjacent to each other and exhibit some
interactions. In this case, the definition of neighbourhood is very straightforward. The most usual types
of neighbourhood definition are known as Von Neumann and Moore neighbourhoods, which consider
some or all of the cells adjacent to a given cell. These neighbourhoods can also be extended using a
radius around the central cell. Another kind of neighbourhood was proposed by Hoffmann et al. [24],
where the cell state consists of a data field and additional pointers. Via these pointers, each cell has
read access to any other cell in the cell field, and the pointers may be changed from generation to
generation. Compared to the classical CA the neighbourhood is dynamic and differs from cell to cell.

The problem of neighbourhood becomes more complex in irregular spaces, such as in
subjects connected to adaptability of urban spaces or land use change [25–29]. For example,
Dahal and Chow [30] proposed neighbourhood definition based on topological relations and the
extended neighbourhood, in which the entire study area is considered the neighbourhood of
every urban parcel. O’Sullivan in [8] presented a new type of a dynamic spatial model: graph
cellular automaton (graph-CA). The author has shown that a graph cellular automaton with specific
structural properties defined in the relations between the subsets of cells is a useful generalisation
of the traditional cellular automaton. Moreover, the author argues that deriving a graph cellular
automaton both from a graph and from formalism of a cellular automaton enables simultaneous
application of well-developed methods of describing the model structure and the process dynamics.
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Geospatial division of land plots served as an example. With the aim of realistic representation of
the land use, the authors of the article [31] presented a prototype of the method based on graph
cellular automata. The method effectiveness was checked using the example of one of the dynamically
developing municipalities of Madrid. The authors have shown that the graph structures applied to
describe the districts of varied surfaces operate within reasonable computation time.

Roka [32] presents generalisation of cellular automata to the cellular automata specified in Cayley
graphs. Several sufficient conditions were provided for a cellular automaton to be able to be stimulated
by a one-way cellular automaton which has the same basic graph. Unfortunately, the works on OCA
(one-way Cellular Automaton) have not been fully completed.

An interesting approach was proposed in [33]. The authors checked the impact of the topology
variation on the dynamic behaviour of the system with local updates of the rules. One-dimension,
binary cellular automata were implemented on graphs showing different topologies via formulation of
two sets of degree-dependant rules, out of which each contains one parameter. The authors observed
that the graph topology changes cause transitions between various dynamic domains without a formal
change in the update rule. The article discusses implications in the context of information transmission
in complex network systems.

Another application was presented in [34], where a graph-based cellular automaton was
developed in order to simulate the surface flows on the plains. As opposed to the classical cellular
automata represented by a network of cells, the presented model is served by a graph structure
which ensures more flexibility in order to describe the complex geographic domains of different scales.
The model computes the flow of water between the adjacent cells on the basis of hydraulic equations
assigned to the arcs of the graph. Comparing the results of the hydraulic measurements taken during
flood events has shown a perfect compliance of the presented model. The earlier works in that regard
were implemented by the authors using classical cellular automata [35].

Many other CA implementations based on graphs have been made [36–40] but these
implementations are not directed at studying the relationship between CA cells.

The algorithm, based on the graph cellular automaton concept, was proposed in [41] for solving
the lifetime coverage problem (MLCP) in wireless sensor networks (WSN). The authors recommend
that the discussed algorithm should have all the advantages of the located algorithm, i.e., exclusively
on the basis of knowing the neighbours, it may reorganise the WSN, preserving the required coverage
ratio, and thus extending the life of the WSN. The simulation results are the first in the series and they
show that the developed algorithm obtains results that are similar to those generated by the centralised
algorithm in relation to lifetime (q) metric.

The graph-CA-based approach to the analysis of social networks and connections between users
who are far away but close in the relationship of common friends, common interests, etc. is presented
in [42]. Empirical studies were based on data sets from social platforms, which confirmed effectiveness
of the proposed solution.

As can be inferred from the above, many attempts have been made to connect the graph
theory with the cellular automata theory. Usefulness of such a concept has been proved for many
applications. However, none of these studies has been continued in the field of traffic modeling.
The neighbourhood is still treated here as a physical neighbourhood of the two closest cells of the
CA. However, besides direct dependence, we can also observe an indirect dependence. For example,
a vehicle being far (several vehicles) in front of the analysed vehicle will suddenly slow down or
suddenly stop, and knowledge of this could reach the analyzed vehicle earlier than only through
the direct dependence of subsequent vehicles (in fact, sometimes several vehicles are involved in
the collision). Another example, the light at the intersection changes to red. Previous models react
sequentially by braking individual vehicles. In fact, the driver in the queue of vehicles approaching
the intersection sees the changing signaling light and reacts a bit earlier, e.g., through further idling,
which may lead to fuel economy and thus to reduce environmental pollution. Therefore, it is worth
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taking up the extension of existing models with the idea of a dependency neighbourhood (hereinafter
referred to as the relational neighbourhood) to make the simulation more realistic.

This article formalises the research conducted by the author with the aim of developing a graph
cellular automaton for modelling and simulation of complex systems, with special focus on traffic
simulation. The author introduced the concept of relation-based neighbourhoods graph-based CA
(r-GCA). This concept helps in the modeling of processes whose elements are interdependent despite
the lack of physical dependence (mutual proximity).

3. Proposed Approach

The chapter is divided into the following parts. First, the idea of the classical CA was outlined,
followed by the elements leading to development of graph cellular automaton with relation-based
neighbourhoods, varying over time. On that basis, as an example of application, a model of a graph
cellular automaton for traffic modelling was developed. The experimental research regarding the
model is shown in the next chapter.

3.1. Classic Definition of Cellular Automata

Classic CA defined as CA = (S, d, FCA) is described by [43]:

• Cell grid in d-dimensional space (d ≥ 1);
• Automaton S state, dependent on si sets of states of individual cells;
• FCA rule defining v cell state at time t + 1 dependent on the state of this cell and its neighbourhood

N(vi) at time t;
• Classic (homogenous) CA is characterized by:

# identical set of states for each cell;
# identical set of rules (identical FCA) for the entire grid;
# automaton grid not changing over time;
# identical neighbourhood diagram for the entire grid.

If at least one of the aforementioned characteristics is not true, a CA is not classic, or, in other
words, it is nonhomogeneous.

3.2. Graph Changing over Time

In order to define a relative neighbourhood cellular automaton, a formal description of
neighbourhoods in graphs will be presented. An additional virtue of the described graph is the
dynamic cell configuration.

Let us consider a directed weighted graph:

G = (V, E, K,α), (1)

defined by a set of nodes (hereinafter vertices) V, edges E, set of weights K and edge weight function α.
Edges E of graph G are defined as a Cartesian square:

E ⊆ V×V, (2)

while vivj 6= vjvi, which dictates that a graph is not a directed graph.
Function α (weight function) defines weights of edges of graph G:

α : E(G)→ K

where K ∈ N or, more generally speaking, K ∈ R. Weights are values that indicate the significance
of the connection between the vertices. In systems where there are many vertices connected to each
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other, not all have the same priority. For example, in the real world, crossing the road from one city to
another may require a certain amount of time or energy; in the virtual world (in social networks) users
have different “friends” but the user does not have the same relationship with each of them.

The neighbourhood of vertex vi ∈ V(G) is a set of vertices N(vi) connected to vertex vi by
edges from set E of graph G. Neighborhood N(vi) of a directed graph comprises a sum of sets of
neighborhoods connected by out-edges and in-edges of vertex vi:

N(vi) = Nin(vi) ∪Nout(vi), (3)

where Nin(vi) =
{

vj
∣∣vjvi ∈ E(G)

}
, Nout(vi) =

{
vj |v ivj ∈ E(G)

}
.

A sets of weights of in-edges Kin(vi) and out-edges Kout(vi) of a graph G for neighbourhoods are
a sets of such edge weights kij or kji that belong to a set of weights K and at the same time the edge
that is described by the weight belongs to the set of edges of the graph G. They can be defined as:

Kin(vi) =
{

kij
∣∣kij ∈ K∧ vjvi ∈ E(G)

}
,

Kout(vi) = {kji |k ji ∈ K∧ vivj ∈ E(G)}. (4)

A neighbourhood can be defined by a neighbourhood matrix and weights of directed edges can
be written as a weight matrix. Matrices are structures that can be easily implemented in the form of a
computer program and they can store the information. If the graph has n vertices, the neighbourhood
matrix A(G) of n x n size is built as presented:

A(G) =

 a11 · · · an1
...

. . .
...

an1 · · · ann

, (5)

where aij = 1 for vivj ∈ E(G), aij = 0 for vivj /∈ E(G).
For this graph, weighted neighbourhood matrix W(G) of n x n size includes weight coefficients

of individual edges of the directed graph:

W(G) =

 w11 · · · wn1
...

. . .
...

wn1 · · · wnn

, (6)

where wij = kij for vivj ∈ E(G), wij = 0 for vivj /∈ E(G), kij ∈ K.
The number of neighbours of vertex vi is defined by its degree: d(vi) = | N(vi)|. A vertex can be

isolated in G, when d(vi) = 0. If d(vi) = 1, then the vertex is called a leaf of the graph. Minimal and
maximal degrees of graph G are defined as:

δ(G) = min{d(v)|v ∈ V(G)},
∆(G) = max{d(v)|v ∈ V(G)}.

(7)

3.3. Change of Graph Structure

In this part, the possible graph transformations have been described. All transformations are
shown in Figure 1 and defined in the following subsections. In complex systems, the structure of the
graph describing the system is constantly changing, hence the need to perform operations related to
removing the graph edges, deleting the graph vertices, and adding edges and vertices to the graph.
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Figure 1. Changing the graph structure: (a) exemplary graph; (b) after vertex removal; (c) after edge
removal; (d) after vertex addition; (e) after edge addition.

3.3.1. Removing Vertices from Graph G

Removing vertices from graph G results in an induced subgraph G′. The subgraph G′ is a graph
whose vertices set is a subset of the set of vertices of graph G, and the set of edges consists of all edges
of graph G whose ends belong to the set of vertices of the newly formed graph. The set of vertices of
this subgraph cannot be empty. Let us define a G′ = FVdel(G) function allowing for the removal of
vertices Vdel ⊂ V(G) accordingly:

FVdel : G→ G′, (8)

where V′ is the difference between the set of all vertices of the graph G and the set of deleted vertices
and E′ is the set of all edges of the vertices of graph G that have not been removed:

G′ =
(
V′, E′, K,α

)
,

V′ = V(G)\Vdel = {v|v ∈ V(G) ∧ v /∈ Vdel},
E′ =

{
vivj ∈ E(G) ∨ vjvi ∈ E(G)

∣∣vi /∈ Vdel ∧ vj /∈ Vdel
}

.
(9)

Removal of vertices Vdel ⊂ V(G) results in simultaneous removal of related edges.
If Vdel = {v|d(v) = 0}, then E′ = E.

3.3.2. Removing Edges from Graph G

Removing edges from graph G results in an induced subgraph G′.
Let us define a G′ = FEdel(G) function allowing for the removal of edges Edel ⊂ E(G):

FEdel : G→ G′, (10)

where E′ is the difference between the set of all edges of the graph G and the set of deleted edges Edel:

G′ =
(
V, E′, K,α

)
,

E′
(
G′
)
= E(G)\Edel = {e|e ∈ E(G) ∧ e /∈ Edel}.

(11)
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On the level of vertex vi it is possible to define a local edge removal function as (a):

G′ = foutEdel(G, i, j),
G′ =

(
V, E′, K,α

)
,

E′(G′) = E(G)\eij =
{

ekl
∣∣ekl ∈ E(G) ∧ ekl 6= eij

}
,

(12)

where eij = vivj or (b):

G′ = finEdel(G, i, j),
G′ =

(
V, E′, K,α

)
,

E′
(
G′
)
= E(G)\eji =

{
ekl
∣∣ekl ∈ E(G) ∧ ekl 6= eji

}
,

(13)

where eji = vjvi.

3.3.3. Adding Vertices to Graph G

Let us define a function G′ = FVadd(G) allowing for the addition of vertices Vadd /∈ V(G):

FVadd : G→ G′, (14)

where V′ is the sum of the set of all vertices of the graph G and the set of added vertices Vadd:

G′ =
(
V′, E, K,α

)
,

V′ = V(G) ∪Vadd = {v|v ∈ V(G) ∨ v ∈ Vadd}.
(15)

This operation does not create edges, so the new vertices Vadd are isolated in G′.

3.3.4. Adding Edges

Let us define a G′ = FEadd(G) function allowing for the addition of edges Eadd /∈ E(G):

FEadd : G→ G′. (16)

For the set, the addition of vertices to graph G can be written as:

G′ =
(
V, E′, K,α

)
,

E′
(
G′
)
= E(G) ∪ Eadd = {e|(e ∈ E(G) ∨ e ∈ Eadd) ∧ α(e) ∈ K}.

(17)

On the level of vertex vi it is possible to define a local edge addition function as (a):

G′ = foutEadd(G, i, j),
G′ =

(
V, E′

)
,

E′
(
G′
)
= E(G) ∪ eij =

{
ekl
∣∣ekl ∈ E(G) ∨ ekl = eij

}
,

(18)

where eij = vivj or (b):

G′ = finEadd(G, i, j),
G′ =

(
V, E′

)
,

E′
(
G′
)
= E(G) ∪ eji =

{
ekl
∣∣ekl ∈ E(G) ∨ ekl 6= eji

}
,

(19)

where eji = vjvi.
Among the aforementioned functions, global transformations can be found causing changes of

the entire directed graph:

1. FVdel—removing vertices defined by Vdel set;
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2. FEdel—removing edges defined by Edel set;
3. FVadd—adding vertices defined by Vadd set;
4. FEadd —adding edges defined by Edel set.

Local transformations related to the changes of vi graph edges:

1. foutEdel(G, i, j)—removing out-edge eij = vivj;
2. finEdel(G, i, j)—removing in-edge eji = vjvi;
3. foutEadd(G, i, j)—adding out-edge eij = vivj;
4. finEadd(G, i, j)—adding in-edge eji = vjvi.

3.3.5. Reconfigurability of Graph over Time

A change of global graph configuration can be defined by a function of global graph reconfiguration:

FrcG : Gt → Gt+1, (20)

which is defined as a combination of few functions dependent on each other:

FrcG(Gt, Vdel, Edel, Vadd, Eadd) = FEaddl(FVadd

(
FEdel(FVdel

(
Gt)), (21)

so:
Gt+1 = FrcG

(
Gt, Vdel, Edel, Vadd, Eadd) = FEaddl

(
FVadd

(
FEdel(FVdel

(
Gt))), (22)

where Vdel is a set of vertices deleted from graph G, Vadd is a set of vertices added to graph G,
and Edel and Eadd are sets of edges, respectively, deleted and added to graph G. If (Vdel = O) ∧
(Edel = O) ∧ (Vadd = O) ∧ (Eadd = O) then Gt+1 = Gt. If for each t and t + 1 an equation Gt+1 = Gt

is true, then the graph is not reconfigurable over time.
When the configuration of the graph changes, a new graph is created which may differ from the

previous one by the number of vertices, edges, and weights. This kind of reconfiguration of the graph
constitutes the basis for the neighbourhood in the following new graph cellular automaton.

3.4. Relative Neighbourhood Structurally Dynamic Graph Cellular Automaton

Let us define a structurally dynamic relative neighbourhood graph cellular automaton
(r–GCA), as:

r–GCA = (S, d, Q, G, Fr–GCA, Rrc, FrcG (23)

where:

• d—dimension in a d-dimensional space (d ≥ 1) representing cell grid;
• Q—activity state of an automaton, dependent on the set of activity states qi of individual cells;
• S—state of automaton, dependent on the set of states si of individual cells;
• G—directed weighted graph G = (V, E, K) defined above;
• Fr–GCA is a function defining the state of automaton cell v at time t + 1 dependent on the state of

this cell and its neighborhood Nin(vi) at time t;
• Rrc is a global rule defining the conditions of activation or deactivation of cellular automaton cells

and the rules of graph reconfiguration (defines sets of added and removed by FrcG vertices and
edges of graph G), Rrc depends on the automaton state St (states of all cells);

• FrcG is a function of reconfiguration of graph and cells activation/deactivation based on conditions
set by Rrc.

The automaton is defined by a directed weighted graph G and automaton state St (at time
t), which means that each graph vertex vi ∈ V(G) corresponds to one automaton cell. A cell
neighbourhood of this cellular automaton is defined by graph edges belonging to the vertex E(G)
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set, meaning for every vi ∈ E(G) neighborhood N(vi) = Nin(vi) ∪ Nout(vi) exists, described by
out-edges and in-edges of this vertex. Figure 2 presents the example of graph G.
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In general:

Fr–GCA(i, Nin(vi), Kin(vi)) : st
i → st+1

i , (24)

The proposed model, unlike the classical CA, uses a dynamically changing relational
neighbourhood. The classically-understood neighbourhood in CA is the relationship between cells
located in a direct environment in a d-dimensional space (CA cells grid). It is related to the regular
arrangement of the CA cell in the space. In such CA, the state of the cell is influenced by neighbouring
cells in its environment, eg von Neumann or Moore’s neighbourhood.

In the case of r–GCA, the dimension d no longer has the same meaning as in the classical CA,
but it is still relevant for model implementation, e.g., in Field-Programmable Gate Array (FPGA)
structures or in the form of a computer program. In the proposed r–GCA, this kind of neighbourhood
is called a physical neighbourhood and defines the structure of the regular cell grid selected at the
implementation stage. Contrary to the classical CA, a defined neighbourhood does not affect the state
of a given cell. In the proposed r–GCA, the cell state is also determined on the basis of its state and the
states and relationships of neighbouring cells, but in this case the neighbourhood is defined by graph.
The neighbourhood has logical character: relationships belong to a set of relations (corresponding to
the weights of the graph’s edge) and are not dependent on the position of the cells in the cell grid.
Due to its nature, the logical connection is called the relational neighbourhood.

Specifically, such a relation can be:

• any relation between objects represented by graph vertices (e.g., interdependence of vehicles on
the road, interdependence of members of a project team in a computer project, relations between
people in this group or types of relations between people connected to a social network);

• the distance between objects represented by graph vertices;

So, unlike in case of regular neighbourhood homogeneous cellular automata, in the presented
approach there are two types of neighbourhood:

• physical—automaton cell neighbourhood in d-dimensional space;
• logical—a set of relative neighbourhoods defined by a reconfigurable graph G (which allows for

modeling a system of dynamic number of objects).

For example, the relations of objects of the modelled system using r–GCA and described by the
graph which was presented in Figure 2 correspond to the six cells (A, B, ..., F) of this automaton.



Symmetry 2017, 9, 322 10 of 23

These may be any cells from the d-dimensional grid of cells (e.g., from the two-dimensional grid of the
CA shown in Figure 3). In this case, we deal with three types of relations defined by weights from the
set K ∈ {1, 2, 3}.
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graph and (b) corresponding activity matrix of CA cells (1: activated cell, 0: deactivated cell).

A dynamic number of system objects can be modelled with r–GCA thanks to the activation and
deactivation mechanisms of individual cells. In d space, only the cells corresponding to graph G
vertices are active:

qi =

{
1 if v � qi exists

0 if v � qi does not exist
, for v ∈ V(G). (25)

Activity of automaton Q depends on the set of activity states qi of individual cells.
Compared to the homogeneous (classic) cellular automata, here the FrcG rule is present as well,

related to the cell structure configuration and neighbourhood. The initial cell structure configuration
can change over time through:

• activation of inactive cells (which equals to addition of related vertices to the graph);
• deactivation of cells (which equals to removal of graph vertices and edges connected to them);
• adding or removing graph edges, which results in creation or removal of neighbourhood relations.

3.5. Representation in the Computer

The most popular methods of representing graphs in the computer memory include the
neighbourhood matrix, incidence matrix and neighbourhood list. The above-mentioned methods
share one common feature: tables which are used for recording the data on the vertices and the edges
between them.

The neighbourhood matrix [44] is a square matrix, whose grade indicates the number of graph
vertices. The lines correspond the initial vertices, and columns—the end vertices of the graph.
Figure 4 presents a graph consisting of three vertices V1, V2, V3 two edges E1 and E2. Edge E3 does not
exist: it was shown only to demonstrate the mapping in the neighbourhood matrix. Simultaneously,
this figure is an example of a directed graph (if there is an edge from vertex Vi to Vj there is no edge in
the opposite direction), therefore it is possible to express the dependence with symbols:

A[i, j] 6= A[j, i], (26)

where: A—neighbourhood matrix, i—matrix line, j—matrix column.
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In order to check if there is an edge between vertex Vi and Vj it is necessary to check in the
neighbourhood matrix if there is value 1 in line i and column j. If so, the edge exists. The complexity
class for matrix with n vertices is fixed and amounts to O(1), whereas its drawback is the class of
memory occupancy class which is O

(
n2). A lot of significant information can be derived from the

neighbourhood matrix (Figure 4), for example, the vertex grade in the directed graph, which can be
done by summing up a given line. Vertices Vi and Vj are connected if A[i, j] = A[j, i].

In the proposed approach, the neighbourhood matrix and matrix of weights (presented in next
part) were used in order to describe the situation in the dynamic vehicle traffic on a two-way street.

4. The Case Study—Traffic Simulation

4.1. Existing Traffic Models

In 1992, Nagel and Schreckenberg [45] developed a model of traffic dynamics in the form of a
cellular automaton. The authors formulated a stochastic discrete cellular automaton model for one-lane
roads, divided into parts of 7.5 m long (hereinafter referred to as CA cells). The developed microscopic
model assumes that time and space are discretized and that through low computational complexity
the model can be used to model large numbers of vehicles [46].

The single lane model (N-Sch) can clearly express the vehicle traffic flow situation in the same
direction one-lane, but this model has the limitation of not including overtaking and this model proved
that a strictly deterministic model is not realistic. Researchers began work on other models [47–51]
and two-lane traffic model [52] and later on traffic heterogeneity [53,54]. However, in the case of the
two-line model, the lack of stochasticity causes strange behaviors of the group of vehicles on one of
the two lanes. When individual vehicles do not get to maximum speed, the whole group changes
lanes, and this happens several times until the group of vehicles is diluted or when the whole group
passes alongside other vehicles. Rickert et al. [55] have introduced the stochasticity into the two-lane
rule set and thus the effective number of lane changes has been reduced. The simulation revealed
that the effect of stochasticity is also important in the asymmetric free–flow case. Rickert et al. have
assumed two kinds of criteria (incentive and safety) as a symmetric rule set for traffic flow with cars
which change lanes. Chowdhury and Wolf [56] proposed the STCA (symmetric two-lane cellular
automata) traffic flow model with two kinds of vehicles. The lane-changing rules can be symmetric
or asymmetric with respect to the lanes and to the cars [57]. The symmetric model is interesting for
theoretical considerations whereas the asymmetric model is more realistic. In general, it seems that
the approach to multi lane traffic using simple discrete models is a useful one for understanding
fundamental relations between microscopic rules and macroscopic measurements.
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The main basis of the lane-changing rule in STCA traffic flow model is that the lane-changing
distance must be fixed. However, this is not appropriate in the actual traffic flow. Based on the STCA
model, a new F-STCA (flexible STCA) model was proposed which is a cellular automata traffic flow
model based on the safe lane-changing rule [58,59]. This model considers the influence of the rear
vehicle in the adjacent lane and can simulate the actual traffic flow situation a bit better. However,
in actual traffic flow, when the driver decides to change lanes, he should not only consider the influence
from the rear vehicle in the adjacent lane, but also consider the influence from the front vehicle in the
adjacent lane. Xu and Zhang [60] have proposed model based on an improved safe lane-changing
distance constraint rule. However, the risk value of lane-changing is only for specific circumstances;
it is not universal. Xu and Xu [61] have considered the possible conflict between the lane-changing
vehicle and the rear vehicle or front vehicle in the adjacent lane and they presented a symmetric same
direction two-lane traffic flow model (hereinafter referred to as X-STCA).

The N-Sch model proved to be a powerful and simple road traffic simulation tool and it
began various modifications and extensions [62–71], but all these new solutions are based on direct
neighbourhood (neighbouring, closest cells) and they are focused mostly on one-way roads.

4.2. Traffic Model on the Basis of a Graph Cellular Automaton

The author proposes a solution that preserves the idea presented in above-mentioned models
based on the N-Sch model but with a different representation. The dependencies resulting from the
earlier CA are maintained, but a graph representation has been used to better map the neighborhood
dependency. Vehicles are represented as graph nodes and the relationships between vehicles are
represented as neighbourhood matrix and matrix of weights. Such representation implies the ability to
continue using the already developed mechanisms such as the traveling salesman problem or vehicle
routing problem.

To understand the idea of the presented approach, a fragment of a two-way road with moving
vehicles is presented (Figure 5). The interdependence of the vehicles was shown by means of arrows
and presented in the form of a graph in Figure 6. If the edge between the graph vertices has arrowheads
on both ends, both vehicles interact. If the edge between the vertices has one arrowhead, then the
vehicle (the vertex without an arrowhead) affects the other vehicle (the vertex with an arrowhead).
Therefore, the edge with one arrowhead will be a fragment of a directed graph, and the edge with
two arrowheads will be a fragment of an undirected graph.
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In the further part, a neighbourhood matrix and a matrix of weights were created. The matrix of
weights contains information on the distances between the interdependent vehicles. The distances are
measured in the CA cells. Neighbours of a given vehicle are the vehicles located in front of it in the
same lane, as well as the vehicles in the other lane moving in the opposite direction. Moreover, a rule
was established that the vehicles which have already passed each other no longer affect one another.

As for the example shown in Figures 5 and 6, the matrices of neighbourhood and weights take
the form presented in Figures 7 and 8.
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The simulation of the vehicle traffic is based on the analysis of the neighbourhood matrix (Figure 7)
and the matrix of weights (Figure 8).

The individual stages of the transition function, Fr–GCA in the developed model for two-way traffic
motion, are presented by means of a description and the general mathematical formulas. The function
Fr–GCA is understood to be a function of changing the state of CA cell (from t to t + 1) depending on
the state of neighbours. In this case, this function is implemented in the following steps:

• Acceleration—if the vehicle did not reach maximum velocity and the weight W ∈W(G) of the
vehicle in front of it is greater than its velocity, and also than the maximum velocity—then it can
increase its velocity. This stage of the model can be presented as follows:

# if vji(t) < vmax and vji(t) < Wjinext
(t) then vji(t + 1)← vji(t) + 1 , where the symbol← is

a value assignment operation, vji(t) is a car velocity, vmax is a maximum possible velocity,
Wjinext

(t) is a weight of the vehicle in front of analyzed one, on the same lane of road.

• Overtaking—if the vehicle was not able to accelerate due to the preceding vehicle and its velocity
was less than the maximum velocity, and the vehicles approaching from the opposite direction
(on the other lane) are at a far distance:

# if Wkl(t) > vji(t) + vkl(t) then the car can start overtaking (a procedure “overtake”),
where W is a relation neibourhood (from matrix of weights) of car being on another lane
of the road and going from the opposite; j, k ∈ {1, 2}—a number of lanes of analysed
vehicles and for the opposite one; i,l are number of CA cells of the analysed vehicle and
for the opposite one.

# The procedure “overtake” consists of few stages: analysis of weights from the matrix
of weights for analyzed vehicles, lane changing ( j← k), acceleration (above step) and
overtaking of vehicle or vehicles and return to the original lane ( j← j ).
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# The computations necessary for overtaking include establishing the weights of the vehicles
located in front of the given vehicle and searching for the smallest weight in the opposite
lane. In the first place, an analysis of the opposite lane is performed. The weights on the
lane in front of the vehicle are sorted from the smallest to the greatest. Figure 9 presents
the aim of sorting the weights in the context of a possibility to overtake any individual
vehicles. Vehicle V4 could overtake the vehicles driving in front of it. The analysis of
weights enables checking the possibility of overtaking as many vehicles as possible. In case
there is no such possibility, possible spaces between the vehicles are searched for.

• Braking—if the vehicle cannot accelerate, it cannot overtake, and if there are other vehicles in
front of it, then it is forced to decrease its speed;

# if vji(t) > Wji(t) then vji(t + 1)←Wji(t) , where Wji(t) is the nearest neighbour in the
front of vehicle on the lane j.

• Random events—each vehicle may (at some probability) decrease its velocity without a reason
found in front of the vehicle (random reduction of speed by 1):

# if p < p0 then vji(t + 1)← vji(t)− 1 , where p0 is a probability of random event and p is a
random variable uniformly distributed over (0,1).

• Shifting—each of above steps additionally includes moving the vehicle to a new position:
xji(t + 1)← xji(t) + vji(t) .
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Let us consider Rrc from Equation (23) for the traffic case. Generally, it is a global rule defining
the conditions of activation or deactivation of cellular automaton cells and the rules of graph
reconfiguration (defines sets of added and removed by FrcG vertices and edges of graph G. In the
analysed case, it can be understood as a collection of possible modifications of the situation on the
road. The situation on the road changes over time. Vehicles appear on the road from the side roads,
they leave the road to park or to other roads, they overtake each other, they brake and accelerate,
they come closer or separate from each other, etc. Thus, each motion generates a need for changes in
the graph describing the area and the vehicles in that area. This need to change is set over time (each
iteration). The list of graph modifications (needs) specified by Rrc is than processed by function FrcG.

Thus, the function FrcG can be understood as all possible modifications of graph which were
described in Sections 3.3.1–3.3.5.

The model presented above is unique due to the use of a relational neighborhood for the first time.
The novelty is the inclusion of dependencies in the graph (neighborhood matrix and weight matrix)
in the analysis of vehicle traffic, in particular in the overtaking procedure. Existing models have a
lane change function, but they do not overtake several vehicles at the same time. In reality, however,
such behaviors can be noticed and, to make the simulation process more realistic in the developed
model, such behavior can be mapped based on the relational neighborhood.

4.3. Experimental Results

The stochastic nature of road traffic and its complexity allows for the application of a graph
cellular automaton with relation-based neighbourhoods. The interdependence of vehicles travelling
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on the road is considerable and not always direct (many times, the interdependence is indirect due
to other traffic participants separated from one another by several vehicles). Additionally, the traffic
dynamics are considerable and require continuous reconfiguration of the model, in this case the graph
structure. It is worth mentioning that the graph structure is used to describe the situation on the road,
and the idea of the cellular automaton has contributed to application of simple transformation rules.
In order to verify correctness of the model, the values were compared against those obtained in the
course of road traffic simulations based on a classical cellular automaton.

The verification experiments (Figures 11–14) were run for the probability of a random event at
the level of 0.3 and for varied road lengths expressed as a quantity of CA cells, and different numbers
of vehicles. The number of vehicles was changed within the range from 50 to 1000, whereas the road
length was changed within the range from 50 to 1000 CA cells. The simulations for each of the initial
settings were run 20 times, and the average result was presented in Figures 11–14 which presents
the comparative studies for the developed model (r–GCA) and the other CA models. Simulation 1
describes the case of 50 vehicles on a road 375 m long (50 cells), Simulation 2 involves 50 vehicles on a
road of 500 cells (3750 m), simulation 3–500 vehicles and a road of 500 CA cells (3750 m), Simulation
4–500 vehicles, with a road of 1000 CA cells (7500 m), Simulation 5–1000 vehicles, with a road of
1000 CA cells (7500 m).

The experimental studies were performed using a computer with the following parameters: Intel
Core 2 Duo T7500 (2.2 GHz) 4 MB, FSB 800 MHz, 4096 MB DDR2, 667 MHz SO-DIMM (2 × 2048 MB),
SSD with SATA II. The developed software consists of two modules—the computation module and the
visualisation module. The visualisation module is used for presenting the results of the computation
module and communication with the user. The visualisation module was implemented in the library
Allegro 5. The whole code was written in C++ using the Microsoft Visual Studio 2015 suite. The graph
cellular automaton model (r–GCA) and other models were implemented in the computation module.

The simulation operation time is explained in Figure 10. Differentiation between the individual
elements was useful for the purposes of detailed comparison of the analysed models. The total time of
one iteration of the simulation consists of the time of the model operation (recomputing the vehicles
positions, creating the graph, etc.), the time needed for the vehicle shift, the processor lag (forcing a
break in the processor operation so as to reduce the operation temperature and thus to increase the
simulation effectiveness) and the time of displaying elements on the computer screen. The operation
lag was set to be 0.0025 s, which enabled the most fluent simulation.
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Figures 11 and 12 show the comparison of the vehicles’ average speeds in the simulation process
for various road lengths and different numbers of vehicles. All models obtained comparable values,
which is a correct comparative result showing that the developed model does not diverge from the
other traffic models.
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A slight difference may be noticed in Figure 12, in which the developed r–GCA model caused the
simulated vehicles to obtain greater maximum speeds. This was due to the more realistic overtaking
stage, in which a greater space in front of the vehicle is analysed (r–GCA model), as opposed other
models where only the direct neighbourhood was analysed.
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Then, the simulation operation times were compared. Figure 13 shows the comparative results of
the total simulation operation time, where the other models were shown to work faster, particularly
in the case of simulations involving a large number of vehicles (above 500). This is due to the
time-consuming graph creation and transformation in the process of the overtaking and passing
stage analysis.Symmetry 2017, 9, 322  16 of 22 
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The other times (displaying time, vehicle shift time, etc.) are practically the same for various
analysed cases and, to a large degree, they depend on the applied IT technologies.

The question arises of what can be done to shorten the calculation time in the developed model.
Analysing all nodes in the dependency graph contributes to many calculations. Thinking about the
development of the software, we can consider developing a method for selecting those nodes that
are dependent and make calculations for these nodes. Another solution might be to try to parallelize
the calculation mechanism. However, these are engineering techniques and are not the subject of
this article.

The above studies showed the characteristics of the developed model in application to traffic
modeling. The next step is the research carried out on a specific example of the road shown in Figure 14.
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The study concerns the analysis of the impact of speed limits on the capacity of a pointed road.
The experiment was carried out for various possible vehicle speeds. Currently, 70 km/h is allowed on
the road. The traffic simulation was carried out for speeds of 30, 50, 70 and 90 km/h.

The analysis of the obtained results allows the formulation of the conclusion that the speed limit
does not have a significant impact on the number of vehicles that can overcome the tested road within
one hour (Table 2). However, the average travel time of this road changes due to the speed changing.

Table 2. Simulation results for the road presented in Figure 15.

Speed [km/h] Number of Vehicles Time [M:SS]

30 1065 5:48
50 1087 3:56
70 1114 2:47
90 1128 2:13

Figure 15 shows the change of the average number of vehicles on the road between individual
intersections. The results show that the lower permitted maximum speed prevents vehicles from
passing a section of road between adjacent intersections during one cycle of traffic lights. This translates
directly into a decrease in traffic flow and the occurrence of congestion. Increasing the speed limit
above 70 km, however, does not bring tangible benefits, which allows us to state that the existing speed
limit for the test section is correctly determined.

The developed model has contributed to a better consideration of vehicles appearing at subsequent
intersections and a more realistic presentation of braking vehicles due to the change of lights.
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5. Interpretation of the Results and Future Works

This article presents a novel approach to the understanding of graph cellular automata. It was
shown that relation-based neighbourhoods enabled the modelling of the phenomena in environments
that can be described by means of graphs. Moreover, the mechanism of activation and deactivation
of r–GCA cells made it possible to model the systems with varying numbers of objects over time.
This enables changing the modelling paradigm making use of CA—from space-modelling to modelling
of objects and their states on the basis of relations taking place between them.

The relation-based neighbourhood was presented in the context of road traffic and the overtaking
mechanism. The developed traffic model made it possible to obtain greater speeds for individual
vehicles due to the more detailed analysis of the road traffic situation and more realistic possibility
to overtake vehicles (several vehicles at once instead of the approach applied in classical cellular
automata, where, after overtaking a single vehicle, a check was made whether there was a possibility
to overtake another one). Therefore, the road traffic simulation proved to be more realistic, and the
road traffic itself was more fluent.

The developed model of road traffic is one of the applications of a relation-based graph cellular
automaton. There are many other possible applications of the developed structure in complex
systems modelling:

• Modelling of pedestrian traffic, ship traffic, air traffic, from the point of view of the moving objects,
and not the space taken up by them;

• Modelling of economic relations between entities (where interdependence is most often a relation
not connected with the closeness of the entities);
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• Modelling of relations and behaviours of social media portals users (a community, especially
young people, more and more often focus on mutual relationships in the net rather than on
relationships in the real world).

Generally, r–GCA can be used to model systems consisting of elements (objects) of the same
type. In particular, several classes of objects would require modification of r–GCA to work with
heterogeneous cell types or to use one set of states as the sum of sets of cell states of different types.

A sample interpretation of mutual relation-based connections is presented in Figure 16.
The presentation ignores the weights of the arcs, which may correspond to the relations defined
in a specific r–GCA automaton.
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automation (r–GCA)): analogous to Moore’s (a) or von Neumann’s neighbourhood (b) in a classical
CA; in r–GCA independent from the distance in the d-dimensional space of the cells (c,d).

The analysis of the obtained graphs shows that realistic traffic simulation is an asymmetrical
phenomenon. Symmetry in the graph is visible only in some special cases, when the graph represents
the traffic determined in time (not changing) and when there is a very small number of vehicles on
the road.

The use of r–GCA removes the limitations of classical CA associated with the modeling of
spatially distributed objects (having a fixed number of neighbours arranged in regular neighbourhoods,
on which the state of the currently considered cell depends). The proposed machine enables modeling
in the relational and logical space—where the neighbourhood corresponds to the relationships in the
considered model.

Therefore, r–GCA should be considered as a mechanism that enables us to obtain a different level
of realism in modelling phenomena in the real world compared to classical CA.

Further works in this regard will be focused on modelling of phenomena that are relation-based,
both in the real and virtual world. Additionally, the works will involve the hardware side supporting
the computations.
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6. Conclusions

The graph cellular automaton (r–GCA) proposed in this article enables the modelling of complex
systems, defined as a set of interacting objects (the system elements). If objects are of the same type
(homogeneous), and the system structure specifies the relations between them, such a system seems to
be appropriate for modelling, with the use of the proposed automaton.

Compared to classical automata, where cells usually correspond to objects neighbouring in the
d-dimension space (e.g., adjacent land plots, elements of a two-dimensional grid representing surface
area, and three-dimensional grid representing volume), r–GCA enable modelling the following phenomena:

• In d-dimensional space (if the neighbourhood specified by a graph is defined in such a way so as to
correspond to the neighbourhood in classical CA, e.g., Moore’s or von Neumann’s neighbourhood);

• In virtual or relation-based space—where neighbourhood does not correspond to the relation of
the cells location in the space, but it is relation-based.

In order to demonstrate the usefulness of the developed automaton, the first study of this kind was
performed to compare the classical traffic model to a graph cellular automaton adapted to simulate road
traffic. It was shown that the developed model enabled comparable modelling and simulation of road
traffic. However, the graph structures proved to be more demanding in terms of processor operation
time. Nevertheless, taking into account the progressive development of computer hardware and
compilers that optimize the code, as well as the rules that parallelise the computations, the extended
processor operation time may be substantially shortened in the next implementations.
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