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Abstract: The reliability of circuit systems is primarily affected by cascading failures due to their
complex structural and functional coupling. Causes of cascading failure during circuit operation
include the continuous degradation process of components and external random shocks. Circuit
systems can exhibit asymmetric structural changes and functional loss during cascading failure
propagation due to the coupling of degradation and shock and their uncertainty effects. To tackle this
issue, this paper abstracts the circuit into an impedance network and constructs a component failure
behavior model that considers the correlation between degradation and shock. The interactions
between soft and hard failure processes among different components are discussed. Two types of
cascading failure propagation processes are described: slow propagation associated with continuous
degradation and damage shock, and fast propagation due to fatal shock. Based on this, a cascading
failure simulation algorithm is developed. This article presents a case study to demonstrate the
proposed models and to analyze the reliability of a typical circuit system.

Keywords: cascading failure; degradation; random shock; impedance network; current
redistribution factor

1. Introduction

Circuits are defined as closed-loop or open-loop systems of discrete components that
perform a specific function [1]. Their failure can pose a serious threat to the safety of
equipment and even personnel [2]. Cascading failures are a major cause of circuit reliability
as the circuit scale increases, due to structural and functional coupling. This failure process
is characterized by the redistribution of current resulting from the failure of one or several
components. This, in turn, triggers the overload failure of other components and ultimately
leads to the collapse of the circuit as a whole [3,4]. The current redistribution process
within the circuit is global, which can result in asymmetric failure propagation paths and
uncertainty in failure times due to continuous degradation and random shocks.

The methods for traditional circuit failure analysis can be classified into two categories:
failure logic-based [5-7] and system simulation-based [8,9]. The former analyzes the
correlation and impact of component failures and determines the root causes of system
failure using methods such as decision trees [5], fault propagation directed graphs [6], and
Petri nets [7]. The latter method analyzes the impact of component failure on the system
response by constructing circuit system performance simulation models and combining
them with component failure mechanism models. Although these two methods describe
the correlation problem between failures within the circuit to some extent, they also have
their own limitations. The failure logic-based method relies mainly on the engineering
experience of designers, which is difficult to quantitatively describe. As the system size
increases, the circuit system state shows an exponential explosion, making it increasingly
difficult to meet the actual analysis needs [10]. The system simulation-based method can
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reflect changes in the input state of internal components in the output response of the
circuit. However, it cannot characterize the propagation of failure through the system,
making it difficult to identify the intrinsic law of system cascading failure.

In recent years, a network-based approach has been proposed to model cascading
failures in circuits, in order to overcome the shortcomings of traditional methods. This
approach abstracts the circuit system into a network topology and analyzes the inherent
cascading failure propagation behavior of the circuit. Depending on the type of loads and
solution methods, network-based methods can be categorized into three types: topolog-
ical models [11-13], analytical equation-based models [14-16], and redistribution factor
models [3,4]. Topological models concentrate on the correlation between pure topological
parameters, such as clustering coefficients [11,12] and betweenness [13], and cascading
failures. However, they neglect the physical laws governing the transfer of circuit current
loads. This can result in significant differences in describing the propagation behavior of
cascading failures. Analytical equation-based models are proposed to take into account
both topological and physical parameters. The redistributed currents of the failed compo-
nents are obtained by directly or indirectly solving Kirchhoff’s and Ohm’s laws [14-16].
However, this approach is similar to traditional simulation methods and does not account
for the correlation between components, as well as being computationally expensive. In
contrast, the redistribution factor model combines the network topology and physical
laws to derive a current redistribution factor that describes the effect of failed or degraded
components on the remaining component currents [3,4,17-19]. This method clarifies the
correlation between components and is computationally efficient. However, it only con-
siders the cascading propagation process under degradation or sudden failure. In the
real operating environment of a circuit, cascading failure is often triggered by the coexis-
tence of degradation and shock. Therefore, the redistribution factor model needs further
investigation to more accurately reflect circuit failure behavior.

Currently, research on degradation and shock correlation focuses on multi-component
systems. The interrelationships of degradation and shock, such as competition and accu-
mulation [20-23], are discussed at the component level. The reliability model of multi-
component systems is constructed by mainly considering the mutual effects of soft and
hard failures of different components subject to degradation and shock at the system
level [24-27]. However, this modeling is only applicable to simple systems that can pro-
vide structure functions. Constructing an accurate structure-function that quantifies the
relationship between components and systems can be challenging, particularly for complex
systems such as circuit systems. Furthermore, due to the presence of failure correlation,
assuming independence based on the failure of the component does not accurately describe
the failure behavior of the entire circuit system. Modeling the propagation of cascading
failures presents three main challenges. Firstly, it is necessary to describe the correlation be-
tween the failure processes caused by the degradation and shock of individual components.
Secondly, it is important to consider the interactions between these two types of failure
processes among different components. Finally, it is necessary to describe the cascading
failure propagation behavior of the circuit system, taking into account the combined effects
of degradation and shock.

To handle the above problems, this paper aims to characterize the cascading failure
behavior under degradation-shock effects. It begins at the component level, discussing the
relevance of the failure process of individual components under degradation and shock
coupling, as well as their interactions among different components. From this, circuit failure
triggering conditions are identified, and the dynamic propagation behavior of the circuit
system under degradation and shock effects is described in conjunction with a current
redistribution factor model. The main technical contributions of this paper are summarized
as follows:

o  This paper presents a failure model for components that takes into account the correlation
between degradation and shock. Additionally, it provides a spatio-temporal method for
determining cascading failure in combination with the competitive failure model.
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e  This paper proposes a cascading failure model for circuits that considers the coupling
between degradation and shock. The model can take into account asymmetric failure
propagation paths and failure time distributions for circuits affected by degradation—
shock coupling and its uncertainties.

The rest of this article is organized as follows: Section 2 briefly describes the abstraction
of a circuit system into an impedance network. A component failure model considering
degradation—shock correlation is built in Section 3. Section 4 presents the cascading failure
model with two dynamic propagation models: slow and fast. Additionally, a simulation
algorithm is also proposed in this section. In Section 5, a prototype circuit system is built
to analyze the cascading failure behavior with degradation and shock. Finally, Section 6
concludes this article.

2. System Description
2.1. Circuit as an Impedance Network

This paper focuses on a basic circuit system without the nonlinear characteristics of
passive devices and the control effects of active devices. Specifically, we assume that the
basic circuit only consists of components that can be described as impedances, such as
resistance, capacitance, and inductance. In this sense, the impedance network is utilized as
a tool to model the circuit system.

The impedance network can be viewed as an undirected weighted graph Graph = g(V,L).
In the circuit system, the components are represented as the edgesin L = {ij|i,j € V,i # j } and
the electrical connections between components are described by the nodesin V = {1,2,...,v}.
The impedances of the components that reflect the difficulty of current to flow through the
network are defined as the weight of edge ij, denoted by Z;;. The circuit’s power is divided
into two virtual nodes: the source node, where the current flows into the network, and the sink
node, where the current flows out of the network. The connection relationship among nodes
can be described by the adjacency matrix A. If there is an electrical connection between node i
and node j, then a;; = 1; otherwise, a;; = 0. Therefore, the impedance network can be clearly
established based on the above representation.

2.2. Basic Modeling Methods

During circuit operation, degradation and shock act together on individual compo-
nents and trigger component failures to propagate cascading failures through the system.
Therefore, we intend to construct the model from two aspects.

(1) At the component level, we focus mainly on the mutual influence of degradation and
shock on individual components and the competition between different components.
In this sense, the modeling methods include the following;:

e Describe the weakening effect of continuous degradation on shock thresholds
(Equation (13)) and the accelerating effect of damage shocks on impedance
degradation (Equation (5)) (see Section 3.1);

e  Using competitive failure models to determine whether a component undergoes
soft failure dominated by degradation or hard failure dominated by fatal shock
(see Section 3.3).

(2) At the system level, we need to reveal the cascading failure propagation mechanisms
and quantify the propagation process. In this regard, the modeling methods of this
paper are the following;:

e  Divide the failure propagation process into two distinct processes: a slow propa-
gation process, where cascading failure is not triggered by continuous degrada-
tion and damage shock, and a fast propagation process, where cascading failure
is triggered by any component failure (see Section 4.1);

e  Propose a health confidence value from both structural and functional perspec-
tives to assess the cascading failure propagation process of the system under
degradation and shocks (see Section 4.2).
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3. Component Failure Modeling Considering Degradation-Shock Correlation
3.1. Component-Triggered Failure Conditions

This paper assumes that the effects of degradation and shock lead to two types of
failure processes in components: soft failure and hard failure processes.

As shown in Figure 1a, random shocks affect both types of failure processes depending
on the magnitude of the shock stress. If the shock stress Wy exceeds the strength thresh-
old Wy, it leads directly to transient failure of the component, resulting in hard failure.
However, if the shock stress Wy is below the strength threshold Wy, a single shock will not
cause direct failure of the component. Instead, it will lead to damage accumulation in the
component and affect the continuous degradation process.
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Figure 1. Two types of failure processes of the component 7. (a-1) damage shocks and safety shocks
during random shocks. (a-2) Hard failure process caused by fatal shocks; (b-1) impedance change
process caused by degradation and damage shocks; (b-2) impedance change process caused by
degradation and damage shocks when the fatal shock is not reached; (c-1) soft failure process caused
by the current and capacity threshold changes due to the influence of impedance changes; (c-2) the
processes of change in the current and capacity threshold when the fatal shock is not reached.

Component degradation is usually identified by changes in impedance. This process
leads to the redistribution of the current across the circuit’s components. Soft failure occurs
when the current flowing through the component exceeds its capacity threshold.

Therefore, cascading failure can be triggered when either of the above two types of
failure occurs in the component ij, as follows:

e  Hard failure occurs when the stress Wy ;; of the kth shock exceeds the strength thresh-
old Wy, ;; during random shocks, as shown in Figure 1(a-2);

e Soft failure occurs when the redistributed current [;;(¢) on the component ij, subjected
to continuous degradation (including damage shocks during random shocks), is
greater than its own capacity threshold Q;;(t), as shown in Figure 1(c-1).
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3.2. Degeneration—Shock Process Assumptions

In order to reveal the failure behavior of components, this paper proposes the following
assumptions for the continuous degradation process, the stochastic shock process, and the
correlation between them.

Assumption 1. The random shock originates from the external environment, and the circuit
system does not affect the frequency of the shock. It is assumed that the random shock follows a
homogeneous Poisson process with intensity A, i.e., {N(t),t > 0}. Then, the sequence of intervals of
shock arrivals {T,,(t),n > 0} is independently and identically distributed and obeys an exponential
distribution with mean 1/A. The number N(t) of shock arrivals in the (0,t] interval follows a
Poisson distribution with mean At:

e M(At)"

P(N(t) =n) = — = 1)

Assumption 2. According to the level of impact on components, shock stresses are classified
into three categories by setting strength thresholds Wy, and trigger thresholds Wy,: fatal shock
(Wy > Wy,), damage shock (Wy, > Wy > Wy,), and safety shock (Wy < Wy.). It is assumed that
each shock stress Wy, in the random shock process is a set of independent and identically distributed
random variables. The probability of a shock stress belonging to one of the three types of shocks
is Py, Py, or Ps, respectively.

According to Assumption 1, the above three types of shocks are non-homogeneous Poisson
processes. The intensities of these processes are denoted by P (f)A, P,(t)A, and Ps(t)A, respec-
tively. The probabilities P; (t), P»(t), and P5(t) are affected by the strength thresholds Wy, (t) and
trigger thresholds Wi, (t) with time ¢.

Assumption 3. For any component ij, the damage shock mainly affects the continuous degradation
process, which is reflected in two ways. Firstly, the damage shock leads to a transient change in
component impedance. Assuming that the impedance change AZy ;; caused by the damage shock
is proportional to the shock stress Wy jj, i.e., AZy;; = (Wi j, and { represents the impedance
degradation coefficient. Secondly, the damage shock reduces the component’s ability to resist current
overload, resulting in a decrease in the capacity threshold Q;;. It is assumed that the change AQy ;; in
the capacity threshold caused by each damage shock is proportional to the shock stress Wy ;;; that
is, AQy,ij = nWkij, and 1 is the capacity degradation coefficient.

Assumption 4. The effect of degradation on shock is evident in the change in strength thresh-
old Wy, ;j. As component degradation D;;(t) increases, the strength threshold Wip,ij decreases,
increasing the probability Py () of a fatal shock and decreasing the probability P;(t) of a damage
shock. Additionally, the trigger threshold remains constant, resulting in an unchanged probabil-
ity P5(t) of a safety shock. This relationship is expressed as follows:

Pl(t) = Pl‘{Wk/i]' > Wth,ij (1 — Dl](f)> }, (2)

Pa(t) = Pr{ Wi (1 — Dyj(1)) > Wiy > Wi |- ©)

3.3. Component Failure Model

Based on the above assumptions, the soft and hard failure processes of any component
ij are modeled separately.

3.3.1. Hard Failure Model

Hard failure occurs when the shock stress Wy ;; exceeds the strength threshold Wy, ;;.
According to the assumption of random shock classification, the hard failure occurrence
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time T ;; is equivalent to the time when the first fatal shock is reached. This can be expressed
as the following:

Tl,ij = il’lf{f‘wkrij(f) > Wth,ij } 4)

3.3.2. Soft Failure Model

Soft failures occur when continuous degradation and damage shocks cause redis-
tributed currents ;;(t) in component ij that exceed their capacity thresholds Qj;(t).

First, the effect of these factors on the current is reflected in the change in impedance.
The affected impedance Z zS] (t) can be described by the component’s degradation model Z;;(t)

and the cumulative amount of impedance change S;;(t) caused by damage shocks, which
can be expressed as follows:
Zisj(t) = Z;j(t) + Sij(t) (5)
According to ref. [3], the degradation modeling for resistors and capacitors can be
expressed as follows:

RR(;) = zx1tﬁ exp(—iA]',l) + 01 B(t), (6)
C E
C(é) = ocztexp(kA];z> + o B(t), )

where R(t) and C(f) are the resistance and the capacitance at moment t, Ry and Cy are
the initial values of resistance and capacitance, E4 1 and E4 » are the activation energy of
resistance and capacitance, T is the temperature, 8 is the time coefficient, #; and a; are
pre-exponential constant characteristic, o7 and o are the diffusion coefficients, and B(t) is
the standard Brownian motion with B(t) ~ N(O, {).

Sij(t) is related to the number and stress of random damage shocks, which can be
described by a cumulative damage shock model, i.e.,

Nz(f)AZ Na(t) Weo No(£) > 0
Sii(t) = k§1 kij = g TWyij  No(t) > ®)

i

0 No(t) =0

Since the random damage shock {N;(t), t > 0} is a non-homogeneous Poisson process
obeying the intensity of P ()A, the probability distribution function of Np(t) is

Pl = ) - 20000 o

t
where ay(t) = [ Pa(u)du.
The impedance change due to degradation from time t; and ¢, can be characterized
as Zisj(tz) = (/)isj(tl, tz)ZiSj(tl), where ([)isj(tl, tp) is a degradation coefficient and calculated by

1+ Djj(t, t2), if edge ij is resitance
5t tr) = { 1

1+Dy(f1 b))’

1
if edge ij is capacitance 10

Based on the derivation in ref. [3], the redistributed current of component ij due to
global degradation can be expressed as follows:

Ii]'(tz) = Iij(tl) (1 —

Dnii(tt) |+ Y Ln(t)A], (k1 1),  (11)
mneedge\ {ij} mnéeedge\{ij}

where Agn,ij(tl' tp) (or Al-?, xn(t1,t2)) are the current redistribution factors that reflect the

influence of the degraded component mn (or component ij) on the current flowing through
the component ij (or component mn).
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D

The current redistribution factor A, ;;

(t1,t2) can be calculated by

|ERS, (t2) — ERS, (12) + ERS, (12) — ERS, (12)] (@5 (11, 2) = 1) Z5on(12)

, 12
(ERSn(12) — Zin ()| 05 (11, 2)2502) 2

D
At t2) =

where ERfj denotes the two-point equivalent impedance between two arbitrary nodes
i and j, according to ref. [28].

According to Assumption 3, the capacity threshold Q;;(¢) under N () damage shocks
at time ¢ can be expressed as follows:

Na(t)
Qy(t) = { Qi = L Wi, Nalt) >0 (13)
Qij(0), Ny (t) =0

where Q;;(0) is the initial capacity threshold, proportional to the initial current I;;(0),
ie, Q;(0) = (1+ 7)I;;(0), and 7 is the tolerance parameter.

Therefore, the soft failure occurrence time T ;; can be calculated by the stress-strength
model, i.e.,

TZ,ij = il’lf{t’[,‘j(t) > Q,](t) } (14)

3.3.3. Coupling Model

For a single component, there is a competing failure relationship between the two
types of failure processes, and it can be assumed that the failure time TF; of the component
is determined by the minimum of the hard failure occurrence time Ty ;; and the soft failure
occurrence time 15 j;, i.e.,

TFl] = min{TLi]-, T2,ij}' (15)

For the circuit system, the component with the smallest failure time TF;; is the first to
be triggered, and inter-component failures still follow a competitive relationship:

TFsys = min{TF;},ij € remian, edge. (16)

4. Cascading Failure Modeling

The network cascading failure process can be described by two dynamic propagation
models, slow and fast, due to the continuous effect of component degradation and the
transient nature of random shocks. The two models are constructed separately in this
section. Furthermore, an algorithm is proposed to simulate the spatial and temporal
evolution of failure propagation, while adopting a health confidence value to quantify the
overall health state of the impedance network.

4.1. Dynamic Propagation Model
4.1.1. Slow Dynamic Propagation Model

The slow dynamic propagation model explains how the impedance, current, and fail-
ure threshold of components in an impedance network change over time due to continuous
degradation and random damage shocks, without experiencing soft or hard failures.

The current redistribution process can be described by Equation (11), wherein A,?m,l-]- (t1,£2)
represents the interaction between the components in the network, considering their respective
degradations and shocks. The capacity threshold reduction process can be calculated by
Equation (13). Furthermore, the trigger condition for hard failure is the arrival of the first fatal
shock, which can be expressed by Equation (4).

Based on this, it is noted that the component will be triggered to failure whenever
the current [;;(f) on the component ij exceeds its own capacity threshold Q;(f) or the shock
stress W ;; is greater than the strength threshold Wy, ;. Therefore, an indicator function is
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proposed to describe the state of each component ij due to continuous degradation and
random damage shocks in the following form:

b Lo if {Ij(t) > Qij(t) } U S Wiij > Wy, ij .
ij 0, 1f{11](t) < Qlj(t)} N Wk,ij < Wth,ij

For all the components of the impedance network, once Imn € L with Py, = 1, then
the impedance network enters the fast dynamic cascading failure propagation process.
Otherwise, the impedance network remains in the slow dynamic propagation process.

4.1.2. Fast Dynamic Propagation Model

When a component triggers a soft or hard failure due to degradation-shock effects,
the cascading failure will propagate rapidly within the network. This paper assumes that
the failure mode caused by overload due to degradation is open-circuit failure. Therefore,
the fast dynamic propagation model is similar to the cascading failure propagation process
described in refs. [3,4]. Additionally, the disconnection of component mn will further trigger
the redistribution of current on the remaining components. This process can be described
by a current redistribution factor Ag{mn (t7) for an open circuit.

Li(tT) = I;(t7) + Im,,(t_)Ag-,mn(t_) (18)

[ERS,(£7) — ERS, () + ERS, () — ERS, ()| Z5,0(+)
2[Zin(t7) — ERGn (t7)] Z3(t7)

0} -\ —

Aij,mn (t ) - (19)
where t~ and t* represent the moment before and after the open circuit of component mn.
If the redistributed current of a component exceeds its capacity threshold, the component
is further removed and the redistributed current is recalculated using Equation (18). The
cascading failure only stops when all remaining components have currents below their

capacity threshold, and the slow dynamic propagation process resumes.

4.2. Health Status of the Impedance Network

In this paper, the impedance network state during cascading failure propagation
is measured in terms of the structural integrity index Sss(t) and functional availability
index Egys(t), respectively. Based on this, a health confidence value CV/(t) is further adopted
to evaluate the health state comprehensively, which is expressed as [3,4]

CV(t) = YEsys(t) + 0Ssys(t)(y +0 =1,0 < 7,0 < 1), (20)
Niotal — Nfail(t)>3
Ssys(t) = | —————— ], 21
Y ( ) < Niotal ( )
1 |Lij(t) — I;j(0) ’)
Eoys(t) = ———— (1 -, (22)
Sys Nremain (t) ije{edge,remain} Iij (0)

where 7 and J are the functional and structural weight, which depends on whether the
focus is on functional availability or structural integrity. Ny, is the total number of
components. Ny (t) and Nyepain (t) are the number of failed and remaining components at
time £. [;;(0) is the initial current of component 7.

4.3. Simulation Algorithm for Cascading Failure

To analyze the cascading failure behavior of impedance networks under degradation—
shock coupling, a simulation algorithm is provided to quickly assess the network failure
process. The algorithm incorporates the slow dynamic propagation process due to contin-
uous degradation and damage shocks, as well as the fast dynamic propagation process
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triggered by overload failure and fatal shocks. The simulation framework of cascading
failure is illustrated in Figure 2 and a detailed simulation process is shown below:

Network Information
Connectivity, Impedance

________________ ~

Degradation model I

Shock process

}

Establish adjacency matrix A
and Laplacian matrix G

Calculate the impedance Z(1,)

|
at time £, (t,=t,+Ar) e

Set the shock arrival time and
stress

Calculate the initial current 7;;(0)

}

Calculate equivalent impedance

Calculate the amount of
degradation D(t,1,)

ER(t)
[

|

Slow Dynamic Propagation Model

v

Calculate the current

capacity threshold change

l

Select the tolerance parameter o

l

Set the initial capacity threshold

0ii(0)

|
|
Calulcate the impadance and :
|
|

| AZ AQuy

|

|

|

|

|

|

|

|
redistribution factor A2, (t,,,) I

N1

Calculate the capacity threshold

Calculate the current

redistribution factor A, (¢,)

Calculate the redistributed
current /ij(t;)

i

Renew adjacency matrix A’

f

Record the failed edge and find

the underlying path

Fast Dynamic Propagation Model

>

after degradation and shock [«

Qi(t2)

|
|
|
|
|
|
Calculate CV(t,) of the network ||
|
I
|
|
|
|
|

L=t

Figure 2. Simulation framework for cascading failure propagation process with degradation and shock.

Step 1: Set t; = 0. Construct the adjacent matrix A and the Laplacian matrix G based
on the electrical connections and the impedance Z;;(t1).

Step 2: Calculate the initial current [;;(0) and set the initial capacity threshold Q;;(0).

Step 3: Set the time intervals for shock arrivals to follow an exponential distribution
with mean 1/A, and obtain the time for shock arrivals {T, Ty, . . ., T, } in the interval (0, t] by
random sampling.

Step 4: t; = t; + At. According to the shock stress, Wy ;; obeys the distribution Fy,
combining Equations (2) and (3) to sample each shock in turn. If it is a damage shock,
calculate the impedance change AZy ;; and capacity threshold change AQ ;;, and skip to
Step 5. If it is a fatal shock, hard failure occurs, and go to Step 9. Otherwise, it is a safety
shock and proceed to Step 5.

Step 5: Calculate the impedances Zj;(t;) and the amount of degradation Dy (t1, t2) at
time t; due to degradation and damage shocks according to the component degradation
model and cumulative damage shock model (see Equations (5) and (8)).

Step 6: Calculate the current redistribution factor of degradation Aznli]- (t1,t2) and the
redistributed current [;(t2).

Step 7: Calculate the health confidence value CV(#,) of the impedance network.

Step 8: Determine whether the cascading failure has been triggered. If the redistributed
current [, (f2) on a component i  jx is greater than the capacity threshold Q.. (t2), then the
soft failure occurs, record the failed edge, and find the underlying path based on the adjacent
matrix A. Otherwise, the cascading failure propagation stops, and return to Step 11.

Step 9: Remove all affected components on the underlying path where the failed
component is located and renew the adjacent matrix A’.

Step 10: Calculate the current redistribution factor Ag‘mn

(t27) and return to Step 7.
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Step 11: Determine whether the impedance network has failed. If the health confi-
dence value CV (f;) is greater than the system failure threshold CV};,, the network remains
operational and the slow dynamic propagation continues. Set t; = t; and return to Step 4.
Otherwise, the network fails, and the simulation stops.

5. Case Study and Discussion

In this section, we present an example electronic circuit to illustrate the proposed
cascading failure model, which takes into account continuous degradation and random
shocks and investigates the characteristics of failure propagation.

5.1. System Introduction

The developed example circuit comprises 190 components of resistors, capacitors, and
inductors whose quantify ratio is set to 35:4:1. According to Section 2, the circuit can be
abstracted as an impedance network whose topology with 98 nodes and 190 edges. The
connection relationship of the network is shown in Figure 3. The impedance moduli of
the components are assumed to be randomly generated between 10 and 1000, and the
weights are set accordingly. The power supply voltage is set to 12 V and the frequency
to 10 kHz. The initial currents of all components can be calculated by using the LTspice
17.1.15 software. The capacity parameter 7 is set to be 1.

Nod

20 40 60 80
Node

Figure 3. Connection relationship of the impedance network.

Temperature is the main factor that can cause component degradation, which is
influenced by the component’s own heat, the ambient temperature, and the heat dissipation
of the equipment. It is assumed that component temperature remains constant at 353 K
during continuous operation. It is also assumed that degradation mainly occurs in two
types of components: resistors and capacitors. The degradation rates for the same type
of components are assumed to be equal. The degradation models can be presented in
Equations (6) and (7), and the related parameters are listed in Table 1.

Table 1. Degradation parameters of resistor and capacitor [3].

Component Type Resistor Capacitor
Parameter Ean/eV B aq o1 Eap/eV ay 1o}
Value 0.52 0.5 200 2x107° 0.6 9554  1x107°

Considering the effect of random shocks, this case assumes that the shock frequency
is 0.014~! and obeys a Poisson process. The shock stress acting on each component obeys

a normal distribution Wy ;; ~ N (yij, ‘71‘2]‘)/ where the mean value y;; of the shock stress

is 31;(0) and the standard deviation oj; is 0.1y;;. In addition, it is assumed that shock
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strength thresholds Wy, ;; = pj; + 603j, and shock trigger thresholds Wy, ;; = wj; — 303;.
Considering the effects of damage shocks on the impedance and the capacity thresholds,
the impedance degradation coefficient ( is set to be 5 x 10_4Zij/ uij, and the capacity
degradation coefficient 7 is set to be 0.0003. Based on the simulation algorithm presented in
Section 4.3, the cascading failure propagation process of the current in this case is obtained
using MATLAB 2019b software.

5.2. Cascading Failure Analysis

This section discusses the process of cascading failure propagation in the circuit
when subjected to a combination of degradation and shock. The degradation and shock
uncertainties are modeled by the Wiener process and Poisson process, respectively. The
impedance network’s degradation trajectories obtained from each simulation differ as a
result. Figure 4 displays several simulated degradation trajectories of the network at 353 K,
where the blue and red lines represent the trajectories that consider both degradation and
random shocks, while the green lines are the trajectories that only consider degradation for
comparison purposes. In this case, the degradation trajectories considering degradation are
simulated by the model given in ref. [3]. As can be seen in Figure 4a, the effect of random
shocks causes the system to degrade or even collapse earlier than if only the degradation
effect is considered. Under the present setup conditions, it is evident that shocks are
primarily manifested in the form of damage shocks. These shocks mainly accelerate the
occurrence of sudden changes in the network state. In addition, there are differences in
the degradation trajectory when the effect of degradation and shock uncertainty is taken
into account. Despite continuous degradation of internal components and exposure to
random shocks, the system’s health state remains at a high level for an extended period [see
Figure 4(b-1,c-1)]. This is mainly due to the fact that each component retains a relatively
large margin to resist the increase in redistributed current. However, at a certain point,
cascading failures propagate rapidly within the network, leading to the network reaching
the failure threshold (CVy;, = 0.5) and eventual collapse [see Figure 4(b-2,c-2)]. Taking into
account the combined effects of degradation and shock uncertainty, there is a dispersion
of cascading failure paths and triggered failure times within the network. This results in
differences in the variation curves of the network CV obtained from each simulation, as
shown by the blue and red lines in Figure 4. Consequently, the failure times of different
simulations will fall within a certain interval range and have statistical characteristics.

: m‘ (b_l)loo b_2)1.00
| Pl | 0.80
[ (b-1) (- > 0.95 2 0.60
0.40
| (b-2) 0.90
\ 0.20
Failure threshold ! 08 0
ailure tnresno M 0 2 4 6 8 10 0 2 4 6 8 10
i (c-1) Step (c-2) Step
i Trajectories considering 1.00 1.00
I | — degradation and random shocks (0'2) 0.80 &
Trajectories considering
| raje éz;fad::if; ering 5 0.95 5 0.60 |
| 0.90 040
1 L 1 s 1 L 020 r
0‘85 1 1 1 1 0‘00 1 1 1 1
0 20,000 40,000 60,000 80,000 0 2 4 6 8 10 0 2 4 6 8 10
Time (h) Step Step

Figure 4. (a) Degradation trajectory of the impedance network at 353 K. (b-1) the degradation process
due to fast dynamic propagation at 42,644 h in the first simulation; (b-2) the collapse process due
to fast dynamic propagation at 47,179 h in the first simulation; (c-1) the degradation process due to
fast dynamic propagation at 43,812 h in the second simulation; (c-2) the collapse process due to fast
dynamic propagation at 49,858 h in the second simulation.
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To investigate the impact of the component shock strength threshold Wy, on the
cascading failure propagation of the impedance network, we further select two shock
strength thresholds, 95% Wy, ormar and 90% Wiy, 110rmar, under the same parameter settings.
We perform the cascading failure propagation simulation, and the specific results are
shown in Figures 5 and 6, respectively. The figures demonstrate a notable difference in the
degradation trajectories as the shock strength threshold decreases. Specifically, under the
95% Wi normal condition, the impedance network’s health state CV follows a similar path
to that under Wy, j,ormq condition. However, when observing the CV change process in its
early stages (refer to Figure 5b), it becomes apparent that the health state CV is no longer
a curve that shows a smooth and slow decrease only affected by degradation. Instead,
there are smaller abrupt changes. This is mainly due to the fact that, as the shock strength
threshold Wy, decreases, random shocks may lead to the occurrence of hard failures and
trigger the cascading failure propagation. However, during the initial stages of system
operation, the impedance network’s higher capacity threshold enables it to suppress the
propagation process more effectively. The time and extent of this mutation are also random
due to the shock arrival time and the location of the component that triggers the hard
failure. Compared to the normal shock strength threshold, the overall failure time of the
network is more advanced, and the range of failure time distribution increases. The reason
for this is that the shock stress is no longer limited to a single damage shock. A higher
probability of fatal shock can directly lead to a component hard failure. Additionally, the
reduction of the capacity threshold in the later stages of network operation inhibits the
propagation of cascading failures, ultimately resulting in the direct collapse of the system.

(@) 1.00 T (®) 1.00

0.80 098

a—

> 0.60 Failure threshold > 0.9 r
Q Q

040 | 094

0.20 | 092

e R :

0 20,000 40,000 60,000 0 10,000 20,000 30,000 40,000
Time (h) Time (h)

Figure 5. Degradation trajectory of the impedance network with shock strength threshold of
95% Wi normal at 353 K, different colors of lines indicate the results of six different simulations af-
fected by the randomness of degradation and shocks. (a) the entire process of impedance network
failure; (b) the degradation process of impedance network in the early stages, which is able to resist
the cascading failure propagation.

However, if the shock strength threshold Wy, is reduced to 90%, the network’s health
state degradation trajectory differs significantly from that observed at the Wy, ,orme and
95% Wi normar Settings. In this scenario, the impedance network undergoes stepwise
degradation instead of a prolonged and gradual phase of degradation. By setting the
failure threshold, the corresponding failure time is much smaller than that of the normal
shock strength threshold. The probability of hard failure of components subjected to
random shocks increases under the lower shock threshold setting. Furthermore, during the
initial stage of system operation, the degradation effect of components is not significant for
soft failures, resulting in more components being directly affected by hard failures. While
the impedance network can prevent cascading failure in its initial stages, the failure of
multiple components causes the remaining components to superimpose their redistributed
currents. This ultimately results in the global propagation of the cascading failure within
the system. As the shock strength threshold decreases, the main cause of the cascading
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failure shifts from degradation to shocks. Hard failures also replace soft failures as the
main factor triggering the cascading failure.
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Figure 6. Degradation trajectory of the impedance network with shock strength threshold of
90% Wi normar at 353 K, different colors of lines indicate the results of six different simulations affected
by the randomness of degradation and shocks.

To accurately describe the statistical characteristics of the failure time at various shock
strength thresholds, we extract the failure time data from 1000 simulations. To determine
the distribution form of the failure time data, the data are fitted with lognormal and Weibull
distributions, respectively, estimated by the Maximum Likelihood Estimate (MLE) method
and selected by the AIC criterion. Figure 7 displays the probability plots of the failure time
data, and Table 2 lists the parameter estimates and AIC for each distribution. It is evident
that the failure time data conforms better to the lognormal distribution when the shock
strength threshold is Wy, a1 Since it has the smallest AIC value, as shown in Figure 7a.
Conversely, reducing the shock strength threshold to 90% Wy, ,;5ymar results in the failure
time data that more closely follows the Weibull distribution, as shown in Figure 7d. This
also indirectly indicates that the cause of the system failure has fundamentally changed.
However, when the shock strength threshold is 95% Wy, ,;orma1, neither of the two distri-
bution types mentioned above (lognormal and Weibull) can fit all the failure time data
better, as shown in Figure 7b,c. The degradation trajectories in this condition suggest that
cascading failure is triggered by hard failure resulting from fatal shocks and soft failure
resulting from a combination of degradation and damage shocks. The coexistence of these
two types of failures is also reflected in the distribution characteristics of the failure time.
Specifically, the failure data in the early stages of operation may be significantly related to
hard failures. For failures that occur in the later stages of operation, degradation remains
the primary cause. Therefore, fitting a single distribution may not accurately reflect the
true failure behavior of the impedance network.

In order to better characterize the distribution of the failure time data at 95% Wy, ,i01mai,
we fit the failure time data using a mixed distribution form of the Weibull distribution and
the lognormal distribution, i.e.,

o=n () e (5

2
+(1—-p)- L exp l_(lnt—@] (23)

ot\27 202
R(t) = pr - exp [—(;)ﬁ +-p- f1-o(M2E)) (24)
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Figure 7. Failure time data probability plot at different shock strength thresholds. (a) lognormal distri-
bution (W, yormar); (b) lognormal distribution (95%Wy, normar); (€) Weibull distribution (95% Wy, normal);
(d) Weibull distribution (90% Wy, normar)-

Table 2. Parameter estimates for fitted distributions at different shock strength thresholds.

Parameter

Parameter

Parameter

Win Distribution Estimates 1 Estimates 2 Estimates 3 AlC
Lognormal fi = 10.7986 o = 0.0673 — 10588
Wth,normul K N N
Weibull A = 58996 k =13.25 — 10667
Lognormal fi = 10.8607 0 =0.3132 — 12011
Lognormal N .
o . = 10.7849 0 = 0.0811
95% Wi normat (mixed) F p1 = 0.0994 10766
Weibull (mixed) A = 39268 k=257
Weibull A = 57196 k=749 — 11396
Lognormal fi =9.3942 0 = 1.0058 — 11687
90% Wth,normul K ~ ~
Weibull A =17329 k=137 — 11515

The parameters of this mixed distribution model are estimated by MLE. Figure 8
displays the probability plot of the failure time data, and Table 1 lists the parameter
estimates for the mixed distribution. It is evident that the proposed distribution form
effectively characterizes the failure of impedance networks at different stages of operation.

Based on the failure time data and the corresponding fitted distribution model, the
network reliability curve can be obtained, as shown in Figure 9. In addition, we also
extract and fit reliability curves considering only degradation under the same setup for
comparison. It can be seen that the adopted distribution form and parameter estimates can
better describe the variation of the network reliability, and the selection of the shock strength
threshold has a significant effect on the reliability of the impedance network. Lowering the
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shock strength threshold significantly reduces the network’s reliability. The network can
maintain a high level of reliability for a long period of operation when the shock strength
threshold is Wy, ;;orma- However, it decreases rapidly during the later operation period
(40,000 h). According to the fitting results, the network’s reliable life at 90% of reliability is
44,796 h. If the shock strength threshold decreases to 95% Wy, ;orma1, the lifetime may be
affected. The network shows a gradual decline in reliability during the initial operation
period, followed by a sharp decrease at 40,000 h. Although the impedance network can
maintain a high level of reliability for an extended period, it experiences a rapid decline
during the later stages of operation. However, it is important to note that the network is still
guaranteed to operate normally for up to 40,000 h under these conditions. When the shock
strength threshold drops to 90% Wy, ,0rma1, the network reliability significantly decreases
during early operation. Its reliable life at 90% reliability can only be maintained for 3049 h.
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Figure 8. Failure time data probability plot for mixed distribution at 95% W, normal-
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Figure 9. Empirical and fitted distribution of reliability at different shock strength thresholds.

6. Conclusions

This article proposed a component failure behavior model considering the degradation—shock
correlation and analyzes the interactions between soft and hard failure processes among different
components. Based on this, the cascading failure model with degradation and shock of a circuit
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system using an impedance network is constructed by combining current redistribution factors. A
simulation algorithm is further proposed to simulate the cascading failure propagation behavior
of the circuit system over its entire lifetime. The main conclusions are summarized below.

1.  Random shocks can affect the propagation behavior of cascading failure in a circuit
system undergoing continuous degradation. When the shock strength threshold is
high, external shocks mainly accelerate the evolution of cascading failure in the form
of damage shocks. As the shock strength threshold decreases, the effects of shock
become more pronounced. When the threshold drops to a certain level, the probability
of hard failures due to random shocks increases. This makes the system capable
of triggering cascading failures even in the early stages of operation. However, the
circuit system’s capability to suppress cascading failures ensures that the system’s
health state undergoes only minor abrupt changes. As the shock strength threshold
decreases, more components experience hard failures, resulting in further superposi-
tion of redistributed currents in the remaining components. This causes the cascading
failure to propagate globally. The main cause of cascading failure changes from con-
tinuous degradation dominance to random shock dominance, resulting in hard failure
replacing soft failure as the main root cause of triggering cascading failure.

2. Athigher shock strength thresholds, the failure time of the circuit system follows the
lognormal distribution, and the trigger cause of cascading failure is dominated by
soft failures caused by degradation and damage shocks. However, at lower shock
strength thresholds, the failure time conforms to the Weibull distribution, and the
trigger cause of cascading failure is dominated by hard failures caused by fatal shocks.
Within the range of the two types of threshold settings, there may be instances where
soft and hard failures coexist. To evaluate the reliability of the circuit system under
different operating periods, a mixed distribution model constructed using the Weibull
and lognormal distributions can be effective compared to a single distribution.
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