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Abstract: A new algorithm is presented for detecting the local weak reflection symmetries in raster
images. It uses contours extracted from the segmented image. A convex hull is constructed on the
contours, and so-called anchor points are placed on it. The bundles of symmetry line candidates are
placed in these points. Each line splits the plane into two open half-planes and arranges the contours
into three sets: the first contains the contours pierced by the considered line, while the second and
the third include the contours located in one or the other half-plane. The contours are then checked
for the reflection symmetry. This means looking for self-symmetries in the first set, and symmetric
pairs with one contour in the second set and one contour in the third set. The line which is evaluated
as the best symmetry line is selected. After that, the symmetric contours are removed from sets
two and three. The remaining contours are then checked again for symmetry. A multi-branch tree
representing the hierarchy of the detected local symmetries is the result of the algorithm.

Keywords: computer science; algorithm; computer vision; computational geometry; shape features

1. Introduction

Symmetry is a fundamental and versatile concept with applications in mathematics [1–3],
natural sciences [4], architecture [5], arts [6], engineering [7–9], and elsewhere [10,11]. Through
evolution, symmetry perception has become an important integral part of an individual’s
perceptual organisation process [12]. It is mostly understood as a positive and desirable
property, which has been recognised in studies of mating and food choice habits of many
animal species already [13]. In humans, this concept is further generalised to broader per-
ceptions of aesthetics, health, safety, and stability. Symmetry applies to various abstractions,
but is most often associated with visual perception, which is characterised by the detection
and interpretation of distances (depth and size) and colours. Within the human’s visual
system, symmetries facilitate the segmentation of the seen scene, object analysis and repre-
sentation [14]. Unsurprisingly, computer applications of symmetries, once they have been
detected, also mostly address these tasks. In computing, the symmetry phenomenon may
play an important role in image processing [15], computer vision and computer graphics [16],
cryptography [17], and geometric modelling [18]. However, in contrast to natural, almost
self-evident symmetry perception processes in humans and several animal species, symmetry
detection is anything but a simple task for a computer [19].

An object or a system (a set of points in our case) is symmetric if there is a transforma-
tion, such as a translation, rotation, reflection, or a combination of these, that maps onto
itself [20]. Formally, if P denotes a set of points and T some geometric transformation, then
P is symmetric when

∀p ∈ P : T(p) ∈ P . (1)
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WhenP corresponds to the entire considered set of points, then Equation (1) represents
global symmetry. On the other hand, local symmetry addresses a subset of the input set of
points. It is also sometimes called partial symmetry [14].

In practice, however, Equation (1) is rarely satisfied exactly for all elements of P .
Any observation of the physical world is subject to error, whether by human vision or by
remote sensing. As a consequence, we can only expect an exact match between two points
in a symmetric pair in the case of synthetic or rounded data. Instead of perfect (exact,
strong) symmetry, we thus consider weak (or approximate) symmetry [21,22]. This can be
described formally by Equation (2).

∀p ∈ P , ∃p′ ∈ P : (T(p′) ∈ P) ∧ (∥T(p)− T(p′)∥ < ϵ), (2)

where ϵ is a small positive tolerance value. Note that Equation (2) does not require
T(p) ∈ P .

The distinction between weak and perfect symmetry concerns both global and local
symmetry. Local symmetries can contain patterns and repetitions that are often not identi-
fied easily by humans, in contrast to global symmetry, where humans are extremely skilful
at its detection [19,23]. Similarly, humans can easily detect and interpret local symmetries
of isolated objects and their exposed parts in a similar way to global symmetries. On the
other hand, no symmetry is trivial for a computer, but computer algorithms can use a lot
of processing power even in situations with a huge number of less noticeable symmetries,
which can also intersect, nest inside each other, or extend over individual tiny details.
The algorithm from [14], for example, detects more than 8500 local reflection symmetries
in a complex 3D scene of floor, buildings, and trees with more than 270,000 LiDAR points
in 3 min by using a single-threaded CPU processing on a regular personal computer. In a
slightly simpler scene with 125,000 points and no trees, it finds almost 25,000 symmetries
in less than half a minute, which of course drastically exceeds the capabilities of a human.
However, to use the detected symmetries in, e.g., scene segmentation or object analysis, it
is not enough for the algorithm to find as many symmetries as possible, but it also needs
to structure them appropriately. This is precisely the aim of this paper. The proposed
algorithm for detecting and establishing a hierarchy of the weak local symmetries in raster
images (the acronym AHiLS is used from here on), thus, also determines hierarchical
relationships among the found weak local reflection symmetries, if they exist. The aim of
this paper is not only to find weak local symmetries, but also hierarchical relationships
among them, if they exist. We consider weak symmetry when talking about symmetry
from here on.

To our knowledge, no methods in the past have addressed the same challenges as the
proposed approach. The main novelties introduced by AHiLS are the following:

• a new algorithm for weak local symmetry detection in raster images;
• performing symmetry detection on extracting contours previously extracted from the

raster image;
• using a convex hull of contours to determine the positions of potential symmetry

line candidates;
• representing hierarchical dependencies by a multi-branch tree for further processing.

This paper consists of five Sections. Section 2 gives an overview of the most similar
previous works. The proposed method is described in Section 3 and its results are given in
Section 4. A discussion and suggestions for future work are given in Section 5.

2. Related Works

Most of the previous work concentrates on perfect symmetry. Some methods compare
either two halves of the contours or skeletons of the object [24–27], or analyse halftone
images [28]. Zahn and Roskies [29] and Yip at al. [30] find symmetries in geometric objects
segmented from high-quality images. However, in real life, images can be undersam-
pled, which introduces additional errors. The algorithm by Loy and Eklundh [31] extracts
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feature points first from an image using SIFT transform [32], which is invariant on scal-
ing and rotation. SIFT also constructs a descriptor for each feature point. A reflected
image is generated after that, and SIFT is applied to it too. A new set of feature points
and their descriptors are obtained in this way. These descriptors are reflected after that,
and faced for matching against the descriptors obtained from the original, non-reflected
image. The matched descriptors form pairs. These pairs are used to define the symmetry
lines, which are accumulated into the Hough-style voting space [33]. The most dominant
symmetry lines are then selected. O’Mara and Owens in [34] present a method for the
detection of the dominant plane of symmetry in medical images of an arbitrary dimension
with the aim of measuring the degree of detected symmetries. Sun and Si published a
reflectional symmetry detection algorithm for greyscale images [35]. Axes of symmetry for
an object in the image are detected on the basis of the gradient information of the image
and the Fourier transformation. The algorithm described in [36] generates the candidates
for the axes of symmetry and then searches for the optimal axis by reflecting the candidates
against these axes. Hauagge and Snavely [37] extracted local features from images of
architectural scenes, based on local symmetries’ detection and extraction. They matched
pairs of photos of urban scenes according to these features. The features were based on the
measures of the local reflection and rotational symmetries, computed by the so-called local
image operations.

Van Gool et al., in [38], discuss the detection and usage of symmetry in planar shapes.
Symmetry is interpreted as repeated, coplanar shape fragments. These fragments are tested
on whether they are symmetric. The so-called arc length space is proposed, in which the
symmetric shape fragments correspond to straight-line segments, which are detected and
analysed easily. The algorithm proposed by Derrode and Ghorbel [39] uses the analytical
Fourier–Mellin transform to assess motion parameters between grey-level objects hav-
ing the same shape with distinct scales and orientations. Both rotational and reflection
symmetries can be detected and estimated in objects. Karkischenko and Mnukhin [28]
propose an algorithm for rotational symmetry detection in grey-level digital images, based
on the concept of Gaussian fields and a special log-polar representation of digital images.
Gnutti et al. [40] address the problem of reflection symmetry detection. A metric is de-
signed that extracts subsets of consistently oriented candidate segments. These segments
are ranked on the basis of the surrounding gradient orientation specularity. The used
operations are considered to be related to the way the human brain detects symmetry.

In comparison to the existing approaches, the proposed algorithm handles more
general types of input data and is simple to understand. Although it is demonstrated
on raster images, it can also be applied directly to geometric objects, whose borders are
represented by contours. In addition, it detects the hierarchies of the local symmetries
and returns this information explicitly in the multi-branch tree. Hierarchical dependencies
between symmetries have been considered less often. The algorithm in [41] combines
a continuous symmetry measure with a multiresolution scheme to detect hierarchical
symmetry and almost-symmetrical patterns. Ref. [42] presents a symmetry hierarchy
constructed from the initial graph via recursive graph contraction, which either groups parts
by symmetry or assembles connected sets of parts. The method is designed for meshed man-
made models. In [19], 2D or 3D objects with or without holes are found using the algorithm,
where a uniform grid and a symmetry estimation function are utilised. Li et al. [43] predict
poses of a 3D assembly by using a single 2D image with the assembly in a considered pose
and a set of point clouds of individual parts of the assembly. The reflection symmetry is
an important, but is not the only feature used to describe the poses. Paschalidou et al. [44]
address a similar problem of learning and predicting an unsupervised decomposition
of a 3D object, extracted from a single 2D image, into a hierarchical structure of parts.
Xue et al. [45] proposed a novel unsupervised approach to process urban LiDAR point
clouds to a hierarchy of objects based on their characteristic symmetric cross-sections.
The method, called Clustering Of Symmetric Cross-sections of Objects (COSCO), was
primarily used to detect and classify cars, which are then replaced by free 3D car models in
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a digital twin city. Villanueva et al. [46] use symmetries for compression of sparse voxel
grids. Originally, two subtrees could be merged on the basis of similarity or connectivity,
which they extended to the use of reflection symmetries as well. In this manner, the concept
of Sparse Voxel Directed Acyclic Graphs (SVDAGs) was upgraded into the Symmetry-
Aware Sparse Voxel Directed Acyclic Graphs (SSVDAGs), which were further analysed by
Madoš et al. [47]. Although all these methods use a similar concept of symmetry-aware
hierarchical organisation of spatial data, they were designed for different purposes, and
thus, none of them is directly comparable to AHiLS. Some allow only a hierarchical division
perpendicular to the symmetry axis or plane [19,45], some are designed from the bottom up
and use other principles of grouping subtrees together with symmetry [42–44], and some
are restricted to global symmetry detection [19].

3. Materials and Methods

In the following section, the elements of P correspond to pixels px,y in a colour raster
image, i.e., px,y ∈ P , 0 ≤ x < X, 0 ≤ y < Y, where X and Y define the image resolution,
while the transformation T is restricted to the reflection/mirroring. AHiLS executes several
steps to determine the hierarchy among the weak local reflection symmetries. The pseu-
docodes in Algorithms 1 and 2 give the sequence of these steps, which are explained
afterwards.

Algorithm 1 The main algorithm of the AHiLS

1: function AHILS(P)
2: ▷ Function accepts a colour image P and returns the multi-branch tree T representing

the weak local symmetries.
3: InitialiseParameters(Rc, t, b, d);
4: S = ApplyColourSegmentation(Rc);
5: S = Filter(S);
6: C = ExtractsContours(S);
7: level = 0;
8: T = NIL;
9: repeat

10: (Γ, T ) = DFS(C, level, b, d, T );
11: C = C − Γ;
12: until Γ = ∅;
13: return T ;
14: end function

AHiLS accepts P (for example, the image shown in Figure 1a) and performs the
initialisation steps within lines 3–8 in Algorithm 1 as follows:

(a) (b) (c)

Figure 1. (a) Input raster image (credit: Paul Reeves Photography/https://www.shutterstock.com,
accessed on 7 March 2024); (b) segments of interest; (c) detected contours.

1. The necessary parameters, explained in the following, are set in line 3.
2. P is segmented based on colours (line 4 in Algorithm 1), where a user specifies

the range Rc of the desired colours. Pixels with colours outside Rc are set to black.
The segmented image S , suitable for further processing, is obtained in this way (see
Figure 1b). The segment consists of a set of four connected pixels and should be large

https://www.shutterstock.com,
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enough. In our implementation, the segment is accepted when it contains at least 1%
of all pixels in S .

3. S is converted into greyscale, filtered to reduce the noise, and smoothed in line 5. For
this, Gaussian blur and morphological erosion are applied [48].

4. The set C of contours Ci, 0 ≤ i < |C|, bordering the segments, is extracted from S
using a 5× 5 kernel [48] in line 6. Fifty contours were obtained in our case (Figure 1c).

5. The level of the hierarchy and the multi-branch tree T are initialised in lines 7 and 8.

Algorithm 2 A depth-first search investigation of contours

1: function DFS(C, level, b, d, Γ, T )
2: H = DetermineConvexHull(C);
3: A = PlaceAnchorPointsOnHull(H, d);
4: Γ = ∅; ΓA = ∅; ΓB = ∅; ΓP = ∅;
5: for a← 0 to |A| − 1 do ▷ for all bundles of lines
6: L = PlaceBundleOfLinesInAnchorPoint(pa, b);
7: for s← 0 to b− 1 do ▷ for all lines in a bundle
8: (CA, CB, CP) = ClassifyContours(C, ls ∈ L);
9: if CA ̸= ∅ and CB ̸= ∅ then

10: CR
B = Reflect(CB, ls);

11: (ListO f Pairs, ListO f Coverages) = FindSymmetricPairs(CA, CR
B , t);

12: ΓP = ΓP∪ StorePairsAndCoverages(ListO f Pairs, ListO f Coverages);
13: end if
14: end for ▷ for all lines in a bundle
15: for q← 0 to |CP| − 1 do ▷ for all contours in CP
16: cq = CalculateSelfSymmetricCoverage(Cq ∈ CP);
17: if cq > t then
18: (Γ, T ) = StoreSelfSymContourAndAddItToTree(cq, ls, Γ, T );
19: end if
20: end for ▷ for all contours in CP
21: end for ▷ for all bundles of lines
22: lbest = SelectBestLineFromStorage(ΓP);
23: if lbest ̸= NIL then
24: (Γ, T ) = FormPairsAndAddThemToTree(lbest, level, Γ, T );
25: (CA, CB, CP) = ClassifyContours(C, lbest);
26: (ΓA, T ) = DFS(CA, level + 1, b, d, T );
27: (ΓB, T ) = DFS(CB, level + 1, b, d, T );
28: end if
29: return (Γ ∪ ΓA ∪ ΓB, T )
30: end function

The algorithm enters the main loop after that. Function DFS (line 10) finds in the depth-first
search order the symmetric contours and returns them in set Γ, together with the constructed
multi-branch tree T . The found symmetric pairs of contours are removed from C in line 11 and
the whole process repeats with the reduced set of contours. The loop terminates when DFS
returns an empty Γ. The multi-branch tree is returned at the end (line 13).

The core of AHiLS is realised in the recursive function DFS, shown in Algorithm 2.
Figure 2a is used to clarify the explanation.
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(a) (b)

Figure 2. (a) Set of contours and (b) their convex hull with the anchor points.

1. Convex hull H [49] is constructed from contours Ci, 0 ≤ i < |C| at first (line 2 in
Algorithm 2). The set A of so-called anchor points pa is placed along the convex
hull’s edges uniformly (line 3), as shown in Figure 2b. The distance d between the
consecutive anchor points on H is specified heuristically (in our case d = 5 was used
as a default) or entered by the user. The number of anchor points is reduced drastically
by placing them on H instead of, for example, distributing them uniformly inside the
whole S .

2. A bundle L of potential symmetry lines ls, 0 ≤ s < 180/b, b ∈ {1, 2, 4, 5, 10},
with slopes α = b · s, is laid through pa (see Figure 3a) in line 6. b is set by default to 5,
resulting in |L| = 36 lines.

l s

pa

1 2 3 5

7

9

8

4

6

10

11

12

13 14

15

(a) (b)

Figure 3. (a) Bundle of potential lines of symmetry placed in an anchor point; (b) considered line of
symmetry ls passes through an anchor point pa ∈ A and splits C into three sets: CA = {1, 2, 3, 6, 7},
CB = {5, 9, 10, 11, 13, 14, 15}, and CP = {4, 8, 12}.

3. The contours in C are classified according to ls ∈ L. Namely, ls determines two half-
planes, and (in some cases) splits C into three sets (see Figure 3b):

• set CA contains contours being located completely in the first half-plane;
• set CB includes contours from the opposite half-plane;
• set CP stores those contours that are pierced by ls.
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Those sets are obtained by the function in line 8. If one of the sets CA or CB is empty, ls
is not the line of symmetry for any pairs of contours. Otherwise, CA and CB must be
tested additionally as follows.

• Contours from CB are reflected over ls to obtain set CR
B in line 10 (see Figure 4a).

• The similarity of the contours in CA and CR
B is checked. The coverage percentage

of the two considered contours is calculated for this. The two contours are
paired and returned in the ListO f Pairs in line 11 if the coverage percentage is
greater than the threshold t. The percentage of coverage is returned in the list
ListO f Coverages. The threshold t is set at 90% in our implementation. However,
t can be determined interactively by the user. Its effect is demonstrated later in
Section 4.

• This information is then stored in a temporal storage ΓP in line 12 of Algorithm 2.

l s

l s

12

8

4

(a) (b)

Figure 4. (a) Contours from CB (plotted in red) are reflected according to ls and checked for matching
with the contours from CA. (b) Contours in CC are checked for self-symmetry with regards to ls.

4. The algorithm selects the best line of symmetry lbest in line 22 after processing all
ls candidates from all pa ∈ A. The criterion for selection is the highest number of
reflection contour pairs determined by this line. The line with the highest percentage
of contour coverage is selected if more lines have the same number of pairs.

5. The contours in CP are checked for self-symmetry (see Figure 4b) in lines 15–20. Those
that are symmetric are stored in Γ and inserted into T .

6. If lbest exits, the DFS is called recursively with sets CA and CB in lines 26 and 27 in
Algorithm 2.

7. The information about the found symmetries stored in Γ is, together with the multi-
branch tree, returned to the main part of the algorithm at the end. The multi-branch
tree for our example is shown in Figure 5.
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Figure 5. The obtained multi-branch tree of detected local symmetries.

4. Results

Figure 6 shows AHiLS’s results when varying the parameter t, which represents the
coverage percentage. This is the most important of the three user-defined parameters
in AHiLS. Setting it would require intensive study from the human-sense perspective to
obtain the most expected results. Namely, humans are not very skilful at determining local
symmetries in contrast to global ones. The other two parameters, b and d, were set as a
compromise between AHiLS’s accuracy and its spent CPU time, as they directly affect
the number of symmetry line candidates in each bundle and the number of anchor points
along the convex hull, respectively. They are set to b = 2 and d = 5 in the test example in
Figure 6. Only one symmetry line was detected when t = 50%. The symmetric contours are
plotted in red while the others are in grey (see Figure 6a). However, there were more lines
of symmetry discovered by increasing t, as seen in Figure 6b. Different colours are used to
show which contours and axes of symmetry belong together. In addition, some contours
were also detected as being self-symmetric when t was further increased (Figure 6c,d).
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(a) (b)

(c) (d)

Figure 6. The found symmetric contours are plotted with the same colour in regards to varying t:
(a) 50%, (b) 70%, (c) 80%, (d) 90%.

Figure 7 shows the multi-branch tree obtained for t = 70%. Note that the symmetry
lines at level 1 are similar, but not exactly the same. Consequently, three branches were
obtained instead of a single one, which corresponds to Figure 6b.

Figure 7. Butterfly example reflection hierarchy.

Finally, a comparison was made with the method proposed by Loy and Eklundh [31].
As already mentioned, we have not found any comparable method that would hierarchi-
cally organise the detected symmetries in a 2D image in a similar way as AHiLS. Therefore,
we were looking for a method that would at least pre-segment and filter the image, or oth-
erwise incorporate some semantic relations in the symmetry detection rather than pixel
colours alone. Thus, the Loy and Eklundh (L&E in continuation) method was chosen, which
bases the detection on a prior identification of feature points. However, this approach
does not filter out the background, which often appears dominant in at least one of the
detected symmetries. Since the L&E method does not build a hierarchical structure but only
finds a selected number of the strongest symmetries, we used only the topmost level in the
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multi-branch tree in AHiLS to make the comparison fairer. The numbers of symmetries in
the L&E method were set to the number of tree nodes considered in AHiLS (increased by 1
for the strongest background symmetry). Different colours in Figure 8b,d,f are used to bind
the symmetry lines to the corresponding contours.

(a) (b)

(c) (d)

(e) (f)

Figure 8. Results of L&E [31] (a,c,e) and AHiLS (b,d,f) methods, where t = 70%, b = 2, and d = 5.
(credit: Paul Reeves Photography/https://www.shutterstock.com, accessed on 7 March 2024, for (a,b),
and https://www.pexels.com/, accessed on 7 March 2024, for (e,f)).

The symmetries found in the butterfly example (Figure 8a,b) are quite similar for both
methods. Here, the background is highly asymmetrical (predominantly blue in the left half
of the image and green in the right half), so the strongest symmetries are dominated by
parts of the butterfly even in the L&E method. In the case of dandelion flowers, however,
the L&E algorithm detected two strong symmetries with the vertical axes near the centre
of Figure 8c. The left one refers to the symmetry of the green leaves, while the right one
additionally takes into account the soil. The least steep symmetry axis also refers to the
green leaves and the soil, while the fourth, steeper, axis roughly bisects the flower on the
bottom left and the stone below it. On the other hand, AHiLS, where Rc was restricted
to shades of yellow, first found symmetry through the two flowers on the left, indicated
by magenta, and then found the self-symmetry of the third flower, indicated by cyan in
Figure 8d. If AHiLS was not a hierarchical algorithm, it would also find the symmetries
through the remaining two pairs of the trio of flowers. In the third example, showing three

https://www.shutterstock.com
https://www.pexels.com/
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seagulls flying under blue sky, the L&E algorithm detected two strong symmetries nearly
through the centre of Figure 8e, where the vertical one corresponds to the background,
while the oblique one considers both the sky and the birds. The third symmetry axis
considers the rightmost seagull and its local surroundings. Note that this and the leftmost
seagull are two identical copies, but the local symmetry of the latter is only at the tenth
position due to the higher influence of the middle bird. As expected, AHiLS found here the
local self-symmetries of the two identical seagull copies, highlighted in magenta and light
green in Figure 8f. It should be noted that the light green axis is not identical to the third
red axis of symmetry from the L&E algorithm, as the latter is also affected by the adjacent
seagull and the background.

As can be seen, AHiLS not only found more meaningful lines of symmetries, but it
was also able to define the exact regions of the symmetry in S . However, the price for this
is a much slower performance. The L&E method needs 0.69 s, 1.19 s, and 0.40 s for the
results in Figure 8a, Figure 8c, and Figure 8e, respectively. On the other hand, AHiLS needs
825.22 s, 189.13 s, and 166.88 s for the results in Figure 8b,d,f. Deeper levels of the tree in
principle take less time, as we no longer have to deal with objects pierced by the axis of
symmetry at a higher level. Also, the convex hulls are becoming shorter, which means far
fewer anchor points. Nevertheless, run times are increased by a further factor of 2 to 3
when DFS is performed recursively.

The tests were run on a laptop computer with an 11th Gen Intel(R) Core(TM) i7-1165G7
processor @ 2.80 GHz, 2803 MHz, with four cores, eight logical processors, and with 16.0 GB
RAM, under the Microsoft Windows 11 Home operating system. The software was written
in Python. The resolution of the butterfly image was 1600× 915 pixels, while the other two
test images had resolutions of 1200× 900 pixels.

5. Conclusions

This paper introduces a novel method for determining weak local reflection symme-
tries and their hierarchical dependencies in raster images and returns the information about
them in a multi-branch tree. Although the method was tested on raster images, it can
also be applied without any changes to non-rasterised cases, when the geometry of the
presented shapes is described by their boundaries (by contours in AHiLS terminology).
The obtained multi-branch tree allows a comprehensive analysis of the detected symmetries
in the later post-processing phases.

In addition to the original idea to hierarchically detect and organise symmetries
from top to bottom, the main advantage of AHiLS is its flexibility. Three user-defined
parameters t, b, and d play an important role in the symmetry detection. Furthermore,
a user can also set the colour range Rc for filtering and segmentation of the image prior
to symmetry detection. However, with so many parameters, the challenge for future
work is to automatically recommend their values based on image and user characteristics.
An obvious weakness of AHiLS is its slowness. The method can, however, be parallelised
easily. A divide and conquer approach, as suggested in [19], should thus also be tried
within AHiLS. Furthermore, calculation of coverages could be avoided if the two contours
already differ in length by more than the set threshold t. Note that a coverage between the
same pair of contours is calculated separately for every symmetry line candidate through
each anchor point. Testing the anchor points is also highly time consuming, therefore
a smarter anchor point selection could significantly improve the performance. Finally,
the AHiLS methodology should also be adapted for other types of symmetries, first of all
for rotational symmetry.
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Abbreviations
The following abbreviations and symbols are used in this manuscript:

α Slope angle of a considered ls, i.e., α = b · s, 0 ≤ s < 180◦/b
Γ Set of symmetric contours
ΓA Output set of symmetric contours from the recursive call DFS(CA,...)
ΓB Output set of symmetric contours from the recursive call DFS(CB,...)
ΓP Temporal storage of symmetric pairs and coverage values
ϵ Small positive tolerance value
a Loop index for anchor points
A Set of anchor points along the convex hull H
AHiLS Algorithm for establishing hierarchy of weak local symmetries in raster images
b User parameter for setting the slope step (180◦/b) for lines ls in a bundle
C The set of contours (borders of segments from S ; formal parameter of DFS)
CA Set of contours completely in one half-plane defined by line ls
CB Set of contours from the opposite half-plane to the one containg CA
Ci Contours from the set C, 0 ≤ i < |C|
COSCO Clustering of Symmetric Cross-Sections of Objects
CP Set of contours being pierced by ls
CPU Central processing unit
cq Self-symmetry coverage percentage of the contour Cq (line 16 of Algorithm 2)
Cq Contour from CP, 0 ≤ q < |CP| (line 16 of Algorithm 2)
CR

B Set of contours obtained by reflecting CB over ls
d User parameter for the distance step between two consecutive anchor points
DFS Depth-first search
H Convex hull created from the contours of C (input parameter of DFS)
L Bundle of potential symmetry lines through a considered anchor point
L&E method The Loy and Eklundh method
level Index of the considered level in the multi-branch tree T
lbest Best symmetry line of all ls from all pa ∈ A
LiDAR Light detection and ranging
ListO f Pairs List of symmetric pairs of contours from CA and CB
ListO f Coverages List of coverage percentage values of pairs of contours from CA and CR

B
ls Line in a bundle through a considered pa, 0 ≤ s < 180◦/b
p Point
P Set of points (raster image)
p′ Point (close to p in the weak symmetry definition)
pa Anchor point
px,y Pixel in the x-th column and y-th row of the raster image P
q Loop index for contours in CP
Rc Range of colours
s Loop index for lines in a bundle
S Segmented (and filtered) image
SIFT Scale-invariant feature transform
SSVDAG Symmetry-Aware Sparse Voxel Directed Acyclic Graph
SVDAG Sparse Voxel Directed Acyclic Graph
t User-defined coverage percentage threshold for pairing two contours
T Geometric transformation
T Multi-branch tree of week local symmetries
X, Y Image resolution (numbers of columns and rows)
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