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Abstract

:

The factorization method was introduced by Schrödinger in 1940. Its use in bound-state problems is widely known, including in supersymmetric quantum mechanics; one can create a factorization chain, which simultaneously solves a sequence of auxiliary Hamiltonians that share common eigenvalues with their adjacent Hamiltonians in the chain, except for the lowest eigenvalue. In this work, we generalize the factorization method to continuum energy eigenstates. Here, one does not generically have a factorization chain—instead all energies are solved using a “single-shot factorization”, enabled by writing the superpotential in a form that includes the logarithmic derivative of a confluent hypergeometric function. The single-shot factorization approach is an alternative to the conventional method of “deriving a differential equation and looking up its solution”, but it does require some working knowledge of confluent hypergeometric functions. This can also be viewed as a method for solving the Ricatti equation needed to construct the superpotential.
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1. Introduction


Most single-particle quantum mechanics employs the coordinate representation of the Schrödinger equation and presents the solution for energy eigenvalue problems by using the Frobenius method [1,2,3,4,5] (generalized power series solution of differential equations). This method does not work well with continuum problems, and so few textbooks discuss continuum solutions other than the free particle (in one, two, and three dimensions) and the linear potential in one dimension.



An alternative way to approach energy eigenvalue problems is via the factorization method. This is used in, for example, the textbooks by Green [6] and Ohanian [7]. A somewhat closely related method using factorization, but emphasizing the ladder operators, is used by Binney and Skinner [8]. The factorization method was introduced by Schrödinger in 1940 to generalize the operator method for the simple harmonic oscillator to all other analytically solvable quantum problems [9,10,11]. In his original work, he argued that the method is only valid for bound states and since then, others have concurred with this conclusion [7,12]. Some state instead that continuum problems can be treated, but provide no details [6,13]. The textbook by de Lange and Raab [14] uses a ladder (or shift) operator method (similar to, but different from the factorization method) to relate one continuum solution for the Coulomb problem to other solutions with lower values of the angular momentum quantum number, and shows how to solve some of the free-particle problems. Rau [15] considered one-dimensional free continuum problems within the context of supersymmetric quantum mechanics; his methodology solves for the particle in a box and then takes the limit as the box becomes infinitely wide. Such a method is not easily generalizable to other potentials, although Rau does also discuss angular momentum solutions, which are similar. To the best of our knowledge, the other discussions of the factorization method in the literature, of which we note a small subset, Refs. [16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33] restrict their attention to bound-state problems. Finally, it is also well known that one can employ these factorization methods to show that the reflection and transmission coefficients for adjacent Hamiltonians in the factorization chain are related to each other via the asymptotic behavior of the corresponding superpotentials [13].



We employ the factorization method to obtain a complete solution for all of the continuum problems that are solved with confluent hypergeometric functions: the free particle problem in one, two, and three dimensions; the one-dimensional linear potential; hydrogen; and the one-dimensional (or Cartesian) Morse potential. We find that all of these problems can be solved using the factorization method, but, unlike the bound state problems, which have an underlying factorization chain associated with them, the continuum solutions are solved with a “single-shot factorization” method—no factorization chain is possible for the general case—but the one-dimensional free particle has a special property (equally spaced nodes) that allows for a factorization chain, as we describe below. Single-shot factorization provides an alternative approach to the standard differential equations methodology. However, it does require using some subtle properties of confluent hypergeometric functions that we illustrate as we solve these different problems below.



Note that the origins of single-shot factorization lie in Schrödinger’s original work [9,10,11]. There, when he solves for the particle in a box, he makes the statement that one must choose the wavevector such that it yields the highest possible energy for the ground state. This statement has reappeared in various texts [6,7], but there is no physical principle why this should be employed. Instead, the wavevector should be chosen so that it places nodes of the wavefunction at the boundary of the box (and this condition requires the superpotential to diverge, yielding the same result as the maximal energy condition for the particle in a box). Then, when one moves to a finite square-well potential, the condition changes from having a node at the discontinuity in the square-well, to requiring the superpotential to be continuous [31], which then determines not just the ground state, but all bound states. In this work, we illustrate how such an approach can be generalized to the continuum energy-eigenstate problems that are solved with confluent hypergeometric functions. We note that this same technique, coupled with an appropriate boundary condition, can also be employed to solve bound state problems via factorization, without creating a factorization chain.




2. Heuristic Example of the Method for the Coulomb Problem


In this section, we provide a more heuristic approach to illustrate how the single-shot factorization method works for continuum problems by solving the Coulomb problem for hydrogen. We do not present this work as a general approach, but instead, illustrate the technical manipulations needed to make the calculation work. After completing this derivation, the remainder of this work develops the general approach (which is a bit different from this heuristic approach) and then applies it to a number of different problems (including revisiting this problem).



To start, we note that the hydrogen problem is separable, so we can construct energy eigenstates as tensor products of radial states with angular momentum states, so    |   ψ  k l m    〉 = |   ψ  k l    〉 ⊗ | l m 〉   , with      L →  ^    2    | l m 〉  =  ℏ 2  l  ( l + 1 )   | l m 〉    and     L ^  z   | l m 〉  =  ℏ m | l m 〉   . Then, the radial ket    |   ψ  k l    〉    satisfies


    H ^  l   |   ψ  k l    〉 =       p ^   r 2   2 M   +    ℏ 2  l  ( l + 1 )    2 M   r ^  2    −   e 2   r ^     |   ψ  k l    〉 =   E  k l    |  ψ  k l   〉  .  



(1)







Here    p ^  r   is the radial momentum, given by


    p ^  r  =  1  r ^    (   r →  ^  ·   p →  ^  − i ℏ )  ,  



(2)




M is the reduced mass of hydrogen, and e is the magnitude of the charge of the proton and the electron. In the factorization method approach, we factorize the Hamiltonian into the form


    H ^  l  =   A ^   k l  †    A ^   k l   †   +  E  k l   ,  



(3)




where, for the continuum, the energies   E  k l    are all greater than zero. The index k will be a continuous index, which labels the different continuum energy eigenstates. The ladder operators are represented in terms of a superpotential W via


    A ^   k l   †   =  1   2 M       p ^  r  − i ℏ k  W  k l    ( k  r ^  )   ,  



(4)




where k is a wavenumber, with dimensions of inverse length. Note that the factorization holds for all values of the parameter k, which is one of the hallmarks for how single-shot factorization works.



As a heuristic illustration, we start with a simple ansatz for the superpotential based on the factorization method for the bound states. There, the superpotential includes just a constant term and a term that is inversely proportional to   r ^  . Using such a superpotential only allows one to find bound states with   E < 0  . For the continuum, we add in a term proportional to the logarithmic derivative of the confluent hypergeometric function via


   W  k l    ( k  r ^  )  = −  α  k  r ^    + i β −  1 k     M ′   ( a , b , 2 i k  r ^  )    M ( a , b , 2 i k  r ^  )   ,  



(5)




where  α ,  β , a, and b are constants we need to determine and the prime is a derivative with respect to   r ^  . The confluent hypergeometric function is used here, because it has numerous recurrence relations that are employed to allow it to factorize the hydrogen Hamiltonian with definite angular momentum. Note that we should not conflate the reduced mass M with the confluent hypergeometric function   M ( a , b , z )  .



The first step is to use the derivative relation given by


   d  d r   M  ( a , b , 2 i k r )  = 2 i k  a b  M  ( a + 1 , b + 1 , 2 i k r )  ,  



(6)




from the digital mathematical library of functions (DLMF) DLMF 13.3.5 [34], which then leads to


   W  k l    ( k  r ^  )  = −  α  k  r ^    + i β −   2 i a  b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   .  



(7)







The superpotential is required to be real (otherwise the Hamiltonian will have linear terms in radial momentum, when we form     A ^  †   A ^   ). We use the Kummer transformation (DLMF 13.2.29)


  M  ( a , b , z )  =  e z  M  ( b − a , b , − z )   



(8)




to help establish this reality. If  α ,  β , and b are real, and   Re  ( a )  =   1 2   b  , then we find


     Im   W  k l    ( k r )       = β −  2 b  Re    a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )             = β −  1 b  Re    a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )   +    a *  M  (  a *  + 1 , b + 1 , − 2 i k r )    M (  a *  , b , − 2 i k r )             = β −  1 b  Re    a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )   +    a *  M  ( b − a + 1 , b + 1 , − 2 i k r )    M ( b − a , b , − 2 i k r )             = β −  1 b  Re    a M  ( a + 1 , b + 1 , 2 i k r )  +  a *  M  ( a , b + 1 , 2 i k r )    M ( a , b , 2 i k r )             = β − 1 ,     



(9)




because    a *  = b − a   and because we used the identity (DMLF 13.3.3 with   b → b + 1  )


  ( a − b ) M ( a , b + 1 , 2 i k r ) + b M ( a , b , 2 i k r ) = a M ( a + 1 , b + 1 , 2 i k r ) ,  



(10)




which becomes


  a M  ( a + 1 , b + 1 , 2 i k r )  +  a *  M  ( a , b + 1 , 2 i k r )  = b M  ( a , b , 2 i k r )  ,  



(11)




because    a *  = b − a  . Hence, we must choose   β = 1   to have a real superpotential. It is the Kummer relation, and recurrence relations shown below, that allow the logarithmic derivative of the confluent hypergeometric function to be part of the superpotential for hydrogen.



Our next step is to compute the real part of the superpotential. This uses the Kummer transformation again. It satisfies


        Re   W  k l    ( k r )   = −  α  k r   +  2 b  Im    a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )                       = −  α  k r   −  i b     a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )   −    a *  M  ( b − a + 1 , b + 1 , − 2 i k r )    M ( b − a , b , − 2 i k r )                       = −  α  k r   −  i b     a M  ( a + 1 , b + 1 , 2 i k r )  −  a *  M  ( a , b + 1 , 2 i k r )    M ( a , b , 2 i k r )                       = −  α  k r   −  i b     2 a M ( a + 1 , b + 1 , 2 i k r )   M ( a , b , 2 i k r )   − b  ,     



(12)




after using Equation (11) again. Note that the term within the parenthesis is purely imaginary, so that the final result is a real number.



The next step is to compute     A ^   k l  †    A ^   k l   †    . We find


       A ^   k l  †    A ^   k l   †       =  1  2 M      p ^  r  − i ℏ   α  r ^   − i k +   2 i k a  b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )                      ×    p ^  r  + i ℏ   α  r ^   − i k +   2 i k a  b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )              =    p ^  r 2   2 M   +   i ℏ   2 M      p ^  r  ,  α  r ^   +   2 i k a  b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )             +   ℏ 2   2 M   (   α 2    r ^  2   −   2 i k α   r ^   −  k 2  +   4 i k α a    r ^  b     M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )                         +   4  k 2  a  b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   −   4  k 2   a 2    b 2      M 2   ( a + 1 , b + 1 , 2 i k  r ^  )     M 2   ( a , b , 2 i k  r ^  )    ) .     



(13)







Now there is some significant algebra to simplify this result. It is all straightforward, but tedious. First we compute the commutators. We have


     p ^  r  ,  α  r ^    =   i ℏ    r ^  2   ,  



(14)




and


     p ^  r  ,   M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )    = 2 ℏ k    a + 1   b + 1     M ( a + 2 , b + 2 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   −  a b     M 2   ( a + 1 , b + 1 , 2 i k  r ^  )     M 2   ( a , b , 2 i k  r ^  )     .  



(15)







When we introduce the results for the commutator into Equation (13), we immediately see that the terms involving the squares of the confluent hypergeometric functions in the numerator and the denominator exactly cancel. Such a cancellation always occurs when the superpotential is written as the logarithmic derivative of function (for one value of the sign). The remaining terms become


       A ^   k l  †    A ^   k l   †       =    p ^  r 2   2 M   +    ℏ 2  α  ( α − 1 )    2 M   r ^  2    −   i  ℏ 2  k α   M  r ^    −    ℏ 2   k 2    2 M   −   2  ℏ 2   k 2   M    a ( a + 1 )   b ( b + 1 )     M ( a + 2 , b + 2 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )            +   2 i  ℏ 2  k α   M  r ^     a b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   +   2  ℏ 2   k 2   M   a b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   .     



(16)







Our goal now is to use recurrence relations of the confluent hypergeometric function to change all of the numerators into the function in the denominator, which allows us to get rid of all of the confluent hypergeometric functions from the expression. This takes a number of steps to achieve. First, we use Equation (10), with   a → a + 1   and   b → b + 1   to remove the term with indices   a + 2   and   b + 2  . This yields


       A ^   k l  †    A ^   k l   †       =    p ^  r 2   2 M   +    ℏ 2  α  ( α − 1 )    2 M   r ^  2    −   i  ℏ 2  k α   M  r ^    −    ℏ 2   k 2    2 M   −   2  ℏ 2   k 2   M     | a |  2   b ( b + 1 )     M ( a + 1 , b + 2 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )            +   2 i  ℏ 2  k α   M  r ^     a b    M ( a + 1 , b + 1 , 2 i k  r ^  )   M ( a , b , 2 i k  r ^  )   ,     



(17)




because the last term in the previous equation cancels after using the identity.



Now, we need a new identity, which is (DLMF 13.3.4 with   a → a + 1   and   b → b + 1  )


    b + 1   2 i k r   M  ( a + 1 , b + 1 , 2 i k r )  −   b + 1   2 i k r   M  ( a , b + 1 , 2 i k r )  = M  ( a + 1 , b + 2 , 2 i k r )  ,  



(18)




and we use it to remove the   M ( a + 1 , b + 2 , 2 i k  r ^  )   term. This gives us


       A ^   k l  †    A ^   k l   †       =    p ^  r 2   2 M   +    ℏ 2  α  ( α − 1 )    2 M   r ^  2    −   i  ℏ 2  k α   M  r ^    −    ℏ 2   k 2    2 M            +   i  ℏ 2  k   M  r ^     a b     a *  M  ( a , b + 1 , 2 i k  r ^  )  +  ( 2 α −  a *  )  M  ( a + 1 , b + 1 , 2 i k  r ^  )    M ( a , b , 2 i k  r ^  )   .     



(19)







We have reached our final step, where we use the identity in Equation (10) again. Here, we note that    ( a − b )  = −  a *   , and if we choose   2 α = b  , then   2 α −  a *  = a  , and the numerator becomes   b M ( a , b , 2 i k  r ^  )  , so all confluent hypergeometric function terms cancel and we are left with


    A ^   k l  †    A ^   k l   †   =    p ^  r 2   2 M   +    ℏ 2  α  ( α − 1 )    2 M   r ^  2    −   i  ℏ 2  k  ( α − a )    M  r ^    −    ℏ 2   k 2    2 M   .  



(20)







We must then choose   α = l + 1  ,   a = l + 1 +   i  k   a ˜  0      , and   b = 2 l + 2  ; here,     a ˜  0  =    ℏ 2   M  e 2       is the reduced Bohr radius). The factorization becomes


    A ^   k l  †    A ^   k l   †   =    p ^  r 2   2 M   +    ℏ 2  l  ( l + 1 )    2 M   r ^  2    −   e 2   r ^   −    ℏ 2   k 2    2 M   ,  



(21)




or


    H ^  l  =   A ^   k l  †    A ^   k l   †   +  E k  ,    with     E k  =    ℏ 2   k 2    2 M   .  



(22)







One can see that this factorization holds for all k, so we find the subsidiary condition, given by     A ^   k l    |  ψ  k l   〉  = 0  , determines the continuum energy eigenstate for hydrogen, with energy   E k  . The lowering operator is given by


    A ^   k l   †   =  1   2 M       p ^  r  + i ℏ    l + 1   r ^   − i k +  i k −  1   ( l + 1 )   a 0       M  l + 2 +   i  k  a 0     , 2 l + 3 , 2 i k  r ^     M  l + 1 +   i  k  a 0     , 2 l + 2 , 2 i k  r ^       .  



(23)







The wavefunction is found from the subsidiary condition, by multiplying from the left with the   〈 r |   bra, which is an eigenstate of   r ^   with eigenvalue r. We find the wavefunction    ψ  k l    ( r )  =  〈 r |  ψ  k l   〉    satisfies the following differential equation:


   1 r   d  d r    r  ψ  k l    ( r )   =   l + 1  r  − i k +  d  d r   ln M  l + 1 +   i  k  a 0     , 2 l + 2 , 2 i k r  ,  



(24)




because the radial momentum operator is represented by   − i ℏ    d  d r    +   1 r      in the position representation. Solving for the (unnormalized) wavefunction yields


   ψ  k l    ( r )  =  r l   e  i k r   M  l + 1 +   i  k  a 0     , 2 l + 2 , 2 i k r  .  



(25)







The requirement for the wavefunction to be a valid energy eigenstate is that the wavefunction is bounded everywhere, which this wavefunction satisfies. Note that the scattering wavefunction satisfies different boundary conditions and actually diverges at the origin. Here, we solved for the energy eigenstate, which has a wavefunction that is finite everywhere.



There are two more points to discuss about this calculation. First, when we chose the values for  α , a, and b, we chose one of the two possible solutions. The other choice was   α = − l  ,   a = − l +   i  k  a 0      , and   b = − 2 l  . However, if we chose those values, then the wavefunction would have behaved such as   r  − l − 1    as   r → 0   which goes to infinity and is not an acceptable solution. Second, the wavefunction needs to be normalized via a delta function normalization. This can be performed in many different ways (energy normalized, momentum normalized, etc.) and is discussed thoroughly in textbooks, so we do not discuss it further here.



In this section, we provided a heuristic approach to how one uses single-shot factorization to solve for the hydrogen problem. In this case, we used a logarithmic derivative of the confluent hypergeometric function plus simple functions (constants plus powers) for the superpotential, and then forced it to work. In the remainder of this paper, we describe the general way to approach this problem, which separates the conditions of showing one has an eigestate, versus requiring reality of the superpotential and boundedness of the wavefunction, and then employ that method to solve all of the Hamiltonians that have confluent hypergeometric functions as the solutions of their continuum energy eigenstates.




3. Development of the General Form of the Superpotential


We consider a particle of mass M (which can be a reduced mass) moving in a potential given by   V ( q )  , where we use the general symbol q for the position coordinate (which is x in one dimensions   ρ =    x 2  +  y 2      in two dimensions, and   r =    x 2  +  y 2  +  z 2      in three dimensions). When we work with circular (or spherical) symmetric problems in two (and three) dimensions, the effective potential includes the original potential plus the centripetal potential. The problems in higher dimensions are separable, so we write the state as    |   ψ ρ   〉 ⊗ | m 〉    in two dimensions and    |   ψ r   〉 ⊗ | l m 〉    in three dimensions. Here     L ^  z   | m 〉  =  ℏ m | m 〉   , while      L →  ^    2    | l m 〉  =  ℏ 2  l  ( l + 1 )   | l m 〉    and     L ^  z   | l m 〉  =  ℏ m | l m 〉   . When the Hamiltonian acts on this state, it can be represented in terms of a constant angular momentum Hamiltonian, which we denote as    H ^  m   in two dimensions and    H ^  l   in three dimensions. Finally, the kinetic energy has now been divided into the radial motion (determined by the corresponding radial momentum    p ^  q   in higher dimensions) and the angular contribution, which is absorbed into the effective potential. The effective potential then takes the following form:


   V eff   (  x ^  )  =      V (  x ^  ) ,      for  Cartesian  coordinates       V  (  ρ ^  )  +    ℏ 2    m 2  −   1 4      2 M    ρ ^   2    ,      for  plane  polar  coordinates       V  (  r ^  )  +    ℏ 2  l  ( l + 1 )    2 M    r ^   2    ,      for  spherical  coordinates ,       



(26)




with the Hamiltonian given by


   H ^  =    p ^  q 2   2 M   +  V eff   (  q ^  )  .  



(27)







We wish to factorize the Hamiltonian according to


   H ^  =    A ^   k †     A ^   k  +  E k  ,  



(28)




where   E k   is the energy eigenvalue in our construction, and the lowering operator is given by


    A ^  k  =  1   2 M        p ^   q  − i ℏ k  W k   ( k  q ^  )   .  



(29)







Here,   W k   is known as the superpotential [13]. The quantity k is a wavenumber introduced so that the argument of the superpotential and the superpotential itself are dimensionless. Equation (28), and the Schrödinger eigenvalue equation,


   H ^   |   ψ k   〉 =   E k   |  ψ k  〉  ,  



(30)




together imply the subsidiary condition associated with     A ^   k  ,


     A ^   k   |  ψ k  〉  = 0 ,  



(31)




as the defining relation for the energy eigenstate with energy   E k  . This follows simply because the factorized form of the Hamiltonian is a positive semidefinite form, minimized by the state that satisfies the subsidiary condition. This subsidiary condition in turn determines the system state vectors,    |   ψ k   〉   , and leads to


   W k   ( k q )  = −  d  d z    ln  ψ k   ( q )   ,  



(32)




where we have taken   z = k q + α  , with  α  a constant. Here,


   ψ k   ( q )  =       ψ k   ( x )       for  Cartesian  coordinates ,        ρ   ψ  k ρ    ( ρ )       for  plane  polar  coordinates        r  ψ  k r    ( r )       for  spherical  coordinates ,       



(33)




where    ψ k   ( x )  ,  ψ  k ρ    ( ρ )   , and    ψ  k r    ( r )    are the wavefunctions for Cartesian coordinates, and (the radial wavefunctions) for plane polar and spherical coordinates, respectively.



In the absence of an electromagnetic vector potential, the Hamiltonian or Hamiltonian with definite angular momentum, must have no linear terms in momentum, which requires that the superpotential be real. We will make this requirement for all the work in this paper.



Since many of the solutions of the Schrödinger equation can be expressed in terms of products of confluent hypergeometric functions with other simple functions [35,36,37], we choose


   W k   ( k q )  = −  d  d z    { ln  f ( z ) F ( a , b , ζ )  }  ,  z = k q + α ,  ζ = ζ  ( z )  ,  



(34)




where: f is a function of z to be determined; F is one of the confluent hypergeometric functions,   M , U   [34,38], or    ζ  b − 1    M ˜   , where we define   M ˜   below;   a , b   and  α  are parameters to be determined;  ζ  is also a function of z to be determined. (We references [34,38] as DLMF and AS, respectively).



Solving the confluent hypergeometric equation involves a number of subtleties, which are discussed in detail in Ref. [39]. The issue is that most differential equations that are solved by special functions, have the special functions defined to be the different linearly independent solutions. However, for hypergeometric functions (and confluent hypergeometric functions) they are first defined in terms of a power series, or related formulas, which leads to a curious result, that for some values of the parameters that enter the differential equation, the different confluent hypergeometric functions become proportional to each other. Hence, a general approach to solving the confluent differential equation requires a methodology that takes this possible occurrence into account. In other words, there is no simple way to identify the two linearly independent solutions for all a and b. Instead one has to use a more complex procedure when solving the differential equation. Hence, to solve the confluent hypergeometric equation,


  ζ    d 2  w   d  ζ 2    +  ( b − ζ )    d w   d ζ   − a w = 0 ,  



(35)




one should consider not only   M ( a , b , ζ )   and   U ( a , b , ζ )   as potential solutions, but also


   M ˜   ( a , b , ζ )  ≡  ζ  1 − b    M  ( 1 + a − b , 2 − b , ζ )  .  



(36)







The motivation for this definition of    M ˜   ( a , b , ζ )    is that it is a very convenient and useful shorthand. The significance of the Kummer function,   M ( a , b , ζ )  , and the function    M ˜   ( a , b , ζ )    is that they are, respectively, the first and second generalized or Frobenius power series solutions [1,2,3,4,5] of the confluent hypergeometric equation.



We next use one of the standard identities for    F ′  ≡ d F / d ζ   (13.3.20 and 13.3.27 with   n = 1   of DLMF, or 13.4.12 and 13.4.25 of AS),


   F ′   ( a , b , ζ )  = F  ( a , b , ζ )  − β F  ( a , b + 1 , ζ )  ,  



(37)




(with  β  defined below) and obtain


   W k   ( k q )  = g  ( z )  + β   d ζ   d z     F ( a , b + 1 , ζ )   F ( a , b , ζ )   ,  



(38)




where


  g  ( z )  = −  d  d z   ln  [  e ζ  f  ( z )  ]   



(39)




and


  β =        b − a  b  ,     when  we  are  using  M ( a , b , ζ )       1 ,     when  we  are  using  U ( a , b , ζ )          1 − a   2 − b    ,     when  we  are  using   ζ  b − 1    M ˜   ( a , b , ζ )  ≡ M  ( 1 + a − b , 2 − b , ζ )   .       



(40)







The exponential term in   g ( z )   arises from the   F ( a , b , ζ )   piece of Equation (37), which is then combined with the f term.



As a consequence of the requirement that    W k   ( k q )    is real, we can now write


    A ^  k  =  1   2 M        p ^   q  − i ℏ k  g  (  z ^  )  + β   d  ζ ^    d  z ^      F ( a , b + 1 , ζ )   F ( a , b , ζ )      



(41)




and


     A ^   k †  =  1   2 M        p ^   q  + i ℏ k  g  (  z ^  )  + β   d  ζ ^    d  z ^      F ( a , b + 1 , ζ )   F ( a , b , ζ )     .  



(42)







Note that this may not look like we took the Hermitian conjugate properly, but we did, because we are requiring the superpotential to be real-valued (and we will use this requirement to reject unacceptable solutions). We already saw this issue in the hydrogen example in the previous section, where we used the Kummer transformation to verify the reality of the superpotential.




4. Details of the Superpotential


We now use Equations (41) and (42) to calculate


        A ^   k †     A ^   k      =  1  2 M       p ^   q 2  +  ℏ 2   k 2  [  g 2   (  z ^  )  + 2 β g  (  z ^  )    d  ζ ^    d  z ^      F ( a , b + 1 , ζ )   F ( a , b , ζ )   +            +  β 2      d  ζ ^    d  z ^     2     F 2   ( a , b + 1 , ζ )     F 2   ( a , b , ζ )    ] − i ℏ k     p ^   q  , g  (  z ^  )  + β   d  ζ ^    d  z ^      F ( a , b + 1 , ζ )   F ( a , b , ζ )     .     



(43)







After evaluating the commutator, and using the identity of Equation (37) and (see 13.3.18 and 13.3.25 of DLMF, or 13.4.13 and 13.4.24 of AS with   b → b + 1  . Note also that here,  γ  is not Euler’s constant),


  ζ  F ′   ( a , b + 1 , ζ )  = − γ F  ( a , b + 1 , ζ )  + δ F  ( a , b , ζ )  ,  



(44)




where


  γ =      b ,     for  F ( a , b , ζ ) = M ( a , b , ζ )       b ,     for  F ( a , b , ζ ) = U ( a , b , ζ )       2 − b ,     for  F  ( a , b , ζ )  =  ζ  b − 1     M ˜   ( a , b , ζ )  ≡ M  ( 1 + a − b , 2 − b , ζ )   ,       



(45)




and


  δ =      b ,     for  F ( a , b , ζ ) = M ( a , b , ζ )       b − a ,     for  F ( a , b , ζ ) = U ( a , b , ζ )       2 − b ,     for  F  ( a , b , ζ )  =  ζ  b − 1     M ˜   ( a , b , ζ )  ≡ M  ( 1 + a − b , 2 − b , ζ )   ,       



(46)




we obtain


        A ^   k †     A ^   k      =  1  2 M   {    p ^   q 2  +  ℏ 2   k 2    g 2   (  z ^  )  −   d g (  z ^  )   d  z ^    −   β δ    ζ ^        d  ζ ^    d  z ^     2            + β  ℏ 2   k 2   2 g  (  z ^  )    d  ζ ^    d  z ^    +  1 +  γ  ζ ^        d  ζ ^    d  z ^     2  −    d 2   ζ ^    d    z ^   2       F ( a , b + 1 , ζ )   F ( a , b , ζ )   } .     



(47)







Note that the terms involving the squares of the confluent hypergeometric functions have cancelled, as we alluded to in the previous section.



We have reached the point at which we must figure out how to determine   a , b , ζ  , and g. The key point is that we need


     A ^   k †     A ^   k  =      p ^   q 2    2 M   +  V eff   (  q ^  )  −  E k  ,  



(48)




in order to have factorized the Hamiltonian. This requires that


           ℏ 2   k 2    2 M     g 2   ( z )  −   d g ( z )   d z   −   β δ  ζ      d ζ   d z    2   +          + β    ℏ 2   k 2    2 M    2 g  ( z )    d ζ   d z   +  1 +  γ ζ       d ζ   d z    2  −    d 2  ζ   d  z 2       F ( a , b + 1 , ζ )   F ( a , b , ζ )   =   V eff   ( q )  −  E k  .     



(49)







The simplest, but obviously not most general, way to satisfy this requirement is to equate the first line of the left-hand side to the right-hand side and equate the second line of the left-hand side to zero, which separately sets


   g 2   ( z )  −   d g ( z )   d z   −   β δ  ζ      d ζ   d z    2  =   2 M    ℏ 2   k 2      V eff   ( q )  −  E k    



(50)




and


  g  ( z )  = −  1 2   1 +  γ ζ     d ζ   d z   +  1 2     d 2  ζ / d  z 2    d ζ / d z   .  



(51)







(The question of whether other options are possible remains an open question that we will not consider further in this work.) We substitute this equation for   g ( z )   into Equation (50) to obtain


        d ζ   d z    2      1 +   2 ( γ − 2 β δ )  ζ  +   γ ( γ − 2 )   ζ 2    + 3      d 2  ζ / d  z 2    d ζ / d z    2  − 2    d 3  ζ / d  z 3    d ζ / d z          =   8 M    ℏ 2   k 2      V eff   ( q )  −  E k    .     



(52)







We note from Equations (40), (45), and (46) that   γ − 2 β δ = 2 a − b   and   γ ( γ − 2 ) = b ( b − 2 )  . Thus, the last equation reduces to


      d ζ   d z    2   1 +   2 ( 2 a − b )  ζ  +   b ( b − 2 )   ζ 2    + 3      d 2  ζ / d  z 2    d ζ / d z    2  − 2    d 3  ζ / d  z 3    d ζ / d z   =   8 M    ℏ 2   k 2      V eff   ( q )  −  E k    .  



(53)







Note that this is a complex nonlinear high-order differential equation. However, we will find for all solutions we consider, the function   ζ ( z )   is either a linear function, a power law, or an exponential. In all three of these cases, the nonlinear differential equation greatly simplifies, and this allows for a direct solution of this problem. From Equation (51), we see that


  g  ( z )  = −  d  d z   ln     e  ζ / 2    ζ  γ / 2      d ζ / d z   1 / 2      .  



(54)







It follows from Equations (39) and (54) that


  f  ( z )  = C    e  − ζ / 2    ζ  γ / 2      d ζ / d z   1 / 2     ,  



(55)




where  C  is a constant. Note that the differential equation in Equation (53) closely resembles the results of Natanzon for bound-state solutions of potentials whose solution has wavefunctions represented in terms of hypergeometric [40] or confluent hypergeometric [35] functions. While the derivation given here is quite different from the approach of Natanzon (and Natanzon only considers bound-state solutions), that the final result is similar should not come as a surprise.



Note carefully that in Equations (40), (45), and (46), the third instance is not for   F  ( a , b , ζ )  =  M ˜   ( a , b , ζ )   , but is for   F  ( a , b , ζ )  =  ζ  b − 1     M ˜   ( a , b , ζ )  ≡ M  ( 1 + a − b , 2 − b , ζ )   . Thus, Equations (45) and (55) allow us to make one last simplification. We see, on the one hand, that when   F = M   or U,


  f  ( z )  F  ( a , b , ζ )  = C    e  − ζ / 2    ζ  b / 2      d ζ / d z   1 / 2    F  ( a , b , ζ )   .  



(56)







On the other hand,


  f  ( z )   ζ  b − 1    M ˜   ( a , b , ζ )  = C    e  − ζ / 2    ζ  1 − b / 2      d ζ / d z   1 / 2     ζ  b − 1    M ˜   ( a , b , ζ )  = C    e  − ζ / 2    ζ  b / 2      d ζ / d z   1 / 2     M ˜   ( a , b , ζ )   .  



(57)







Consequently,


  f ( z ) F ( a , b , ζ ) = h ( z )  F ( a , b , ζ )  ,  



(58)




where


  h  ( z )  = C    e  − ζ / 2    ζ  b / 2      d ζ / d z   1 / 2     



(59)




and  F  is   M ,  U  , or   M ˜  . It follows that


   W k   ( k q )  = −  d  d z    { ln  h ( z ) F ( a , b , ζ )  }  ,  z = k q + α ,  ζ = ζ  ( z )   ,  F = M ,  U ,  or   M ˜  ,  



(60)




and


   ψ k   ( q )  ∝ h  ( z )   F  ( a , b , ζ )   ,  z = k q + α ,  ζ = ζ  ( z )  ,  F = M ,  U ,  or   M ˜  .  



(61)







Equations (53) and (54) together offer the simplest, though not most general, method of satisfying Equation (49). Once we have determined   a , b , h ( z )  , and   ζ ( z )  , using Equations (49), (54), (55), and (58), or Equations (53) and (59), the remaining task is to determine which of the confluent hypergeometric functions,   M ( a , b , ζ ) , U ( a , b , ζ )  , or    M ˜   ( a , b , ζ )   , to use. As we have noted, this is determined by the behavior of the confluent hypergeometric functionsat the boundaries of the domain we are solving the Schrödinger equation on and the conditions of the wavefunction that it is finite everywhere, real, and, in some cases, vanishes at the boundary; for problems in one dimension, there is no requirement to vanish at the boundary, but for problems in two or three dimensions, using polar or spherical polar coordinates, the wavefunction vanishes as we approach the origin in a specific fashion depending on the angular momentum quantum numbers (according to the standard analysis).



What we have performed up to this point is valid for any potential   V ( q )   that requires   M ( a , b , ζ ) , U ( a , b , ζ )  , or    M ˜   ( a , b , ζ )   . Our results are summarized by Equations (26), (27), (33), (34), (36), (49), (53)–(55) and (58)–(61). These results apply to problems employing Cartesian, plane polar and spherical polar coordinates, provided    V eff   ( q )    is interpreted according to Equation (26). Thus, we now have a procedure for dealing with at least the simpler (i.e., those compatible with Equations (53) and (54)) continuum-state problems that can be solved with confluent hypergeometric functions. In the remainder of this work, we show how to solve five different problems using this methodology.



However, before that, we have a few comments to make. Note how the potential is determined by the function   ζ ( z )  , and the wavefunction (through the superpotential) is determined by the confluent hypergeometric function. This has thereby separated the solution of these problems into two steps: (i) first, we determine the function   ζ ( z )  , which determines the potential and sets the allowed values for a number of constants appearing in the solution, and (ii) then we determine the confluent hypergeometric function by requiring that the wavefunction satisfies the appropriate properties (bounded everywhere and real). This separation into two stages is very similar to the Nikiforov–Uvarov (NU) method of solving hypergeometric equations [41]. The NU method is often used for finding bound states, but we are not aware of any application to continuum states. The approach we give here is similar in spirit, but the details are quite different. However, it would be easy to believe that they might be related in some way. Finally, we will find that, in many cases, there is more than one way to solve the problems that lead to the same final wavefunctions. In these situations, we find that the ladder operators end up being the same, even though the pathway toward finding them is different for the different approaches. This occurs because different confluent hypergeometric functions are proportional to each other for special values of their parameters. We discuss how this works in a case-by-case basis below for the different example solutions.




5. Free Particle in One Cartesian Dimension


For the free particle in one dimension, the simplest choice for  ζ  is   ζ = c z  , where   z = k x + α  , and c and  α  are constants to be determined. Equation (53) then reduces to


   (  c 2  + 4 )  +   2 ( 2 a − b ) c  z  +   b ( b − 2 )   z 2   = 0 ,  



(62)




with   E k   given by


   E k  =    ℏ 2   k 2    2 m    .  



(63)







Since this result must hold for all values of z, we find that


  c = ± 2 i ,  b = 2 a ,  b = 0  or  2  .  



(64)







We note that for   a = b = 0 , M ( a , b , ζ )   does not exist, and for   a = 1 , b = 2 ,  M ˜   ( a , b , ζ )    does not exist. Consequently,


     c = ± 2 i ,      a = 0 ,  b = 0  ,  allows  for   M ˜   and  U  ,     



(65)






     c = ± 2 i ,      a = 1 ,  b = 2  ,  allows  for  M  and  U  .     



(66)







Thus, we have the possibilities as shown in Table 1 below. The “Comments” are the results of the following analysis. The choices for the confluent hypergeometric functions to use in all of the systems we consider are nuanced and covered in full elsewhere [39].



For   ζ = ± 2 i z  , Equation (59) gives


  h  ( z )  = C    e  ∓ i z     ( ± 2 i z )   b / 2      ± 2 i     .  



(67)







Thus, the superpotential is given by


   W k   ( k x )  = −  d  d z    ln   e  ∓ i z    z  γ / 2   F  ( a , 2 a , ± 2 i z )    , z = k x + α  .  



(68)







For case # 1, since according to Equation (36),


    ( ± 2 i z )   − 1     M ˜   ( 0 , 0 , ± 2 i z )  = M  ( 1 , 2 , ± 2 i z )   ,  



(69)




we have


   W k   ( k x )  = −  d  d z    ln   e  ∓ i z   z  M  ( 1 , 2 , ± 2 i z )    , z = k x + α .  



(70)







However (See 13.6.2 of DLMF and 13.6.13 of AS.),


  sin  ( z )  =  e  ∓ i z   z  M  ( 1 , 2 , ± 2 i z )  .  



(71)







(The ∓ and ± are allowed because   a , b  , and z are real.) Consequently,


   W k   ( k x )  = − cot  ( z )   ,  ψ k   ( x )  ∝ sin  ( z )   , z = k x + α  .  



(72)







Since the Hamiltonian commutes with the parity operator, we can find simultaneous eigenstates of the Hamiltonian and parity operators, that is, even and odd solutions. So, for   α = π / 2   and   α = 0  , we obtain


   ψ  k e    ( x )  =  N  k e   cos  ( k x )  ,   ψ  k o    ( x )  =  N  k o   sin  ( k x )  ,  



(73)




where e and o stand for “even” and “odd”, respectively, and where   N  k e    and   N  k o    are the respective normalization constants. As we have noted, the superpotential must be real and, from Equation (72), we see that this requirement is indeed satisfied for the valid solutions.



We see that in Equations (63) and (73) we have a complete solution for the problem, with just a single factorization. No ladder of auxiliary Hamiltonians is needed. Note further that it is the requirement of reality of the superpotential and verifying the finiteness of the wavefunction that determines the final result that can be used as solutions.



For case # 2,


   ψ k   ( x )  ∝  e  ∓ i z    U  ( 0 , 0 , ± 2 i z )   .  



(74)







According to 13.2.40 of DLMF and 13.1.29 of AS,


  U  ( a , b , ζ )  =  ζ  1 − b   U  ( a − b + 1 , 2 − b , ζ )   ,  



(75)




so that


  U ( 0 , 0 , ζ ) = ζ  U ( 1 , 2 , ζ )  ,  



(76)




and since (See 13.6.4 of DLMF.)


  U  ( a , a + 1 , ζ )  =  ζ  − a    ,  



(77)




it follows that


  U ( 0 , 0 , ζ ) = 1  .  



(78)







Consequently,


   ψ k   ( x )  ∝  e  ∓ i z     



(79)




which implies an imaginary superpotential, which is not consistent. Thus, no acceptable solution results.



For case # 3 and case # 4, the wavefunctions are


   ψ k   ( x )  ∝  e  ∓ i z   z  M  ( 1 , 2 , ± 2 i z )  , z = k x + α .  



(80)




and


   ψ k   ( x )  ∝  e  ∓ i z    z  U  ( 1 , 2 , ± 2 i z )  , z = k x + α .  



(81)







These are the same as for case # 1 and case # 2, respectively. Thus, the results shown in Table 1 follow. Note that the two valid solutions have identical superpotentials, just as we had claimed they would.



For the one-dimensional free particle problem, we actually can generate a factorization chain. With Equation (72) in mind, we take


     A ^    k j   =  1   2 M      [     p ^   x  + i ℏ  k j  cot  (  z ^  )   ]  ,  z = k x + α  ,  j = 0 , 1 , 2 , …  .  



(82)







The subscript j is necessary to show us which link on the chain we are considering; our previous work in this section has been for   j = 0  . We readily find that in general,


    H ^  j  =      p ^   x 2    2 M   + j  ( j + 1 )   E  k 0    csc 2   (  z ^  )   ,  



(83)






   k j  =  ( j + 1 )   k ,  



(84)




and


   E  k j   =    ℏ 2    [  ( j + 1 )  k ]  2    2 M    .  



(85)







The subsidiary condition,


     A ^    k j     |  ϕ  k j   〉  = 0  ,  



(86)




and Equations (82) and (84) give


    d  d x   −  ( j + 1 )  k cot z   ϕ  k j    ( x )  = 0  ,  



(87)




which has the solution


   ϕ  k j    ( x )  =  N  k j    ′     sin  j + 1    ( z )   .  



(88)







The statevectors for the   j t h   excited state of    H ^  0   are given by


   |   ψ  j k    〉 =     A ^    k , 0  †  …    A ^    k , j − 1  †    |  ϕ  k j   〉   ,  for  j ≥ 1  .  



(89)







We readily obtain


   ψ  k j    ( x )  =  N  k j    sin  [  ( j + 1 )  z ]   ,  for  j = 1 , 2 , …   



(90)




after some significant algebra to evaluate all of the derivative terms.



Then,


   ψ  k j e    ( x )  =  N  k j e    cos  [  ( j + 1 )  k x ]  ,   ψ  k j o    ( x )  =  N  k j o    sin  [  ( j + 1 )  k x ]   



(91)




are the wavefunctions for the jth excited state of    H ^  ≡   H ^  0   . On the one hand, there is little difficulty in obtaining these results. On the other hand, the effort does not obtain us anything new or result in any additional insight. What is interesting is that Schrödinger already derived these results when solving the particle in a box [9], but did not equate the solution as a means for generating continuum solutions. Instead, he stated that continuum solutions were not possible with the factorization method.



We note that all of the auxiliary Hamiltonians (  j ≥ 1  ) contain trigonometric Pöschl-Teller potentials, albeit repulsive ones [42]. Moreover, they all have singularities at z equal to integral multiples of  π . That is, the auxiliary Hamiltonians all have singularities at the same periodic values of z. Nevertheless, there is a continuum of solutions for each auxiliary Hamiltonian because the wave functions vanish at the singularities. This is indeed critical for the existence of the factorization chain in the continuum. It requires the nodes to be equally spaced, so that the nodes for one j are all included in the nodes for all higher j. This property only holds for this Hamiltonian. Note further that the factorization chain does not include all continuum energy eigenvalues. Rather, there are an infinite continuum of independent factorization chains, required to obtain all of the solutions. In this sense, the existence of the factorization chain is not particularly helpful for these continuum problems, but it is an interesting curiosity that they do exist. They do not exist for the other solutions we consider in this work.




6. Free Particle in Two Dimensions


For the free particle in two-dimensions, we use plane polar coordinates and factor the effective radial Hamiltonian. Again, the simplest choice for  ζ  is   ζ = c z  . Moreover, because of the form of    V eff   (  ρ ^  )   , we also take   z = k ρ  . Equation (53) then reduces to


   (  c 2  + 4 )  +   2 ( 2 a − b ) c  z  +   b  ( b − 2 )  −  ( 4  m 2  − 1 )    z 2   = 0 ,  



(92)




where we have again used Equation (63). We see that we must take


  c = ± 2 i , b = 2 a , b = 1 ± 2 | m |  .  



(93)







Moreover, we note that for   b = 1 − 2 | m |  , we should use   M ˜   and U, and for   b = 1 + 2 | m |  , we should use M and U. Consequently


    c    = ± 2 i , a =   1 2   −  | m | , b  = 1 −  2 | m |  ,  allows  for    M ˜   and  U  ,     



(94)






    c    = ± 2 i , a =   1 2   +  | m | , b  = 1 +  2 | m |  ,  allows  for  M  and  U  .      



(95)







We now have to examine all of these possible cases for the superpotential and for the wavefunction. These possibilities as summarized in Table 2. The * after   M ˜   is to remind us that for   m = 0 ,  b = 1  , we have    M ˜  = M  , so that we can simply use   M ˜   for item #1. The comments are again the result of the following analysis.



From Equation (59), with   ζ  ( z )  =   ( ± )  ζ   2 i z   and   b = 1   ( ± )  b  2  | m |   , we have


  h  ( z )  = C   [   ( ± )  ζ   2 i ]     ( ± )  b    | m |      e  −   ( ± )  ζ   i z     z  1 / 2   ( ± )  b    | m |     .  



(96)







Here we use a subscript to denote which ± sign we are working with. It follows that


   W k   ( k ρ )  = −  d  d z    ln   e  −   ( ± )  ζ   i z     z  1 / 2   ( ± )  b    | m |      F (    1 2     ( ± )  b     | m | , 1  ( ± )   b     2 | m | ,  ( ± )   ζ   2 i z )     ,  



(97)




and


   ρ   ψ  k , ρ ,   ( ± )  b    | m |     ( ρ )  ∝  e  −   ( ± )  ζ   i z     z  1 / 2   ( ± )  b    | m |      F (    1 2      ( ± )  b     | m | , 1   ( ± )   b     2 | m | ,  ( ± )   ζ   2 i z )  .   



(98)







For case # 1, we use Equations (36) and (98) to write


   ψ  k , ρ , − | m |    ( ρ )  ∝  e  ∓ i z    z  | m |     M (    1 2    + | m | , 1 + 2 | m | , ± 2 i z )  ,  z  = k ρ  .  



(99)







But (See 13.6.9 of DLMF and 13.6.1 of AS.),


   J  | m |    ( z )  =  1  Γ ( | m | + 1 )    e  ∓ i z      z 2    | m |    M ( | m |  +   1 2    , 2 | m | + 1 , ± 2 i z ) ,   



(100)




where J denotes the Bessel function. (The ∓ and ± are consistent because   a , b  , and z are real). Consequently, since


   J  − m    ( z )  =   ( − 1 )  m   J m   ( z )  ,  



(101)







(See 10.4.1 of DLMF and 9.1.5 of AS.) for   m ≥ 0  , we can take


   ψ  k , ρ , − | m |    ( ρ )  ∝  J  − | m |    ( k ρ )   



(102)




and


   Ψ  k , − | m |    (  ρ , ϕ  )  =  N  k , − | m |    J  − | m |    ( k ρ )   e  − i | m | ϕ   ,   E k  =    ℏ 2   k 2    2 M    ,  



(103)




where   N  k , − | m |    is the normalization constant. Obviously the corresponding superpotential is real. Thus, this case gives the usual solution for   m ≤ 0  .



For case # 3, Equation (98) allows us to write


   ψ  k , ρ , | m |    ( ρ )  ∝  e  ∓ i z    z  | m |     M (    1 2    + | m | , 1 + 2 | m | , ± 2 i z )  ,  z  = k ρ  ,  



(104)




so that


   ψ  k , ρ , | m |    ( ρ )  ∝  J  | m |    ( k ρ )   



(105)




and


   Ψ  k , | m |    (  ρ , ϕ  )  =  N  k , | m |    J  | m |    ( k ρ )   e  i | m | ϕ   ,   E k  =    ℏ 2   k 2    2 M    ,  



(106)




where   N  k , | m |    is the normalization constant. Obviously the corresponding superpotential is also real. Thus, this case gives the usual solution for   m ≥ 0  .



For case # 2 and case # 4,


   ψ  k , ρ , ∓ | m |    ( ρ )  ∝  e  ∓ i z    z  ∓ | m |    U (    1 2    ∓ | m | , 1 ∓ 2 | m | , ± 2 i z )  .   



(107)







According to 13.2.19 of DLMF and 13.5.9 of AS,


     U ( a , 1 , ζ ) =     −  1  Γ ( a )     ln ζ + Ψ ( a ) + 2 γ   + 0  ( ζ ln ζ )   ,  as  ζ → 0 ,     



(108)




where  Ψ (x) =  Γ ’(x)/ Γ (x), and  γ  is Euler’s constant.



Thus,    ψ  k , ρ , 0    ( ρ )    diverges as   ρ → 0  . According to 13.2.22 of DLMF and 13.5.12 of AS,


  U  ( a , b , ζ )  =   Γ ( 1 − b )   Γ ( 1 + a − b )   + 0  ( ζ )   ,  as  ζ → 0  ,  for  Re  ( b )  ≤ 0 , b ≠ 0  .  



(109)







Thus,    ψ  k , ρ , − | m |    ( ρ )    with   m > 0   diverges as   ρ → 0  . According to 13.2.16 of DLMF (and in disagreement with 13.5.6 of AS),


  U  ( a , b , ζ )  =   Γ ( b − 1 )   Γ ( a )    ζ  1 − b   + 0  (  ζ  2 − Re ( b )   )   ,  as  ζ → 0 ,  for  Re  ( b )  ≥ 2 , b ≠ 2  .  



(110)







Thus,    ψ  k , ρ , | m |    ( ρ )    with   m > 0   diverges as   ρ → 0  . This means item #2 and item #4 can not yield an acceptable solution, where the wavefunction is finite everywhere.



We see that in Equations (103) and (106), we have a complete solution to the problem, but in this case we did need two different cases to generate all of the solutions. Moreover, we needed only a single factorization. No factorization chain of auxiliary Hamiltonians was required. Instead, we simply varied k to obtain the different solutions. Trying to construct a factorization chain now fails, because the zeros of the wavefunction (singularities of the superpotentials) do not match between the original Hamiltonian and the auxiliary Hamiltonians. This does not allow the system to have a general solution for the factorization chain and is the reason why we must use the single-shot factorization approach.




7. Free Particle in Three Dimensions


For a free particle in three dimensions, we use spherical coordinates and factor the effective radial Hamiltonian given by Equations (26) and (27). Again, the simplest choice for  ζ  is   ζ = c z  . Moreover, because of the form of    V eff   (  r ^  )   , we also take   z = k r  . Equation (53) then reduces to


   (  c 2  + 4 )  +   2 ( 2 a − b ) c  z  +   b ( b − 2 ) − 4 l ( l + 1 )   z 2   = 0 ,  



(111)




where we have again used Equation (63). We see that we must now take


  c = ± 2 i , b = 2 a , b = − 2 l  or  2 l + 2  .  



(112)







Note that for   b = − 2 l  , we must use   M ˜   and U, and for   b = 2 l + 2  , we must use M and U. It follows that


    c    = ± 2 i , a = − l , b = − 2 l  ,  allowed  for   M ˜   and  U  ,     



(113)






    c    = ± 2 i , a = l + 1 , b = 2 l + 2  ,  allowed  for  M  and  U  .     



(114)







So we have the following table of possibilities given in Table 3.



From Equation (59), we obtain


  h  ( z )  = C   ( ± 2 i )   ( b − 1 ) / 2     e  ∓ i z     z  b / 2    .  



(115)







Equations (34) and (115) then yield the superpotential as


   W k   ( k x )  = −  d  d z    ln   e  ∓ i z    z  b / 2    F    b 2   , b , ± 2 i z     ,  with  b = − 2 l  or  2 l + 2  ,  z = k r .  



(116)




so that


  r  ψ  k r    ( r )  ∝  e  ∓ i z    z  b / 2   F    b 2   , b , ± 2 i z   ,  with  b = − 2 l  or  2 l + 2  ,  z = k r  .  



(117)







From the table, Equation (36), and Equation (117), we see that for item #1, the radial wavefunctions satisfy


   ψ  k , r , l    ( r )  ∝  e  ∓ i z    z l  M  ( l + 1 , 2 l + 2 , ± 2 i z )  , z = k r .  



(118)







We have (See 13.6.9 of DLMF and 13.6.4 of AS.)


  M  ( l + 1 , 2 l + 2 , ± 2 i z )  = Γ  (   3 2   + l )   e  ± i z      2 z    l + 1 / 2    J  l + 1 / 2    ( z )  .  



(119)







(The ±’s are allowed because   a ,  b  , and z are real.) Moreover, the spherical Bessel function is defined by (See 10.47.3 of DLMF and 10.1.1 of AS.)


   j l   ( z )  =   π  2 z     J  l + 1 / 2    ( z )  .  



(120)







Thus


   ψ  k , r , l    ( r )  ∝  j l   ( k r )  .  



(121)







So, we have for this case


   Ψ  k , l , m    ( r , θ , ϕ )  =  N  k , l , m    j l   ( k r )   Y  l  m   ( θ , ϕ )  ,   E k  =    ℏ 2   k 2    2 M   ,  



(122)




where   N  k , l , m    is a normalization constant and   Y  l  m   is the standard spherical harmonic. The corresponding superpotential is, of course, real.



For case #2, we have to work with   U ( − l , − 2 l , ζ )  . According to 13.2.7 of DLMF,


  U  ( − m , b , ζ )  =   ( − 1 )  m   ∑  s = 0  m    m s     ( b + s )   m − s     ( − ζ )  s   ,  



(123)




where here m is just a non-negative integer. It thus follows that


  r  ψ  k r    ( r )  ∼  e  ∓ i k r    r  − l    ,  as  r → 0   



(124)




which is not acceptable. Thus, case #2 does not yield a solution.



For case #3, we obtain exactly the same result as for case #1.



For case #4,


  r  ψ  k , r , l    ( r )  ∝  e  ∓ i z    z  l + 1   U  ( l + 1 , 2 l + 2 , ± 2 i z )  .  



(125)







According to 13.2.17 of DLMF and 13.5.7 of AS,


  U  ( a , 2 , ζ )  =  1  γ ( a )    ζ  − 1   + 0  ( ln ζ )  ,  for  ζ → 0 .  



(126)




and according to Equation (110),   r  ψ  k , r , l    ( r )    diverges as   r → 0  . Thus, case #4 does not yield a solution.



We see that in Equation (122), we have a complete solution. Again, we have used only a single factorization and no factorization chain is needed. In fact, any attempt to generate a factorization chain fails for the same reason as for the two-dimensional case.




8. Linear Potential


For the linear potential,


  V ( x ) = C x ,  with  C > 0 ,  



(127)




we take


  z =  k 0   ( x −    E k  C   )  ,  where   k 0  =      2 M C   ℏ 2      1 / 3   .  



(128)







Be careful not to conflate   k 0  , derived from the potential, with k, which determines the energy eigenvalue. The simplest reasonable choice for  ζ  is


  ζ = c  z d  ,  c  and  d  constants  to  be  determined  .  



(129)







Equation (53) then reduces to


   c 2   d 2   z  2 d − 2   + 2  ( 2 a − b )  c  d 2   z  d − 2   +    d 2   [ b  ( b − 2 )  + 1 ]  − 1   z 2   = 4 z  .  



(130)







We are required to take


  d =  3 2  , c = ±  4 3  , b = 2 a ,  and  b =  1 3   or   5 3   .  



(131)







We see that we have eight possibilities as shown in the Table 4. Since a and b are not integers, we can use M and U, or M and   M ˜  , or   M ˜   and U; we elect the first possibility. We emphasize that the wavefunctions for case 1 and case 3, case 2 and case 4, case 5 and case 7, and case 6 and case 8, must be linearly independent of one another.



From Equation (59), with   d = 3 / 2  , we readily obtain


  h  ( z )  = C   2 3    c  a − 1 / 2    e  − ζ / 2      ζ c    a − 1 / 6   .  



(132)







It follows that


   W k   (  k 0  x )  = −  d  d z    ln   e  − ζ / 2      ζ c    a − 1 / 6   F  ( a , 2 a , ζ )     



(133)




and


   ψ k   ( x )  ∝  e  − ζ / 2      ζ c    a − 1 / 6   F  ( a , 2 a , ζ )  ,  



(134)




where   F ( a , 2 a , ζ )   is either   M ( a , 2 a , ζ )   or   U ( a , 2 a , ζ )  .



We immediately note that for case 7, we have (See 13.6.11 of DLMF and 13.6.25 of AS.)


  U    5 6   ,   5 3   ,   4 3    z  3 / 2    =    π    3  5 / 6     2  2 / 3      e    2 3    z  3 / 2     z  A i  ( z )  ,  



(135)




and thus


   ψ k   ( x )  = N A i  ( z )  ,  z =     2 M C   ℏ 2     1 / 3    x −   E k  C   ,  



(136)




where   A i ( z )   is the Airy function of the first kind,  N  is the normalization constant, and    E k  =     ℏ 2   k 2    2 M     . We know that   A i ( z ) → 0   very rapidly as   z → + ∞   and oscillates as   z → − ∞  . This is precisely the behavior we expect for the wavefunction of a particle moving in the potential   V ( x ) = C x   with   C > 0  . We see that we have a complete solution for the problem, which is the usual solution, and aside from normalization, the system wavefunction is as given by Equation (136).



One can readily show that (See 9.7.5 of DLMF, 10.4.59 of AS, and Equation (b.4) of Landau and Lifshitz [43])


   ψ k   ( x )  ∼ N  1  2  π      e  −   2 3    z  3 / 2      z  1 / 4    ,  for  x → + ∞ ,  



(137)




and (See 9.7.9 of DLMF, 10.4.60 of AS, and Equation (b.5) of Landau and Lifshitz [43])


   ψ k   ( x )  ∼ N   1  π    1   | z |   1 / 4    sin   2 3    | z |   3 / 2   +  π 4    for  x → − ∞ ,  



(138)




and (See §24 of Landau and Lifshitz [43])


   ∫  − ∞  ∞  d x   ψ k   ( x )   ψ  k ′    ( x )  = δ  ( E −  E ′  )  ,  



(139)




with


  N =    ( 2 M )   1 / 3     C  1 / 6    ℏ  2 / 3     .  



(140)







We have the identity,


  U  ( a , 2 a , ζ )  =  e  ζ / 2     ζ  1 / 2 − a    π    K  a − 1 / 2    ( ζ / 2 )   .  



(141)







(See 13.6.10 of DLMF and 13.6.21 of AS.) Here   K ν   is a modified Bessel function. Accordingly,


  U  (   1 6   ,   1 3   , ζ )  =  1  π    e  ζ / 2    ζ  1 / 3    K  1 / 3    ( ζ / 2 )  ,  



(142)




where we have noted that    K  − ν   =  K ν    (See 10.27.3 of DLMF and 9.6.6 of AS.). But,


  A i  ( z )  =  1 π    z 3    K  1 / 3    ( ζ / 2 )  .  



(143)







(See 9.6.1 of DLMF and 10.4.14 of AS.) Thus


  U  (   1 6   ,   1 3   , ζ )  =  2  2 / 3     3  1 / 6     π    e  ζ / 2   A i  ( z )  .  



(144)







Consequently,


  h  ( z )   U  (   1 6   ,   1 3   , ζ )  ∝  2  2 / 3     3  1 / 6     π   A i  ( z )  .  



(145)







Thus, case 3 also yields the usual solution.



From Table 4 and Equation (134), we have for item 1 and item 5


   ψ k   ( x )  ∝  e  − ζ / 2    ζ  a − 1 / 6   M  ( a , 2 a , ζ )   , a =  {   1 6   ,   5 6   }  ,  ζ = +   4 3    z  3 / 2    .  



(146)







We know that, according to 13.2.4 and 13.7.2 of DLMF, provided   a ≠   a non-positive integer,


     M ( a , b , ζ ) ∼        Γ ( b )   Γ ( a )    e ζ   ζ  a − b   +   Γ ( b )   Γ ( b − a )    e  ± i π a    ζ  − a     1 + 0 (  ζ  − 1     ,  as   | ζ |  → ∞  ,       for     −  π 2  + δ ≤ ± arg ζ ≤   3 π  2  − δ ,     



(147)




where  δ  is an arbitrarily small positive constant. This is mostly as given in 13.1.4, 13.1.5, and 13.5.1 of AS, and on page 60 of Slater [44], although it appears to disagree with 13.2.23 of DLMF. Nevertheless, it is certainly true that for   a ≠   a non-positive integer,


   ψ k   ( x )  ∼  e  ζ / 2    ζ  − 1 / 6   ,  as  ζ → + ∞ .  



(148)







Thus, for item 1 and item 5, where   c = + 4 / 3  , so that   ζ → + ∞   as   z → + ∞  ,   ψ ( x ) → ∞   exponentially as   x → + ∞  , and so we do not have an acceptable solution.



For item 2 and item 6, for which   c = − 4 / 3  ,   ζ → − ∞   as   z → + ∞  . Thus, we use Equations (134) and (147) to write


   ψ k   ( x )  ∼  e  − ζ / 2    ζ  − 1 / 6   ,  as  ζ → − ∞ .  



(149)







We see that    ψ k   ( x )  → ∞   exponentially as   x → + ∞  , which precludes a solution for item 2 and item 6.



Finally, we turn to item 4 and item 8, where   α = − 4 / 3   and   F ( a , b , ζ ) = U ( a , b , ζ )  . We know that in general (see DLMF 13.2.6.),


  U  ( a , b , ζ )  ∼  ζ  − a    ,  as   | ζ |  → ∞ .  



(150)







It follows that


   ψ k   ( x )  ∼  e  − ζ / 2    ζ  − 1 / 6    ,  as   | ζ |  → ∞ .  



(151)







Thus, since   ζ → − ∞   as   z → + ∞   for item 4 and item 8, it follows that    ψ k   ( x )  → ∞   exponentially as   x → + ∞  , and so these cases do not yield a solution.



We see that two of the eight cases, cases 3 and 7, yield the usual solution. We also note that in contrast to the free-particle problems, it is U, the Tricomi function, that yields the solutions.




9. Continuum of the Hydrogenic Atom


We have already solved the hydrogen problem heuristically. Now, we revisit the problem to show how to solve it using the more general approach, which does not use any additional ansatzes and which follows our general methodology for solving these types of problems.



Since there are no additive terms to r that appear in    V eff   ( r )   , we set  α  to 0 so that   z = k r  . The simplest choice for  ζ  that appears to have a chance of working is simply   ζ = c z  , where c is a constant to be determined. Equation (53) then reduces to


   c 2   1 +   2 ( 2 a − b )   c z   +   b ( b − 2 )    c 2   z 2     =   8 M    ℏ 2   k 2       l  ( l + 1 )   ℏ 2    2 M  r 2    −   Z  e 2   r  − E  ,  



(152)




and


   (  c 2  + 4 )  + 2   ( 2 a − b )  c +   4 Z   k   a ˜  0      1 z  +   b ( b − 2 ) − 4 l ( l + 1 )   z 2   = 0  ,  



(153)




where


    a ˜  0  =   ℏ 2   M  e 2     



(154)




and


   E k  =    ℏ 2   k 2    2 M    .  



(155)







Note that since M is the reduced mass of the atom, not merely the electron mass,    a ˜  0   is the reduced Bohr radius, as introduced previously. This requires


  c = ± 2 i ,  a =  b 2  ± i   Z  k   a ˜  0    ,  b = 2 l + 2  or − 2 l  .  



(156)







We note that for   b = 2 l + 2 ,  M ˜   ( a , b , ζ )    does not exist, and for   b = − 2 l , M ( a , b , ζ )   does not exist. Consequently,


        c = ± 2 i ,  a = l + 1 ± i   Z  k   a ˜  0    ,  b = 2 l + 2  ,  allows  for  M  and  U  ,     



(157)






        c = ± 2 i ,  a = − l ± i   Z  k   a ˜  0    ,  b = − 2 l  ,  allows  for   M ˜   and  U  .     



(158)




Thus, we have eight distinct cases to consider, as detailed in Table 5.



Equation (59) with   ζ = c z = ± 2 i z   gives


  h  ( z )  = C    e  − ζ / 2    ζ  b / 2     c  1 / 2    = C   ( ± 2 i )   ( b − 1 ) / 2    e  ∓ i z    z  b / 2    .  



(159)




Equations (60) and (159) together give for the superpotential


   W k   ( k r )  = −  d  d z    ln   e  ∓ i z    z  b / 2    F  ( a , b , ± 2 i z )    , z = k r  ,  



(160)




and for the radial wavefunction,


  r  ψ  k , r , l    ( r )  ∝  e  ∓ i k r     ( k r )   b / 2    F  ( a , b , ± 2 i k r )   



(161)




with   a , b  , and  F , as given in the table. We note that this superpotential guarantees that we produce the correct Hamiltonian with an effective potential given by


   V eff   ( r )  =   l  ( l + 1 )   ℏ 2    2 M  r 2    −   Z  e 2   r  .  



(162)




We shall prove that, for the cases for which it gives a solution, this superpotential is real.



For Items #1 and #3, we see that the continuum radial wavefunction for the hydrogenic atom is given by


   ψ  k , r , l    ( r )  =  N  k , l     e  ∓ i k r     ( k r )  l  M  l + 1 ± i   Z  k   a ˜  0     , 2 l + 2 , ± 2 i k r  ,  



(163)




where   N  k , l    is a normalization constant. The ± is allowed because   k r , l  , and   Z / k   a ˜  0    are real and it is the usual solution. (See §36 of Landau and Lifshitz [43].)



For Items #5 and #7, Equations (36) and (161) yield


   ψ  k , r , l    ( r )  ∝  e  ∓ i k r     ( k r )   − l − 1   M  l + 1 ± i   Z  k   a ˜  0     , 2 l + 2 , ± 2 i k r   .  



(164)




which diverges as   r → 0  , and Thus, does not yield an acceptable solution.



Now we turn to Items #2 and #4, for which


   ψ  k , r , l    ( r )  ∝  e  ∓ i k r      ( k r )  l   U  l + 1 ± i   Z  k   a ˜  0     , 2 l + 2 , ± 2 i k r   .  



(165)




According to 13.2.16 and 13.2.17 of DLMF,


   ψ  k , r , l    ( r )  ∼  e  ∓ i k r     ( k r )   − l − 1    as  r → 0  ,  



(166)




which diverges as   r → 0  , and Thus, also does not yield an acceptable solution.



Finally, for Items #6 and #8, we obtain


   ψ  k , r , l    ( r )  ∝  e  ∓ i k r      ( k r )   − l − 1    U  − l ± i   Z  k   a ˜  0     , − 2 l , ± 2 i k r   .  



(167)




We use 13.2.40 of DLMF or 13.1.29 of AS to rewrite this as


   ψ  k , l , r    ( r )  ∝  e  ∓ i k r      ( k r )  l   U  l + 1 ± i   Z  k   a ˜  0     , 2  ( l + 1 )  , ± 2 i k r   .  



(168)




This is the same as for Items #2 and #4, so that no acceptable solution results. From Equation (163), it follows that


   ψ  k , r , l  *   ( r )  =  N  k , l  *    e  ± i k r     ( k r )  l  M  l + 1 ∓ i   Z  k   a ˜  0     , 2 l + 2 , ∓ 2 i k r   .  



(169)




We use 13.2.39 of DLMF or 13.1.27 of AS to rewrite this as


   ψ  k , r , l  *   ( r )  =  N  k , l  *    e  ∓ i k r     ( k r )  l  M  l + 1 ± i   Z  k   a ˜  0     , 2 l + 2 , ± 2 i k r   .  



(170)




We see that the superpotential is real and, providing that   N  k , l    is real, that    ψ  k , r , l    ( r )    is also real.




10. The One-Dimensional Morse Potential


We finally consider the one-dimensional Morse potential, given by


  V  ( x )  = D   e  − 2  k 0  x   − 2  e  −  k 0  x    ,  − ∞ < x < ∞  .  



(171)




We take


  z =  k 0  x ,  and  ζ = c  e  − z   ,  where  c  is  a  constant  to  be  determined .  



(172)




We note that one should not confuse the non-negative wavenumber   k 0   that appears in the potential with the parameter k that appears in the energy,    E k  =     ℏ 2   k 2    2 M     .



Equation (53) and the above two equations give


   ζ 2   1 +   2 ( 2 a − b )  ζ  +   b ( b − 2 )   ζ 2    + 3 − 2 = 4  ξ 2     ζ 2   c 2   − 2  ζ c   − 4  η 2   ,  



(173)




where


  η =    2 M  E k     ℏ 2   k 0 2     =  k  k 0   ,  ξ =    2 M D    ℏ 2   k 0 2     .  



(174)




From Equation (173), we immediately see that


  2  ( 2 a − b )  = −   8 c    ξ 2  ,  b  ( b − 2 )  + 1 = − 4   η 2  ,  1 =  4  c 2     ξ 2   .  



(175)




Thus,


  a =  1 2  −   ( ± )  c   ξ +   ( ± )  b   i η ,  b = 1 +   ( ± )  b   2 i η  ,  c =   ( ± )  c   2 ξ  .  



(176)




Given that   a ∉  Z  ≤ 0     and   b ∉ Z   (except possibly for    E k  = 0  , but more on that later), we can take  F  to be M and U. The eight case designations have been taken from the table in Ref. [39] and are summarized in Table 6.



From Equations (59) and (176), and   ζ = c  e  − z    , we have


  h  ( z )  = ∓  i  C   e  − ζ / 2    ζ  ( b − 1 ) / 2   = ∓  i  C   e  − ζ / 2    ζ  [   ( ± )  b  ]  i η    .  



(177)




We note that


  ζ → 0  as  z → + ∞ , ζ →   ( ± )  c   ∞  as  z → − ∞  .  



(178)




Moreover, (see DLMF 13.2.4 and 13.7.2 and AS 13.5.1.),


     M ( a , b , ζ ) ∼        γ ( b )   γ ( a )    e ζ   ζ  a − b   +   γ ( b )   γ ( b − a )    e  ± i π a    ζ  − a     1 + O (  ζ  − 1   )   ,  as   | ζ |  → ∞  ,         for  −  π 2  < ± arg  ( z )  <   3 π  2  ,  unless  a ∈  Z  ≤ 0    or  b − a ∈  Z  ≤ 0    .     



(179)




Thus, for   F = M   and   ζ = + 2  ξ   e  − z    ,


  h  ( z )   M  ( a , b , ζ )  = ∓  i  C   e  − ζ / 2    ζ  ( b − 1 ) / 2   M  ( a , b , ζ )  ∼  e  ζ / 2    ζ  a − ( b + 1 ) / 2    as  z → − ∞  








and


  h  ( z )   M  ( a , b , ζ )  = ∼  e  ζ / 2    ζ  −   1 2   − ξ    → ∞  as  z → − ∞  .  



(180)




For   F = M   and   ζ = − 2  ξ   e  − z    ,


  h  ( z )   M  ( a , b , ζ )  = ∓  i  C   e  − ζ / 2    ζ  ( b − 1 ) / 2   M  ( a , b , ζ )  ∼  e  − ζ / 2    ζ  − a + ( b − 1 ) / 2    as  z → − ∞  








and


  h  ( z )   M  ( a , b , ζ )  = ∼  e  − ζ / 2    ζ  −   1 2   − ξ    → ∞  as  z → − ∞  .  



(181)




Consequently, we cannot use   M ( a , b , ζ )   at all, and items # 1, 3, 5, and 7 do not yield a solution.



We see that we are left with   F = U  . We note that (see DLMF 13.2.6 and AS 13.5.2. Note that our constraint on the phase is consistent with a branch cut along   ( − ∞ , 0 ]  ):


  U  ( a , b , ζ )  ∼  ζ  − a     ,  as  | ζ |  →  ∞  ,  for  | arg ζ | < π  .   



(182)




Then,


  h  ( z )   U  ( a , b , ζ )  = ∓  i  C   e  − ζ / 2    ζ  ( b − 1 ) / 2   U  ( a , b , ζ )  ∼  e  − ζ / 2    ζ  − a + ( b − 1 ) / 2    as  z → − ∞  








and


  h  ( z )   U  ( a , b , ζ )  = ∼  e  − ζ / 2    ζ  −   1 2   +   ( ± )  c   ξ    →     0     ∞      as  z → − ∞  .  



(183)




Thus, items # 4 and 8 do not yield a solution. Moreover, (see DLMF 13.2.18),


  U  ( a , b , ζ )  =   γ ( b − 1 )   γ ( a )    ζ  1 − b   +   γ ( 1 − b )   γ ( 1 + a − b )   + O  (  ζ  2 − Re ( b )   )   ,  as  ζ → 0 ,  



(184)




for   1 ≤ Re ( b ) < 2  ,   b ≠ 1  , so that    ψ k   ( x )    is well behaved for   x → + ∞  . Consequently, we are left with items # 2 and 6, and we have


   W k   (  k 0  x )  = −  d  d z   ln   ζ  ± i η    e  − ζ / 2   U    1 2   − ξ ± i η , 1 ± i 2 η , ζ   ,  ζ = 2 ξ  e  −  k 0  x   ,  



(185)




and


   ψ k   ( x )  =  N k    ζ  ± i η    e  − ζ / 2   U    1 2   − ξ ± i η , 1 ± i 2 η , ζ   ,  ζ = + 2 ξ  e  −  k 0  x   ,  



(186)




where, of course,   N k   is the normalization constant. We have obtained a complete solution for all energy eigenstates with   E > 0   with just a single factorization.



Given that   N k   is real,


   ψ k    ( x )  *  =  N k    ζ  ∓ i η    e  − ζ / 2   U    1 2   − ξ ∓ i η , 1 ∓ i 2 η , ζ   ,  



(187)




The Kummer transformation for U is (See 13.2.40 of DLMF and 13.1.29 AS.)


  U  ( a , b , ζ )  =  ζ  1 − b   U  ( 1 + a − b , 2 − b , ζ )   .  



(188)




From Equation (176) with     ( ± )  c  = + 1  , we have


  1 + a − b = 1 +  1 2  − ξ ± i η − 1 ∓ i 2 η =  1 2  − ξ ∓ i η  , 2 − b = 1 ∓ 2 i η  .  



(189)




thus


   ψ k   ( x )  =  N k    ζ  ± i η    e  − ζ / 2     ζ  ∓ 2 i η   U    1 2   − ξ ∓ i η , 1 ∓ i 2 η , ζ  ,  



(190)




and


   ψ k   ( x )  =  ψ k    ( x )  *   .  



(191)




Of course, the superpotential is also real,


   W k    (  k 0  x )  *  =  W k   (  k 0  x )   .  



(192)




We note that


   E k  = 0 ⟹ a =  1 2  −   ( ± )  c   ξ  ,  b = 1  ,  c = ± 2  ξ  ,  η = 0  .  



(193)







If   a ∉  Z  ≤ 0    ,  b = 1  , then   U ∝ M   and    M ˜   ( a , b , ζ )  = M  ( a , b , ζ )   , so that we can still take   F = M   and U. Moreover, we cannot use M at all, and U with   c = − 2 ξ   for the same reasons as before. We Thus, obtain


   ψ 0   ( x )  =  N 0    e  − ζ / 2    U    1 2   − ξ , 1 , ζ   ,  



(194)




which is our previous result, as given by Equation (186), with   E = 0   and   η = 0  .



We also note that


   E k  = 0 ,  ζ = 2 ξ  e  −  k 0  x   ,  a = − m ,  with  m ∈  Z  ≥ 0   ⟹ ξ = m +  1 2   ,  



(195)




so that   a ∈  Z  ≤ 0     is possible. Then,   U ∝ M  , and since   b = 1 ⟹  M ˜  = M  , it follows that   M ,  M ˜   , and   U ⟹   only one solution. We are in cell 4.C of the table in Ref. [39], and so the second solution is given by DLMF 13.2.8. With   a = − m , n = 0 , k → s  , we have


     F ( − m , 1 , ζ ) = −      ∑  s  =  0  m     ( − m )  s    ( 1 )  s      ζ s   s !     [  ln  ( ζ )  + ψ  ( 1 + m − s )  − 2 ψ  ( 1 + s )   ]  +      +       ( − 1 )   1 + m    m !   ∑  s  =  1 + m  ∞    ( s − 1 − m ) !    ( 1 )  s      ζ s   s !     ,     








where here   ψ  ( v )  =    Γ ′   ( v )    Γ ( v )     is the digamma function. Since     ( 1 )  s  = s !  , we see that


  F  ( − m , 1 , ζ )  ∼  e ζ   as   | ζ |  → ∞  ,  



(196)




and thus, is not an acceptable solution. Consequently, Equation (194) is valid even when     1 2   − ξ ∈  Z  ≤ 0    .



There is one final point. The wavefunction given by (186) is not what is found in the literature. The resolution of this is straightforward. For    E k  ≠ 0 , b   is not an integer, and so we can use Equations (36), (186), and (See 13.2.42 of DLMF, 13.1.3 of AS, and §1.3 of Slater [44])


  U  ( a , b , ζ )  =   γ ( 1 − b )   γ ( 1 + a − b )    M  ( a , b , ζ )  +   γ ( b − 1 )   γ ( a )     M ˜   ( a , b , ζ )    



(197)




to write


   ψ k   ( x )  =  N k   ζ  ± i η    e  − ζ / 2      γ ( 1 − b )   γ ( 1 + a − b )    M  ( a , b , ζ )  +   γ ( b − 1 )   γ ( a )     ζ  1 − b    M  ( 1 + a − b , 2 − b , ζ )    .  



(198)




We have


  a =  1 2  − ξ ± i η ,  b = 1 ± i 2 η ,  1 + a − b =  1 2  − ξ ∓ i η ,  2 − b = 1 ∓ i 2 η  .  



(199)




Accordingly,


      ψ k   ( x )  =      N k   e  − ζ / 2   [  ζ  ± i η     γ ( ∓ 2 i η )   γ (   1 2   − ξ ∓ i η )    M  (   1 2   − ξ ± i η , 1 ± 2 i η , ζ )            +   ζ  ∓ i η      γ ( ± 2 i η )   γ (   1 2   − ξ ± i η )    M  (   1 2   − ξ ∓ i η , 1 ∓ 2 i η , ζ )  ]  .     



(200)




This is the form found in the literature [45] and that has also recently been obtained with the Laplace method for solving the Schrödinger equation [46]. Indeed, the equality of these two forms is one of the reasons why working with confluent hypergeometric functions can be tricky.




11. Discussion and Conclusions


We have developed the formalism of what we term “single-shot factorization” and used it to solve the continuum problems for the free particle in one, two, and three dimensions, the linear potential in one dimension, the hydrogenic atom, and the one-dimensional Morse potential. In all cases, we have used only a single factorization (that depends on a parameter) and produced the different solutions by varying the parameter. Hence, a factorization chain is not required. This is in contrast to the standard factorization treatment of bound-state problems, where a chain of auxiliary Hamiltonians is employed to obtain all of the eigenvalues and eigenstates of the original Hamiltonian. Note that for the one-dimensional free particle, a factorization chain is possible, but it does not produce all of the allowed energy eigenstates. It occurs due to the uniform spacing of the zeros of the wavefunction. In summary, we have demonstrated that the standard lore that factorization can be used only for bound states and not for continuum states is simply not true.



The single-shot factorization method employs two steps. In the first step, the function   ζ ( z )   is determined along with a number of parameters that go into the solutions. This is performed independently of knowing the wavefunction for the energy eigenstate. Then, the appropriate confluent-hypergeometric function is chosen, by enforcing the requirements of the wavefunction. This is a straightforward approach, but it requires working carefully with the asymptotic behavior of confluent hypergeometric functions and carefully working with the two possible linearly independent solutions of the confluent hypergeometric differential equation.



From what we have performed, it appears that the single-shot factorization method should apply to bound states in addition to continuum states. We have found that to be the case and have successfully applied the single-shot factorization method to the one-dimensional simple harmonic oscillator, the bound states of hydrogen, and the one-dimensional Morse potential [47]. Moreover, we expect that Equations (53) and (59)–(61) encompass many of the known solutions of the single-particle Schrödinger equation, and we expect that the single-shot factorization method can be extended to include all known solutions of the single-particle Schrödinger equation. Specifically, there are solutions of the Schrödinger equation that cannot be expressed in terms of confluent hypergeometric functions, but require full hypergeometric functions. We are in the process of extending the procedure used in this paper to deal with those cases. We also anticipate that Equation (49) may reveal some new solutions. These are all active areas of investigation.



From the work presented here, we have deduced a general factorization procedure for solving continuum and bound state problems for which the wavefunctions can be expressed in terms of confluent hypergeometric functions. Our results are summarized by Equations (26), (27), (33), (34), (36), (49), (53)–(55), (58), (59), (60) and (61). The approach yields a factorization of the Hamiltonian, with a positive energy that is independent of the parameter, and hence leads to all of the continuum solutions by simply varying the parameter. It can also be viewed as a systematic approach to solving the Ricatti equation for the superpotential, for cases solvable with confluent hypergeometric functions.



The fact that the general procedure of single-shot factorization is identical for the three types of confluent hypergeometric functionswhen we are pursuing the simpler cases stemming from Equations (51) and (53), rather than Equation (49), means that we need not decide which of the three types of confluent hypergeometric functions to use until very near the end of the calculation, when the limiting behavior of the putative wavefunctions becomes apparent. This is noteworthy because all three types of confluent hypergeometric functions give rise to Bessel functions, Hermite functions, Laguerre functions, and Weber or parabolic cylinder functions. These solutions all appear in continuum solutions in quantum mechanics. Finally, note that this work directly finds the continuum solution, rather than the more common analytic continuation approaches used in most textbooks. We feel this direct approach is much more concrete and understandable, once one has mastered the relevant results needed about the confluent hypergeometric functions.
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Table 1. Possible solutions for the free particle in one dimension.






Table 1. Possible solutions for the free particle in one dimension.





	Case
	     a    
	     b    
	c
	    F     
	Comments





	1
	    0    
	    0    
	    ± 2 i    
	     M ˜    
	Usual Solutions



	2
	0
	0
	    ± 2 i    
	    U   
	Imaginary Superpotential



	3
	1
	    2    
	    ± 2 i    
	    M   
	Usual Solutions



	4
	1
	2
	    ± 2 i    
	    U   
	Imaginary Superpotential
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Table 2. Possible solutions for the free particle in plane polar coordinates. The * after   M ˜   is to remind us that for   m = 0  ,   b = 1  , we have    M ˜  = M  , so we can use   M ˜   for case # 1.






Table 2. Possible solutions for the free particle in plane polar coordinates. The * after   M ˜   is to remind us that for   m = 0  ,   b = 1  , we have    M ˜  = M  , so we can use   M ˜   for case # 1.





	Case
	     a    
	     b    
	c
	    F     
	Comments





	1
	      1 2   −  | m |     
	    1 − 2 | m |    
	    ± 2 i    
	      M ˜  *    
	Usual Solution for   m ≤ 0  



	2
	      1 2   −  | m |     
	    1 − 2 | m |    
	    ± 2 i    
	     U   
	Imaginary Superpotential



	3
	      1 2   +  | m |     
	    1 + 2 | m |    
	    ± 2 i    
	    M   
	Usual Solution for   m ≥ 0  



	4
	      1 2   +  | m |     
	    1 + 2 | m |    
	    ± 2 i    
	     U   
	Imaginary Superpotential
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Table 3. Possible solutions for the free particle in spherical coordinates.






Table 3. Possible solutions for the free particle in spherical coordinates.





	Case
	     a    
	     b    
	c
	    F     
	Comments





	1
	    − l    
	    − 2 l    
	    ± 2 i    
	     M ˜    
	Usual Solution



	2
	    − l    
	    − 2 l    
	    ± 2 i    
	     U   
	   r  ψ r   ( r )   →  0   as   r → 0  



	3
	    l + 1   
	    2 ( l + 1 )    
	    ± 2 i    
	    M   
	Usual Solutions



	4
	    l + 1   
	    2 ( l + 1 )   
	    ± 2 i    
	     U   
	   r  ψ r   ( r )   →  0   as   r → 0  
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Table 4. Putative solutions for the linear potential.






Table 4. Putative solutions for the linear potential.





	Case
	     a    
	     b    
	c
	d
	    F     
	Comments





	1
	1/6
	1/3
	4/3
	3/2
	   M    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  



	2
	1/6
	1/3
	−4/3
	3/2
	   M    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  



	3
	1/6
	1/3
	4/3
	3/2
	   U    
	Usual Solution



	4
	1/6
	1/3
	−4/3
	3/2
	   U    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  



	5
	5/6
	5/3
	4/3
	3/2
	   M    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  



	6
	5/6
	5/3
	−4/3
	3/2
	   M    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  



	7
	5/6
	5/3
	4/3
	3/2
	   U    
	Usual Solution



	8
	5/6
	5/3
	−4/3
	3/2
	   U    
	   ψ ( x )   Diverges Exponentially as   x → + ∞  
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Table 5. Possible solutions for the continuum states of the hydrogenic atom.






Table 5. Possible solutions for the continuum states of the hydrogenic atom.





	Case
	a
	b
	c
	   F   
	Case
	Comments





	1
	   l + 1 + i Z / k   a ˜  0    
	   2 ( l + 1 )   
	   + 2 i   
	    M   
	1.C
	Usual Solution



	2
	   l + 1 + i Z / k   a ˜  0    
	   2 ( l + 1 )   
	   + 2 i   
	     U   
	1.C
	   ψ  k , r , 0    ( r )  → ∞   as   r → 0  



	3
	   l + 1 − i Z / k   a ˜  0    
	   2 ( l + 1 )   
	   − 2 i   
	    M   
	1.C
	Usual Solution



	4
	   l + 1 − i Z / k   a ˜  0    
	   2 ( l + 1 )   
	   − 2 i   
	     U   
	1.C
	   ψ  k , r , 0    ( r )  → − ∞   as   r → 0  



	5
	   − l + i Z / k   a ˜  0    
	   − 2 l   
	   + 2 i   
	     M ˜    
	1.B
	   ψ  k , r , l    ( r )  → ∞   as   r → 0  



	6
	   − l + i Z / k   a ˜  0    
	   − 2 l   
	   + 2 i   
	     U   
	1.B
	   ψ  k , r , 0    ( r )  → ∞   as   r → 0  



	7
	   − l − i Z / k   a ˜  0    
	   − 2 l   
	   − 2 i   
	     M ˜    
	1.B
	   ψ  k , r , l    ( r )  → ∞   as   r → 0  



	8
	   − l − i Z / k   a ˜  0    
	   − 2 l   
	   − 2 i   
	     U   
	1.B
	   ψ  k , r , 0    ( r )  → ∞   as   r → 0  
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Table 6. Possible solutions for the continuum states of the one-dimensional or Cartesian Morse potential.






Table 6. Possible solutions for the continuum states of the one-dimensional or Cartesian Morse potential.





	Case
	a
	b
	c
	   F   
	Case
	Comments





	1
	     1 2   − ξ + i η   
	   1 + 2 i η   
	   + 2 ξ   
	    M   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  



	2
	     1 2   − ξ + i η   
	   1 + 2 i η   
	   + 2 ξ   
	     U   
	1.A
	Usual Solution



	3
	     1 2   + ξ + i η   
	   1 + 2 i η   
	   − 2 ξ   
	    M   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  



	4
	     1 2   + ξ + i η   
	   1 + 2 i η   
	   − 2 ξ   
	     U   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  



	5
	     1 2   − ξ − i η   
	   1 − 2 i η   
	   + 2 ξ   
	    M   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  



	6
	     1 2   − ξ − i η   
	   1 − 2 i η   
	   + 2 ξ   
	    U   
	1.A
	Usual Solution



	7
	     1 2   + ξ − i η   
	   1 − 2 i η   
	   − 2 ξ   
	    M   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  



	8
	     1 2   + ξ − i η   
	   1 − 2 i η   
	   − 2 ξ   
	     U   
	1.A
	  ψ ( x ) → ∞   as   x → − ∞  
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