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Abstract: As the most abundant RNA methylation modification, N6-methyladenosine (m6A) could
regulate asymmetric and symmetric division of hematopoietic stem cells and play an important
role in various diseases. Therefore, the precise identification of m6A sites around the genomes of
different species is a critical step to further revealing their biological functions and influence on these
diseases. However, the traditional wet-lab experimental methods for identifying m6A sites are often
laborious and expensive. In this study, we proposed an ensemble deep learning model called m6A-
BERT-Stacking, a powerful predictor for the detection of m6A sites in various tissues of three species.
First, we utilized two encoding methods, i.e., di ribonucleotide index of RNA (DiNUCindex_RNA)
and k-mer word segmentation, to extract RNA sequence features. Second, two encoding matrices
together with the original sequences were respectively input into three different deep learning models
in parallel to train three sub-models, namely residual networks with convolutional block attention
module (Resnet-CBAM), bidirectional long short-term memory with attention (BiLSTM-Attention),
and pre-trained bidirectional encoder representations from transformers model for DNA-language
(DNABERT). Finally, the outputs of all sub-models were ensembled based on the stacking strategy to
obtain the final prediction of m6A sites through the fully connected layer. The experimental results
demonstrated that m6A-BERT-Stacking outperformed most of the existing methods based on the
same independent datasets.

Keywords: N6-methyladenosine site; di ribonucleotide index; bidirectional long short-term memory;
residual networks; bidirectional encoder representations from transformers

1. Introduction

Similar to DNA, RNA also undergoes diverse chemical modifications, and such mod-
ifications play a pivotal role in various cellular and biological processes [1]. According
to the MODOMICS database [2], more than 170 different types of RNA modifications
have been identified. Among them, N6-methyladenosine (m6A) refers to the methyla-
tion of the N6-position of adenosine, which is the most prevalent internal modification
present on eukaryotic mRNA and dynamically regulated by the methyltransferases and
demethylases [3]. Recent studies have shown that m6A could occur in different tissues of
various species and affect multiple aspects of RNA metabolism such as translation, splicing,
export, degradation, and microRNA processing, which is closely associated with numerous
types of human cancers [4]. For instance, Cheng et al. discovered that m6A maintains
asymmetric and symmetric division of hematopoietic stem cell (HSC) by modulating Myc
mRNA abundance and may serve as a guardian in HSC fate decisions [5]. Therefore, the
accurate identification of m6A locations is of great importance for the study of the down-
stream effects of RNA modification in life science and could help to understand disease
mechanisms and drug development [6].
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Over the past decade, several experimental methods have been developed to detect
the precise location of m6A sites on RNA including MeRIP [7], m6A-seq [8], PA-m6A-
seq [9], and miCLIP [10]. Despite their efficacy, these experimental techniques are usually
time-consuming and laborious, making them insufficient for large-scale genomic data [11].
Therefore, there is an urgent need to explore computational methods that can accurately
and efficiently identify m6A sites only based on sequence information. From the machine
learning perspective, identification of RNA m6A sites could be formulated as a binary
classification problem. To date, a great deal of m6A site prediction algorithms and web
servers have been proposed to address this challenge, mainly including machine learning-
based algorithms and deep learning-based algorithms. These methods differ in feature
encoding schemes and classifiers. For instance, Chen et al. explored the first predictor
of m6A sites, called iRNA-Methyl, based on support vector machine (SVM) and pseudo
nucleotide composition [12]. Subsequently, many other predictors have been proposed
for the identification of m6A sites by utilizing different machine learning algorithms
and various sequence features, such as SRAMP [11], TargetM6A [13], RAM-ESVM [14],
RFAthM6A [15], M6APred-EL [16], PXGB [17], ERT-m6Apred [18], TL-Methy [19], and
so on. Recently, some predictors based on the deep learning framework have also been
developed and shown effective performance [20–22]. For example, Nazari et al. [23]
designed a convolutional neural network (CNN) model to predict m6A sites, named iN6-
Methyl, in which the RNA sequences were automatically encoded by the natural language
technique word2vec. Similarly, Tahir et al. [24] also introduced a highly discriminative
CNN model, called m6A-word2vec, for the identification of m6A sites, which showed better
performance compared to existing prediction tools by using the 10-fold cross-validation
(CV). Lately, Wang et al. [25] developed a two-stage multi-task deep learning method
for predicting RNA m6A sites of Saccharomyces cerevisiae, which integrated CNN and
bidirectional long short-term memory (BiLSTM) framework in the first stage and adopted
a transfer-learning strategy to build the final prediction model in the second stage. These
methods have been reviewed in the articles [26,27].

Additionally, some studies focused on the computational prediction of m6A sites in
different tissues and species [28–34]. For example, Dao et al. [32] explored an SVM-based
classifier named iRNA-m6A to identify m6A sites in various tissues of humans, mice, and
rats, which utilized three kinds of sequence feature encoding techniques and applied the
minimum redundancy maximum relevance (mRMR) algorithm to select the optimal feature
subset. Soon afterward, Liu et al. [31] developed a CNN-based model, called im6A-TS-
CNN, to improve the recognition of m6A sites in multiple tissues by using the one-hot
encoding scheme. Recently, Jia et al. [35] introduced an ensemble deep learning predictor
to further enhance the identification of m6A sites in five tissues of mammals based on three
hybrid neural networks (hereinafter referred to as m6A-neural-network), including a CNN,
a capsule network, and a bidirectional gated recurrent unit (BiGRU) with the self-attention
mechanism. Table 1 lists some representative cross-species prediction methods of RNA
m6A sites.

Table 1. Summary of representative cross-species predictors for RNA m6A sites.

Tool Classifier Feature Encoding Scheme Species Data Scale URL Accessibility

M6AMRFS [33] XGBoost dinucleotide binary,
localPSDF

S. cerevisiae 2614

accessible
H. sapiens 2260
Musculus 1450
A. thaliana 2000

BERMP [34] RF, GRU, LR ENAC
Mammalian 736,023

accessibleS. cerevisiae 2614
A. thaliana 5036
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Table 1. Cont.

Tool Classifier Feature Encoding Scheme Species Data Scale URL Accessibility

StackRAM [28] LightGBM, SVM
binary encoding,

chemical property,
NF, PSTNP, KNF, pseDNC

S. cerevisiae 2614
inaccessibleH. sapiens 2260

A. thaliana 788

im6A-TS-CNN [31] CNN one-hot-encoding
Human 47,248

inaccessibleMouse 92,070
Cat 30,184

iRNA-m6A [32] SVM
physical–chemical property,

mono-nucleotide binary
encoding, NCP

Human 47,248
accessibleMouse 92,067

Cat 30,184

m6A-NeuralTool
[29]

CNN, SVM, NB one-hot-encoding

S. cerevisiae 6540

accessible
A. thaliana 4200

Mus musculus 1450
H. sapiens 2260

TS-m6A-DL [30] CNN one-hot-encoding
Human 47,248

accessibleMouse 92,070
Cat 30,184

m6A-neural-
network

[35]
CNN, BiGRU

one-hot-encoding,
sequence features,

KNF

Human 47,248
inaccessibleMouse 92,070

Cat 30,184

Abbreviation in Feature encoding scheme: localPSDF, local position-specific dinucleotide frequency; ENAC, enhanced
nucleic acid composition; KNF, K-mer nucleotide frequency; NF, nucleotide frequency; PSTNP, position-specific trinu-
cleotide propensity; pseDNC, pseudo dinucleotide composition; NCP, nucleotide chemical property. Abbreviation in
Classifier: XGBoost, extreme gradient boosting; RF, random forest; GRU, gated recurrent unit; LR, logistic regression;
LightGBM, light gradient boosting machine; SVM, support vector machine; NB, naive bayes. Abbreviation in Species:
S. cerevisiae, Saccharomyces cerevisiae; H. sapiens, Homo sapiens; A. thaliana, Arabidopsis thaliana.

Furthermore, the bidirectional encoder representations from the transformers (BERT)
model, which is one of the self-attention-based deep learning architectures, have achieved
state-of-the-art performance in the field of natural language processing (NLP) [36,37]. As a
genomic version of pre-trained BERT models, DNABERT could obtain global and trans-
ferrable understanding of DNA sequences based on upstream and downstream nucleotide
contexts [38], which has been fine-tuned for the recognition of DNA enhancers [39], identifi-
cation of DNA methylations [40], and prediction of RNA-protein interactions [41]. Inspired
by these previous studies, we put forward an ensemble deep learning framework, named
m6A-BERT-Stacking, for further improving the tissue-specific identification of m6A sites in
different species. M6A-BERT-Stacking first adopted two feature representation techniques,
i.e., di ribonucleotide index of RNA (DiNUCindex_RNA) and k-mer word segmenta-
tion, and established three sub-models, including residual networks with convolutional
block attention module (Resnet-CBAM), BiLSTM with attention (BiLSTM-Attention), and
DNABERT. Then, a fully connected network was constructed to integrate the outputs of
these sub-models for the final prediction of m6A sites based on the stacking scheme. In
order to objectively evaluate the performance of m6A-BERT-Stacking, five-fold CV and
independent test were performed on benchmark datasets of three different species. The
comprehensive comparison results suggested that the proposed model achieved compet-
itive performance and could serve as a helpful tool for the precise location of m6A sites.
Figure 1 illustrates the workflow diagram of the m6A-BERT-Stacking method. The novelty
of our model lies in the two aspects: (1) the knowledge from the pre-trained DNABERT
model was extracted as feature embeddings and applied to represent the m6A sites for
the first time; and (2) the stacking strategy was adopted to integrate the outputs of three
deep learning models for improving the overall prediction accuracy and the robustness of
our model.
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2. Materials and Methods
2.1. Benchmark Datasets

Constructing a high-quality benchmark dataset is the critical step for establishing a
robust and efficient classification model. In the present work, we trained and evaluated
the proposed method on the benchmark datasets constructed by Dao et al. [32], which
include 11 training datasets and 11 independent datasets in different tissues of human
(brain, liver, and kidney), mouse (brain, liver, heart, testis, and kidney), and rat (brain, liver,
and kidney). Specifically, each dataset contains the same number of positive and negative
samples, where all samples are 41-length RNA sequences with the adenine at the center. To
reduce the homology bias, the redundant sequences with sequence similarity above 80%
were removed by using the CD-HIT software v4.5.7 [42]. The detailed information on the
benchmark datasets is listed in Table 2.

Table 2. The information of benchmark datasets adopted in this study.

Species Tissues Name
Training Dataset Independent Dataset

Positive Negative Positive Negative

Rat
Brain R_b 2352 2352 2351 2351

Kidney R_k 3433 3433 3432 3432
Liver R_l 1762 1762 1762 1762

Mouse

Brain M_b 8025 8025 8025 8025
Heart M_h 2201 2201 2200 2200

Kidney M_k 3953 3953 3952 3952
Liver M_l 4133 4133 4133 4133
Testis M_t 4707 4707 4706 4706

Human
Brain H_b 4605 4605 4604 4604

Kidney H_k 4574 4574 4573 4573
Liver H_l 2634 2634 2634 2634

2.2. Feature Encoding Algorithms

Feature encoding plays a key role in improving the performance of a machine learning
or deep learning model. In this study, we transformed the RNA sequences into feature
matrices by utilizing DiNUCindex_RNA [43] and k-mer word segmentation [44].

2.2.1. DiNUCindex_RNA

The nucleotide is the basic composition of RNA, and its physical and chemical prop-
erties can affect the genetic characteristics of RNA sequences to some extent. There are
4× 4 = 16 different dinucleotides (2-mers) in an RNA sequence. Each dinucleotide has
22 different physical–chemical (PC) properties in the specific databases such as DiProDB [45]
and KNIndex [46], including pc1: Slide, pc2: Adenine content, pc3: Hydrophilicity, pc4:
Stacking energy, and so on.
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If the length of an RNA sequence D is L nt, its intuitive expression is

D = R1R2R3 · · · RL−1RL, Ri ∈ {A, C, G, U},

where Ri represents the i-th nucleic acid in the RNA sequence, and L = 41 in this study.
DiNUCindex_RNA replaces dinucleotides in the sequence with their PC properties.

Hence, the RNA sequence D can be transformed into a PC matrix of 22× 40 dimension
as follows:

PC =


pc1(R1R2) pc1(R2R3) · · · pc1(R40R41)
pc2(R1R2) pc2(R2R3) · · · pc2(R40R41)

...
...

...
pc22(R1R2) pc22(R2R3) · · · pc22(R40R41)

. (1)

2.2.2. K-mer Word Segmentation

The second feature encoding technique is k-mer word segmentation, which could
capture the relationship between nucleotides and achieve superior performance compared
to one-hot encoding when used for the prediction of DNA m6A sites [44].

For the k-mer word segmentation of RNA sequences, we constructed the word dictio-
nary (RNA_WD) as follows:

RNAWD =
{

W1 : 0, W2 : 1, W3 : 2, · · · , W4k−1 : 4k − 2, W4k : 4k − 1
}

,

where Wi

(
1 ≤ i ≤ 4k

)
represents the i-th possible k-mer. According to RNA_WD, the RNA

sequence with the length of L can be mapped to a numerical vector with the dimension of
L − k + 1 by sliding the fixed-length window.

In this study, the value of parameter k was set to 3 based on the prepared test results
of Huang et al. [44]. Thus, the 39-dimensional feature vectors were finally obtained to
represent the RNA sequence samples.

2.3. Deep Learning Model Architecture
2.3.1. Resnet-CBAM

CNN is one of the widely used deep learning techniques, which can automatically
collect all worthwhile information from the features of RNA sequences during the training
process. However, when trying to use deeper networks, a degradation problem is likely to
emerge: as the depth of the network increases, the accuracy becomes saturated and then
degrades rapidly [47]. To avoid this problem and achieve a balance between model accu-
racy and stability, a 50-layer residual neural network (Resnet) with a convolutional block
attention module (CBAM) [48], called Resnet-CBAM, was adopted in the present study.

We redesigned the network structure of Resnet-CBAM according to the size of our
input feature matrix. Figure 2 shows the overall network structure of Resnet-CBAM. In
Figure 2a, 3× 2 Conv and Batch Norm2d represent the meaning of the convolution (Conv)
layer with kernel size 3× 2 and 2-dimensional batch normalization (BN) layer. 3× 2 max
pool and 1× 2 avg pool stand for maximum (max) pooling layer with kernel size 3× 2 and
average (avg) pooling layer with kernel size 1× 2, respectively. Further, Residuals 1, 2, 3,
and 4 mean diffident structures of residual blocks. The structural details of the individual
residual blocks are shown in Figure 2b and the specific parameters of the network structure
are available in Supplementary Table S1. As shown in Figure 2b, the residual block module
was designed by using two sequential sub-modules, i.e., channel attention and spatial
attention, which can adaptively recalibrate the intermediate feature maps.
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2.3.2. BiLSTM-Attention

LSTM is an architecture of recurrent neural network (RNN), which is suitable for
specific tasks related to sequential data, such as NLP and time series [49]. However, the
LSTM network processes sequences in chronological order, which ignores connections
between contexts. In order to access the future and past context of the current state, BiLSTM
extends the unidirectional LSTM network by introducing the second layer, where the
hidden-to-hidden connections flow in the opposite temporal order. Therefore, BiLSTM can
incorporate forward and backward information in a sequence and capture the interrelation
throughout the sequence [49,50].

In this work, BiLSTM combined with attentive neural networks [51] was introduced
to address the difficulty of learning a reasonable vector representation for the model. The
model structure of BiLSTM-Attention is shown in Figure 3. Specifically, w1, w2, · · · , wn
mean the feature vectors obtained by the k-mer word segmentation and e1, e2, · · · , en
represent word vectors processed by the word embedding layer, where n is the length

of the input. In addition,
→
h1,
→
h2, · · · ,

→
hn and

←
h1,
←
h2, · · · ,

←
hn denote forward and backward

values produced by LSTM layers, which are combined with different attention weights
a1, a2, · · · , an. The dense layer was designed to reduce the dimensionality of the output
from the preceding layer and then generate the final classification result.

Symmetry 2023, 15, x FOR PEER REVIEW 6 of 15 
 

 

network structure are available in Supplementary Table S1. As shown in Figure 2b, the 
residual block module was designed by using two sequential sub-modules, i.e., channel 
attention and spatial attention, which can adaptively recalibrate the intermediate feature 
maps. 

 
Figure 2. The structure of the Resnet-CBAM framework. (a) The specific structure of Resnet-CBAM; 
(b) the structure of the residual block. 

2.3.2. BiLSTM-Attention 
LSTM is an architecture of recurrent neural network (RNN), which is suitable for 

specific tasks related to sequential data, such as NLP and time series [49]. However, the 
LSTM network processes sequences in chronological order, which ignores connections 
between contexts. In order to access the future and past context of the current state, 
BiLSTM extends the unidirectional LSTM network by introducing the second layer, where 
the hidden-to-hidden connections flow in the opposite temporal order. Therefore, BiLSTM 
can incorporate forward and backward information in a sequence and capture the inter-
relation throughout the sequence [49,50].  

In this work, BiLSTM combined with attentive neural networks [51] was introduced 
to address the difficulty of learning a reasonable vector representation for the model. The 
model structure of BiLSTM-Attention is shown in Figure 3. Specifically, 𝑤ଵ, 𝑤ଶ, ⋯ , 𝑤௡ 
mean the feature vectors obtained by the k-mer word segmentation and 𝑒ଵ, 𝑒ଶ, ⋯ , 𝑒௡ rep-
resent word vectors processed by the word embedding layer, where 𝑛 is the length of the 
input. In addition, ℎଵሬሬሬሬ⃗ , ℎଶሬሬሬሬ⃗ , ⋯ , ℎ௡ሬሬሬሬ⃗  and ℎଵሬ⃖ሬሬሬ, ℎଶሬ⃖ሬሬሬ, ⋯ , ℎ௡ሬ⃖ሬሬሬ denote forward and backward values 
produced by LSTM layers, which are combined with different attention weights 𝑎ଵ, 𝑎ଶ, ⋯ , 𝑎௡. The dense layer was designed to reduce the dimensionality of the output 
from the preceding layer and then generate the final classification result.  

 
Figure 3. The structure of the BiLSTM-Attention framework. Figure 3. The structure of the BiLSTM-Attention framework.

2.3.3. Fine-Tuned DNABERT

BERT has received much attention in recent years because of its superior technology
applicable to a wide range of tasks in various fields [52]. Inspired by the excellent perfor-
mance of BERT, DNABERT was proposed to decipher the language of non-coding DNA by
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capturing upstream and downstream nucleotide contexts with attention mechanism [38].
More importantly, the pre-trained DNABERT model can be fine-tuned for many other tasks
of sequence analysis. Since RNA and DNA sequences have similar base compositions, their
syntax and semantics remain largely the same. The only difference is that RNA contains
the base uracil (U) instead of the thymine (T) in DNA. The model parameters of DNABERT
were transferred and initialized to fit the task of m6A sites prediction in this study.

The certain structure of DNABERT is shown in Figure 4. Specifically, we tokenized an
RNA sequence with the k-mer representation and added two special tokens, i.e., [CLS] and
[SEP], at both ends, which stand for classification token and separation token, respectively.
In the pre-training step, sequential k-length spans of certain k-mers were masked, while the
tokenized sequence was directly input into the embedding layer in the fine-tuning step.
Furthermore, the same architecture with DNABERT was adopted in our model, which is
composed of 12 transformer layers with 12 attention heads in each layer.
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2.3.4. Fully Connected Network

The outputs of Resnet-CBAM, BiLSTM-Attention, and fine-tuned DNABERT were fed
into a fully connected network with double layers. The first layer consisted of six neurons,
and the second layer contained two units for predicting two classes (m6A samples and
non-m6A samples). Additionally, the sigmoid activation function was selected to normalize
the result of the output layer. Obviously, the performance of three sub-models determined
the weights of their influence on the final classification result. This stacking-based ensemble
learning often could improve the classification accuracy and generalization capability of
the model.
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2.4. Performance Assessment

In this study, we adopted the 5-fold CV and the independent test to evaluate the
performance of the proposed model. Additionally, four criteria, i.e., sensitivity (Sen),
specificity (Spe), accuracy (Acc), and Matthews correlation coefficient (MCC) were used to
assess the predictive ability of our method. They are defined as the following equations:

Sen =
Tp

Tp + Fn
, (2)

Spe =
Tn

Tn + Fp
, (3)

Acc =
Tp + Tn

Tp + Fp + Fn + Tn
, (4)

MCC =
Tp × Tn − Fp × Fn√(

Tp + Fp
)(

Tp + Fn
)(

Tn + Fp
)
(Tn + Fn)

, (5)

where Tp, Fp, Tn, Fn denote the numbers of the true positive, false positive, true negative,
and false negative samples, respectively.

To better illustrate the classification efficiency of the proposed method, we also drew
the receiver operating characteristic (ROC) curves by setting the true positive rate (i.e.,
Sen) and the false positive rate (i.e., 1-Spe) as the vertical axis and the horizontal axis,
respectively. In addition, the area under the ROC curve (AUROC) was concomitantly used
as another indicator for evaluating the performance of our model.

3. Results and Discussions
3.1. Fine-Tuned DNABERT Attention Analysis

In this section, we investigated whether the fine-tuned DNABERT can capture impor-
tant biological information by analyzing the nucleotide distribution of RNA sequences and
the region of attention mechanism concern. A popular web-based tool called Two-Sample
Logo [53] was performed to illustrate the compositional biases between m6A and non-m6A
sites. The result of the H_b dataset was shown in Figure 5, and the ones of other datasets
were described in Supplementary Figure S1.
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Figure 5. The nucleotide composition preferences between positive and negative samples on the
H_b dataset.

As illustrated in Figure 5, the sequence context around a potential site is represented
by a sequence window of 41 nucleotides, with the modification site at the center and
the enriched or depleted nucleotides in the positive samples located above or below the
horizontal axis. Clearly, the significant differences between m6A samples and non-m6A
samples are that guanine (G) and cytosine (C) are relatively enriched around the m6A
sites, while U and adenine (A) are prone to gather around the non-m6A sites. Thus, it is
feasible to explore a computational method to predict potential m6A sites only based on
sequence information.
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In addition, we utilized the visualization module of DNABERT to illustrate the impor-
tant regions that contribute to the model decisions. Figure 6 shows the learned attention
maps of the H_b dataset in 12 DNABERT attention layers, where the vertical axis means the
locations of the input sequences. As we can see, the locations of 12 multi-head self-attention
focus layers happen to appear downstream of the center (boxed regions), which is consis-
tent with the result displayed in Figure 5. It suggests that DNABERT could correctly focus
on important regions of known m6A sites and learn informative feature representation
from input sequences.
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3.2. Validity of Resnet-CBAM and BilSTM-Attention

The traditional machine learning classifiers rely on manual feature processing and
extraction, while deep learning models could learn the representation of the data by
automatically extracting highly abstracted features. In this section, the t-distributed stochas-
tic neighbor embedding (t-SNE) technique was adopted to illustrate the effectiveness of
Resnet-CBAM and BiLSTM-Attention for feature learning by reducing the dimensions of
feature spaces.

Figure 7 illustrates the sample distribution of the H_b dataset in a two-dimensional
space. As can be seen from Figure 7a,c, it is difficult to visually distinguish m6A sites from
non-m6A sites with the original features extracted by DiNUCindex_RNA and k-mer word
segmentation. Based on the feature representations learned after the Resnet-CBAM and
BiLSTM-Attention models, the margins between m6A sites and non-m6A sites became
more clearly separated, as seen in Figure 7b,d. These results indicate that our models could
learn feature representations effectively.

Symmetry 2023, 15, x FOR PEER REVIEW 9 of 15 
 

 

to explore a computational method to predict potential m6A sites only based on sequence 
information. 

In addition, we utilized the visualization module of DNABERT to illustrate the im-
portant regions that contribute to the model decisions. Figure 6 shows the learned atten-
tion maps of the H_b dataset in 12 DNABERT attention layers, where the vertical axis 
means the locations of the input sequences. As we can see, the locations of 12 multi-head 
self-attention focus layers happen to appear downstream of the center (boxed regions), 
which is consistent with the result displayed in Figure 5. It suggests that DNABERT could 
correctly focus on important regions of known m6A sites and learn informative feature 
representation from input sequences. 

 
Figure 6. Visualization of attention and context. 

3.2. Validity of Resnet-CBAM and BilSTM-Attention 
The traditional machine learning classifiers rely on manual feature processing and 

extraction, while deep learning models could learn the representation of the data by au-
tomatically extracting highly abstracted features. In this section, the t-distributed stochas-
tic neighbor embedding (t-SNE) technique was adopted to illustrate the effectiveness of 
Resnet-CBAM and BiLSTM-Attention for feature learning by reducing the dimensions of 
feature spaces.  

Figure 7 illustrates the sample distribution of the H_b dataset in a two-dimensional 
space. As can be seen from Figure 7a,c, it is difficult to visually distinguish m6A sites from 
non-m6A sites with the original features extracted by DiNUCindex_RNA and k-mer word 
segmentation. Based on the feature representations learned after the Resnet-CBAM and 
BiLSTM-Attention models, the margins between m6A sites and non-m6A sites became 
more clearly separated, as seen in Figure 7b,d. These results indicate that our models 
could learn feature representations effectively. 

  
(a) (b) 

Figure 7. Cont.



Symmetry 2023, 15, 731 10 of 15Symmetry 2023, 15, x FOR PEER REVIEW 10 of 15 
 

 

  
(c) (d) 

Figure 7. Distribution of m6A sites and non-m6A sites in the two-dimensional feature space. (a) 
Feature space extracted from DiNUCindex_RNA; (b) feature space after Resnet-CBAM; (c) feature 
space extracted from k-mer word segmentation; (d) feature space after BiLSTM-Attention. 

3.3. Performance of Ensemble Models 
In this section, we assess the performance of five models on the 11 training datasets 

by using the five-fold CV, including three individual models (i.e., BiLSTM-Attention, Res-
net-CBAM, and fine-tuned DNABERT), and two ensemble models with different integra-
tion schemes (i.e., voting and stacking). The Acc metrics of these models are presented in 
Figure 8.  

 
Figure 8. Performance comparison of models before and after ensemble. 

In Figure 8, three single models have their respective strengths and shortcomings in 
different datasets. Specifically, the BiLSTM-Attention model achieved the highest Acc val-
ues on the H_l, H_k, M_b, M_l, M_k, M_h, and R_b datasets, while the fine-tuned 
DNABERT model obtained the best Acc values on the H_b, M_t, R_l, and R_k datasets. 
Two ensemble models outperformed the single models on the most of 11 datasets. By 
comparison, m6A-BERT-Stacking performed better than other predictors. The ROC 
curves were also plotted in Figure 9 to further measure the performance of m6A-BERT-
Stacking on the independent datasets, with the AUROC values higher than 0.81. 

Figure 7. Distribution of m6A sites and non-m6A sites in the two-dimensional feature space. (a) Fea-
ture space extracted from DiNUCindex_RNA; (b) feature space after Resnet-CBAM; (c) feature space
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3.3. Performance of Ensemble Models

In this section, we assess the performance of five models on the 11 training datasets by
using the five-fold CV, including three individual models (i.e., BiLSTM-Attention, Resnet-
CBAM, and fine-tuned DNABERT), and two ensemble models with different integration
schemes (i.e., voting and stacking). The Acc metrics of these models are presented in Figure 8.
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Figure 8. Performance comparison of models before and after ensemble.

In Figure 8, three single models have their respective strengths and shortcomings
in different datasets. Specifically, the BiLSTM-Attention model achieved the highest Acc
values on the H_l, H_k, M_b, M_l, M_k, M_h, and R_b datasets, while the fine-tuned
DNABERT model obtained the best Acc values on the H_b, M_t, R_l, and R_k datasets.
Two ensemble models outperformed the single models on the most of 11 datasets. By
comparison, m6A-BERT-Stacking performed better than other predictors. The ROC curves
were also plotted in Figure 9 to further measure the performance of m6A-BERT-Stacking
on the independent datasets, with the AUROC values higher than 0.81.
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3.4. Performance Comparison with Existing Methods

To the best of our knowledge, there are several computational tools for tissue-specific
prediction of m6A sites on the same datasets, including TS-m6A-DL [30], im6A-TS-CNN [31],
iRNA-m6A [32], and m6A-neural-network [35]. For the sake of a fair comparison with
the state-of-the-art predictors, we adopted the same training datasets and CV methods
to objectively evaluate the proposed model. The corresponding comparison results were
provided in Table 3 in terms of five common metrics, i.e., Acc, Sen, Spe, MCC, and AUROC
by using the five-fold CV.

Table 3. Performance comparison on the training datasets by using the five-fold CV.

Name Methods Acc Sen Spe MCC AUROC

H_b

Our model 0.747 0.812 0.681 0.498 0.827
TS-m6A-DL 0.738 0.812 0.664 0.482 0.809
iRNA-m6A 0.711 0.695 0.73 0.42 0.785

im6A-TS-CNN 0.727 0.752 0.702 0.454 0.806
m6A-neural-network 0.746 0.818 0.674 0.497 /

H_k

Our model 0.806 0.838 0.775 0.614 0.888
TS-m6A-DL 0.802 0.804 0.799 0.604 0.88
iRNA-m6A 0.778 0.771 0.784 0.56 0.857

im6A-TS-CNN 0.792 0.8 0.785 0.585 0.873
m6A-neural-network 0.798 0.823 0.773 0.597 /

H_l

Our model 0.815 0.857 0.773 0.632 0.89
TS-m6A-DL 0.805 0.82 0.79 0.611 0.878
iRNA-m6A 0.79 0.782 0.799 0.58 0.868

im6A-TS-CNN 0.799 0.848 0.75 0.601 0.881
m6A-neural-network 0.809 0.841 0.777 0.62 /

M_b

Our model 0.792 0.806 0.775 0.582 0.876
TS-m6A-DL 0.787 0.829 0.746 0.577 0.872
iRNA-m6A 0.783 0.772 0.794 0.57 0.861

im6A-TS-CNN 0.785 0.862 0.707 0.577 0.872
m6A-neural-network 0.792 0.829 0.758 0.589 /
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Table 3. Cont.

Name Methods Acc Sen Spe MCC AUROC

M_h

Our model 0.757 0.831 0.684 0.521 0.835
TS-m6A-DL 0.75 0.793 0.707 0.502 0.823
iRNA-m6A 0.713 0.705 0.721 0.43 0.788

im6A-TS-CNN 0.736 0.758 0.714 0.472 0.816
m6A-neural-network 0.753 0.803 0.703 0.509 /

M_k

Our model 0.819 0.814 0.824 0.638 0.898
TS-m6A-DL 0.807 0.842 0.773 0.616 0.889
iRNA-m6A 0.793 0.784 0.803 0.59 0.87

im6A-TS-CNN 0.808 0.805 0.81 0.615 0.886
m6A-neural-network 0.814 0.842 0.786 0.629 /

M_l

Our model 0.736 0.786 0.686 0.474 0.816
TS-m6A-DL 0.72 0.78 0.66 0.443 0.791
iRNA-m6A 0.688 0.678 0.699 0.38 0.762

im6A-TS-CNN 0.716 0.756 0.676 0.433 0.793
m6A-neural-network 0.73 0.753 0.707 0.461 /

M_t

Our model 0.78 0.772 0.789 0.561 0.867
TS-m6A-DL 0.764 0.842 0.686 0.535 0.843
iRNA-m6A 0.735 0.722 0.751 0.47 0.818

im6A-TS-CNN 0.762 0.835 0.689 0.529 0.847
m6A-neural-network 0.769 0.816 0.722 0.541 /

R_b

Our model 0.783 0.773 0.793 0.566 0.866
TS-m6A-DL 0.772 0.813 0.732 0.547 0.854
iRNA-m6A 0.751 0.739 0.765 0.5 0.827

im6A-TS-CNN 0.77 0.781 0.758 0.539 0.852
m6A-neural-network 0.775 0.797 0.752 0.55 /

R_k

Our model 0.838 0.848 0.828 0.676 0.914
TS-m6A-DL 0.832 0.852 0.813 0.666 0.908
iRNA-m6A 0.814 0.802 0.828 0.63 0.897

im6A-TS-CNN 0.827 0.849 0.806 0.655 0.908
m6A-neural-network 0.834 0.848 0.82 0.669 /

R_l

Our model 0.82 0.844 0.796 0.64 0.903
TS-m6A-DL 0.81 0.854 0.765 0.622 0.885
iRNA-m6A 0.799 0.777 0.823 0.6 0.876

im6A-TS-CNN 0.802 0.845 0.759 0.607 0.885
m6A-neural-network 0.815 0.841 0.788 0.63 /

Referring to Table 3, our model exhibited the best performance in terms of Acc
(0.736~0.838) and AUROC (0.816~0.914) on all the datasets. In addition, our model achieved
the highest Sen values on the H_k, H_l, M_h, and M_l datasets, the highest Spe values
on the M_k, M_t, R_b, and R_k datasets, and the highest MCC values except for the M_b
dataset. In terms of the other metrics on some datasets, m6A-BERT-Stacking also showed
acceptable performance compared with the other models. Moreover, the results of indepen-
dent tests on the H_b datasets are shown in Figure 10 and the ones on the other independent
datasets are graphically represented in Supplementary Figure S2, which leads to similar
conclusions as those in Table 3. These comparisons demonstrate that m6A-BERT-Stacking
was efficient, robust, and promising for the annotation of m6A sites and could at least play
a complementary role in existing methods.
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4. Conclusions

Even though considerable efforts have been made so far, tissue-specific identifica-
tion of m6A sites solely from sequence information still remains a challenging issue in
bioinformatics. In this work, we proposed an ensemble computational tool, called m6A-
BERT-Stacking, for further improving the prediction of m6A sites based on three hybrid
deep learning models. DiNUCindex_RNA and 3-mer word segmentation were introduced
to capture the sequence-order and position-specific information. The five-fold CV and
the independent test were performed on the 11 benchmark datasets to comprehensively
estimate the predictive efficiency of m6A-BERT-Stacking, respectively. Compared with the
existing state-of-the-art predictors, the proposed method exhibited superior performance
and could serve as a useful tool for enhancing the annotation levels of m6A sites. In future
work, we aim to keep improving our model in three main ways. First, we will collect more
m6A sites from the published work and the RNA modification database and construct
a larger dataset to train our model, thereby avoiding the risk of overfitting. Second, the
cross-species or cross-tissues validation will be expected to demonstrate the nucleotide
distribution patterns around the m6A sites among different species or tissues. Third, we
will develop a user-friendly web server for the public use, not limited to providing the
source code of the model.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/sym15030731/s1, Table S1: The structural details of the individual
residual blocks; Figure S1: The nucleotide composition preferences between positive and negative
samples on the remaining 10 datasets; Figure S2: Performance comparison between different models
on the remaining 10 datasets.
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