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Abstract: The task of analyzing sentiment has been extensively researched for a variety of languages.
However, due to a dearth of readily available Natural Language Processing methods, Urdu sentiment
analysis still necessitates additional study by academics. When it comes to text processing, Urdu has
a lot to offer because of its rich morphological structure. The most difficult aspect is determining
the optimal classifier. Several studies have incorporated ensemble learning into their methodology
to boost performance by decreasing error rates and preventing overfitting. However, the baseline
classifiers and the fusion procedure limit the performance of the ensemble approaches. This research
made several contributions to incorporate the symmetries concept into the deep learning model
and architecture: firstly, it presents a new meta-learning ensemble method for fusing basic machine
learning and deep learning models utilizing two tiers of meta-classifiers for Urdu. The proposed
ensemble technique combines the predictions of both the inter- and intra-committee classifiers on two
separate levels. Secondly, a comparison is made between the performance of various committees of
deep baseline classifiers and the performance of the suggested ensemble Model. Finally, the study’s
findings are expanded upon by contrasting the proposed ensemble approach efficiency with that of
other, more advanced ensemble techniques. Additionally, the proposed model reduces complexity,
and overfitting in the training process. The results show that the classification accuracy of the baseline
deep models is greatly enhanced by the proposed MLE approach.

Keywords: sentiment analysis; Urdu sentiment analysis (USA); machine learning; deep learning;
natural language processing; meta-learning ensemble (MLE)

1. Introduction

The emergence of social media platforms has enabled the dissemination of information
and perspectives on numerous global topics. Internet users share ideas, information,
and sentiments about products, events, services, and political topics. People can debate a
wide variety of topics, issues, and challenges on social media communication platforms like
Facebook, Twitter, Instagram, and YouTube, and they can articulate themselves in a different
way, including text, photographs, and videos. Such a plethora of freely accessible data
has led to the creation of intelligent sentiment analysis technologies to help corporations,
institutions, and organizations make better decisions [1]. The proposed algorithm that we
developed serves a variety of functions, all of which will be discussed in further depth in
the following sections.

Symmetry 2023, 15, 645. https://doi.org/10.3390/sym15030645 https://www.mdpi.com/journal/symmetry

https://doi.org/10.3390/sym15030645
https://doi.org/10.3390/sym15030645
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0001-6210-4487
https://orcid.org/0000-0003-1536-2285
https://orcid.org/0000-0003-0211-5461
https://orcid.org/0000-0001-7507-5267
https://orcid.org/0000-0001-9234-5898
https://orcid.org/0000-0001-8318-3794
https://doi.org/10.3390/sym15030645
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym15030645?type=check_update&version=2


Symmetry 2023, 15, 645 2 of 24

To date, most research has been carried out on English language for sentiment analysis
(SA) [2]. However, since the rise of social media, people are more likely to talk about how
they feel in their own languages. So, SA needs to be used in other languages as well, so
that important information that might be presented in different languages and ways does
not get missed. Pakistan’s official national language is Urdu, and it is more widely spoken
in South Asia [3–9]. Urdu is spoken by more than 100 million people worldwide. It is
an Indo-Aryan language. It employs the segmental writing technique and Arabic script
in cursive format (Nastaliq style). Urdu’s advanced vocabulary is derived from Persian
and Arabic, while its everyday vocabulary is derived from the native languages of South
Asia [10]. Urdu lacks capitalization, making it harder to recognize proper nouns, titles,
acronyms, and abbreviations. Similar to Arabic and Persian, vowels are rare and optional
in written Chinese. [11] Thus, words are frequently predicted using context. Urdu is a
language with a free word order (Subject Object Verb) [12]. The boundary between words
is not always distinguishable such as (she is very beautiful) is understandable,
although it has no space between words. Word order in Urdu sentence may be different,
but the meaning would remain the same such as and have the same sense.

Urdu is based on a system called “abjad.” This method dictates that long vowels and
consonants must be written, whereas diacritics (short vowels) are optional in the Urdu
language. It is a language that can be read in both directions, with left-to-right numbered
sequence and characters are written in the opposite direction of the text, going from right
to left. When the letters of a word are put together, they take on different shapes based on
what the word means. A character can have up to four different shapes, which are called
initial, medial, final, and isolated. There are numerous barriers that make SA of the Urdu
language difficult, such as the fact that Urdu has both formal and informal verb forms,
as well as masculine and feminine genders for each noun. Because of the syntactic and
morphological peculiarities of Urdu, the difficulty of executing SA in that language has
not been investigated to a great extent. Sentiment analysis implementations in Urdu are
limited due to the following issues.

• A disregard for the situation

The resources currently available on the internet are predominantly written in widely
spoken languages such as English, Spanish, Chinese, and others. As a result, these widely
used languages have emerged as the most important topic of study over the past few
decades. In addition, the inherent characteristics of Urdu have contributed to the delay
in people’s interest in studying its script, which has hampered the progress that has
been made.

• Distinctions from a variety of other languages

Due to the various inherent distinctions that exist among Urdu and other languages,
the SA methodologies that are now in use are not suitable for Urdu. For example, there
is no capitalization, no grammatical or morphological qualities, and the word order is
completely arbitrary.

There have only been a handful of research studies conducted on the use of the Urdu
language to undertake sentiment analysis. Despite its widespread use, Urdu sentiment
analysis has yet to be thoroughly investigated; the majority of existing literature studies
are focused on different aspects of language processing [13,14]. This is because those in
charge of the restoration of the Urdu language have shown little enthusiasm in the develop-
ment, and there are not enough linguistic resources available. Various Deep Learning(DL)
techniques have been successfully used for different natural language processing (NLP)
tasks [15–17]. A lot of research has been conducted on SA [4–9], where information only
gathered from written text. This text could be a review of a movie, a tweet, or an update or
comment on Facebook. The context has a considerable impact on the meaning of a phrase;
for instance, sardonic and other forms of mocking language are difficult to identify. Awais
and Shoaib [18] investigated the use of several techniques used for sentiment analysis for
other languages including English and reported that these techniques fail to replicate the
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same results for Urdu. Recent research has highlighted the importance of conducting a
thorough investigation into machine and deep learning-based methods for Urdu SA [19].
Our primary goal in carrying out this research is to evaluate the efficacy of meta learning
ensemble models (MLE) for Urdu language as no previous study have tested its effective-
ness for the task of sentiment analysis in Urdu language. The contribution of this research
are as follows:

i. A novel Urdu SA mechanism is proposed that systematically combines ML&DL
baseline models with 2-tiers of shallow meta-learners to produce an ensemble
of models.

ii. For the purpose of text classification, we train many deep learning models utilizing
public benchmark datasets of varying network architectures.

iii. Experiments are run to compare the proposed ensemble technique to single deep
learning models.

iv. We further the experiments by contrasting the suggested ensemble method’s results
with those of other, more conventional ensemble methods.

v. We look into how the different kinds of predictions made by deep learning models
affect the suggested ensemble approach.

vi. We investigated the efficacy of MLE model in low-resource languages like Urdu
because, to the best of our knowledge, no prior study demonstrates its application
for Urdu sentiment analysis.

This paper continues in the following way: Section 2 presents relevant literature.
Section 3 explains Urdu SA’s methodology and framework. Section 4 describes the exper-
imental dataset and describes the outcomes. Section 5 summarizes and suggests further
research subjects.

2. Literature Review

Sentiment analysis and the use of ensemble learning for classification purposes using
either machine or deep learning are highlighted here. Additionally, a basic overview of
sentiment analysis in Urdu will be provided.

2.1. Methods for Sentiment Analysis

Many prior studies of sentiment analysis relied on supervised machine learning
techniques [20]. Support Vector Machine (SVM), Latent Dirichlet Allocation (LDA), Naive
Bayes (NB), and artificial neural networks (ANN) are utilized to determine user sentiment
from text [21,22]. Supervised methods are time-consuming and demanding of enormous
amounts of training data. Unsupervised lexicon-based approaches were proposed [23,24]
and are easy to implement and can be scaled quickly and easily. They rely extensively on
the lexicon, making them less accurate [24,25]. Domain dependency makes lexicon-based
approaches less suitable to domains without specialized lexicons.

Few researchers integrated supervised and lexicon-based approaches [26,27].
Zhang et al. [28] suggested a two-stage method for entity-level SA of tweets, with the
first phase being a lexicon-based algorithm with high precision. A combination of
lexicon-based and machine learning techniques has also been proposed, by Mudi-
ans et al. [29]. When compared to lexicon-based approaches, their strategy outper-
formed its competitors in detecting polarity and the intensity of sentiment and pro-
vided more precise justification and explanation than statistical methods. Ghiassi
and Lee [30] recently suggested a new hybrid method for sentiment categorization
by discovering and reducing a Twitter-specific vocabulary set. Chikersal et al. [31]
presented a mix of ML and lexicon-based sentiment polarity approaches. In classifying
user reviews, the hybrid strategy outperformed statistics and lexicon-based methods.
Many studies have proposed using ensemble learning for sentiment analysis. Ensemble
learning methods outperformed baseline classifiers. Research [32,33] used ensemble
bagging to classify sentiment. Another study [34] suggested two ensemble approaches
for sentiment analysis classification: majority voting and stacking. In [35], researchers
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employed bagging and boosting to analyze tweet sentiment. KNN, SVM, and logistic
regression were applied to sentiment140 [36].

Most recent DNN-based sentiment analysis studies have focused on word embedding
or using DNNs for classification or clustering. Word embeddings capture similarity and
lexical links [37]. Few researchers presented sentiment-aware word vectors to convey
context. Large sentiment lexicons and supervised algorithms [38–40] are used to build
these vectors. CNNs extract local features for sentiment analysis. These models are helpful
when local patterns like n-grams are important in a long text. Many different languages
and dialects use deep learning classification methods to categorize texts. The Russian
encoder with transformers was used by Smetanin and Komarov [41]. CNN models to
Roman, Spanish, and English have only been utilized in a small number of studies [42,43].
Arab Egyptian, Chinese, Emirati dialects, and Bengali have all had LSTM models applied
to them [44,45].

Recent deep learning work has incorporated ensemble learning to deep learning
classifiers. Ensemble approaches have improved deep learning performance in several
disciplines. Akhtar et al. [46] suggested a multi-task ensemble architecture for sentiment,
emotion, and intensity prediction. They used voting and stacking on LSTM, CNN, and GRU.
Heikal et al. [47] implemented voting ensemble to CNN and LSTM model outputs using
ASTD [48]. Minaee et al. [49] presented a voting ensemble by averaging CNN and LSTM
predictions on IMDB reviews [49,50].

2.2. URDU Sentiment Analysis

Some research studies have been conducted in the domain of Urdu sentiment analysis.
SentiUnits [51] were generated by detecting sentiment words/sentences. Along the word,
this comprised orthographic, phonological, syntactic, and morphological aspects. The po-
larity of the SentiUnits was added to compute the polarity of the sentence. Later in the work
Syed et al. [52], used shallow parsing chunking to correlate SentiUnits with their objectives.
Nominal assessment head words and modifiers were added to the lexicon. By locating all
of the intended SentiUnits, the polarity of the sentences may be calculated. syed et al. [53]
presented SenitUnits in JSON format and a two-step categorization method. They included
context-dependent phrases, intensifiers, and verbs for lexicon-based SA. Lexicon-based
approaches for sentiment categorization beat supervised machine learning [54].

As sentiment carrier words, they used adjectives, verbs, and nouns, as well as negation
intensifiers and context dependant words. SentiUrduNet is an Urdu sentiment lexicon
collection established by Asghar et al. [5] through the process of translating English opinion
expressions into their Urdu equivalents. In a similar manner, Urdu language modifiers
were rendered into their English equivalents in order to compute emotion scores. For those
phrases for which the sentiment score was either absent or incorrect, manual scoring was
carried out. Hassan and Shoaib [55] presented a SEGMODEL that studied how the mood of
a sentence changed depending on whether a sub-opinion was considered. After adding up
the polarities of each clause in the sentence, we were able to determine the overall polarity
of the statement. According to the results of their tests, their method performed far better
than the BOW method, with an accuracy of 75.8.

Mukhtar et al. [56] demonstrated that the top classifiers for classifying Urdu text senti-
ment were Lib SVM, J48, and IBK. For sentence level SA, Mukhtar et al. used supervised ML
algorithms in [57]. They used SVM, KNN, and decision trees to extract 154 features, such
as positive, negative, neutral, intensifier, and negation to improve classification. In terms
of accuracy, the authors reported that KNN outperformed the other classifiers. Awais
and Shoaib [18] used conversation information to identify sub-opinions, that they sub-
sequently fed into supervised and rule-based techniques. According to their findings,
the rule-based classifier outperformed BOW, and the ML model containing discourse fea-
tures outperformed the one without. When it comes to classification of sentiments, ML
approaches perform better than rule-based methods when training data is available. Nasim
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and Ghani [58] used Markov Chains to classify tweets as neutral, positive or negative. Their
methodology was more accurate than lexicon-based and other Machine Learning methods.

Previous research [59–61], shows that lexicon-based sentiment classification performed
better than ML approaches for Urdu text sentiment analysis, although its construction
requires many human operations and is highly dependent on vocabulary size. Domain-
specific criteria are designed for better classification, however social media data deviates
greatly from linguistic standards, making them ineffective. On the other hand, machine
learning algorithms demand labeled data but lack the necessary domain knowledge. It
would be possible to make this better by including features such as positive words, negative
words, and negation.

Based on a comprehensive literature review, we note the following gaps in the current
body of knowledge. It should be noted that Urdu is a language with few publicly available
corpora and lexicons. It has morphological complexity, which makes SA for Urdu more
difficult. According to [62], very few studies in the Information Retrieval (IR) field have
focused on Urdu stemming challenges, and many of the strategies developed for SA
in other languages are not applicable to Urdu, due to its complex morphology [10–12].
There is a need for further research into concept-level sentiment analysis that considers
communication context. Almost all of the previous research on Urdu employed either
a lexicon-based approach or machine learning to determine the polarity of a sentence.
Due to the absence of a good corpus and stable vocabulary, it is required to employ a
hybrid strategy that combines the characteristics of a lexicon with the supervised and
unsupervised machine learning approaches [63]. Earlier research noted the differences in
performance between Roman Urdu datasets and Urdu corpora, owing to the morphological
complexity of the latter [64]. The majority of earlier work involving the verification of Urdu
phrases was accomplished using a lexicon-based method. Therefore, we attempted to build
a system that combines machine and deep learning techniques to get more precise findings.
No previous research in Urdu attempted to extract contextual semantic for the task of
sentiment analysis. Although DL approaches have not been thoroughly researched for
use with Urdu text, we chose to use them because they have been shown to be effective in
sentiment categorization. Keeping in view the success of ensemble methods in improving
the accuracy of baseline machine learning models [65,66], we consider it for our research as
no previous research in Urdu SA explored Ensemble methods [56,61]. We have used deep
models [61,67–70] as baseline for meta-learning and ML models as shallow meta classifier
due to their proven supremacy for Urdu language [18,56–58]. It’s essential to mention that
the ensemble model’s prediction power is limited by the dataset’s size and the performance
of the baseline classifiers.

3. Methodology

In this section, a Meta learning ensemble model is proposed for Urdu Sentiment
Analysis. Five baseline classifiers are trained in tier-0 of 3-tier meta learning architectures.
Committees are formed in tier-0. The output from tier-0 is fed intro tier-1. Output of tier-1
is used as input to tier-2 where final predictions are made. By utilizing the idea of meta-
classifiers or meta-learners, the proposed ensemble technique combines the predictions of
both the inter- and intra-committee classifiers on two separate levels. By utilizing a shallow
meta-classifier, committee members can combine their individual baseline classifiers to
form a single, more accurate classification. In order to generate meta-classifiers or Tier-1
models, learning algorithms are implemented across all committees. These models attempt
to foretell how meta-data should be generated by combining the results of committee-level
baseline classifiers (Tier-0 models). In addition, a Tier-2 model, also known as a meta-
learner, is created by combining the outputs of the Tier-1 models with a state-of-the-art
learning algorithm. We begin with a discussion of the processes involved in cleaning the
data and standardizing the text. Later, we discuss the architecture of proposed ensemble
model. Last, we discuss the ML/DL models used in ensemble and their parameter values.
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3.1. Preprocessing Data

Preprocessing is carried out to eliminate data inconsistencies. The first thing that
is performed to clean up the data is to get rid of any characters that are not related to
Urdu, such as punctuation marks, digits, alphabetic characters, and characters from other
languages. The next step is to eliminate inconsequential and undesired data items such as
stop words. There is a list that contains 254 stop words of Urdu. On white spaces, text is
tokenized. Research [71], described a method for segmenting Urdu words that is based on
Conditional Random Fields (CRF). This method is used for word segmentation. The Assas-
band stemmer [72] is used for stemming. Following the process of stemming, word
tokens in the text that include fewer than two characters are deleted. Stemming consists
of reducing a given word to its stem, base, or root, e.g., the stem of (“dardmand”,
“sorrowful”) is (“dard”, “pain”).

3.2. Normalization

Social media and user-generated content text is analyzed and used for decision-making.
This textual data often uses informal language because users can express their opinions
without using basic grammar and lexical rules. NLP analysis tools help convert such texts
into more advanced grammar. As per Wikipedia, “text normalization is the particular type
of process in which text is transferred into a single canonical form that it might not have
had before”. Normalization is performed prior to applying a model to ensure that the text
is consistent before processing. Alam and ul Hussain [73] presented findings that included
a normalization process for the Roman Urdu and Urdu that was built independently using
tokenization and the frequency of each word. In their study, Khan and Malik [74] defined
normalization as follows: all string attributes were transformed into a set of attributes
depending on the word tokenizer using the StringToWordVector prior to the classification
phase. Attributes may be gleaned from the training data. Good, bad, positive, and negative
categories were used to classify feelings. Prior to testing, a classifier must be trained using
the training corpus’s rules.

Normalizing Urdu text helps with NLP tasks. This step corrects Urdu encoding.
Normalization is performed to get all Urdu unicode characters (0600-06FF). This step
prevents Urdu word concatenation. is a unigram with two strings. Syntactically
and semantically, khush and hal are the same word. If the space between two strings is
missing, we get , which is improper Urdu. Normalization reduces this effect. This task
is performed by utilizing UrduHack .

3.3. N-Gram Model

Shannon first proposed the information theoretic concept of N-grams in 1948. [75].
N-grams, as defined by [76], are word sequence within a document with a fixed window
size of N. N-grams provide insight into the corpus that can be put to various uses [77,78].
In addition, we used N-grams based on the characters in a text in this study. The values for
N could be between 2 and 10. We use N-Gram with ML model NBSVM.

3.4. Pre-Trained Word Embedding

In numerous recent NLP tasks, pre-trained word vector models have achieved state-
of-the-art performance. These models have already been trained for a variety of purposes
using massive data sets. FastText [69] is a word vector model that learns from the English
Wikipedia and other popular crawl datasets. Included in the 157 languages used to train
this model is Urdu. This is why we employ deep learning models trained with the fastText
word embedding model for this job. For fastText, we used skip-gram and continuous
bag of words (CBOW) for model training [79,80]. By decomposing the unigram (words)
into bags of character n-grams (sub-words) and assigning a vector value to each character
n-gram, the fastText model expands upon the skip-gram approach. As a result, we can
represent any given word by adding together its n-gram vectors. For CNN we exploited
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Word2Vec [61], to extract deep contextual representations. For Bi-GRU we used pretrained
WORD2VEC(CONLL) embedding.

3.5. Proposed Ensemble Scheme

The proposed MLE method’s primary focus is on combining five distinct base-classifiers
into a hierarchy of ascending levels of accuracy. The so-called committees are formed in
the initial tier, which is referred to as Tier-0, where training dataset is partitioned into
distinct group to train the base learners. A set of shallow meta-classifiers are trained on the
predictions made by the committees in Tier-0 prior to moving on to Tier-1. The findings are
created in the final layer (Tier-2) by merging the predictions of the previous set of classifiers
(Tier 2). For this strategy, the name “committee” serves as an analogy for a group of different
classifiers working together. The number of classifiers on the committee is referred to as
its size. Using the concept of meta-classifiers or meta-learners, the suggested ensemble
technique combines inter-committee and intra-committee predictions at two layers. Inter-
committee fusion involves employing a shallow meta-classifier to join the baseline classifiers
within the committee. The idea behind intra-committees is to use a top-level meta-classifier
to integrate the predictions of the several committees. To build meta-classifiers or Tier-1
models, each committee use learning techniques. Tier-0 models seek to foresee how the
outputs of a committee’s baseline classifiers should be integrated in order to generate meta-
data. By integrating Tier-1 model results with a superior learning technique, a meta-learner
or Tier-2 model can be constructed as well.

3.5.1. The Proposed Architecture

Figure 1 depicts the proposed ensemble’s overall learning architecture. Each committee
is trained individually utilizing distinctive training data and base models in the architec-
ture’s three distinct layers of classifiers. Once the baseline learners in each committee have
finished their work, all committee outputs are combined using a top-level meta-classifier.

The suggested design has an input layer, a hidden layer, and an output layer rep-
resented as tier-0, tier-1, tier-2, respectively. This architecture is analogous to that of a
multi-layer perceptron. Meta-classifiers in Tier 1 perform the role of activation functions,
taking input from Tier 0 and producing output for Tier 2 using meta-classifiers.
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Figure 1. The proposed meta-learning ensemble model.
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3.5.2. Formal Description

The algorithm of the proposed model is presented in Algorithm 1.

Algorithm 1 Proposed Training Algorithm

Require: Input data
Ensure: Sampling

1: Da(0)
2: D(0)

a = Train(0)
a U

(
Test(0)a =

(
X(0)

a , Y(0)
a

))
, 1 ≤ a ≤ n

3: Tier-0
4: DL = DL1, DL2, . . . , DLk , a set of baseline Algorithm
5: For each Train(0)

a , 1 ≤ a ≤ n
6: For each DLj ∈ DL, 1 ≤ b ≤ k

7: Mab ←
(

DLb, Train(0)
a

)
, 1 ≤ b ≤ k

8: Ga ← {Ma1, Ma2, . . . .., Mak}, 1 ≤ a ≤ n
9: For each Mab ∈ Ga, 1 ≤ a ≤ n, 1 ≤ b ≤ k

10: y(1)ab ← predictions o f Mab

(
X(0)

a

)
, 1 ≤ b ≤ k

11: Data(1)a ← stack
([

y(1)a1 , y(1)a2 , . . . ., y(1)ak , Y(0)
a

])
, 1 ≤ a ≤ n

12: Tier-1
13: SplitD(1)

a = Train(1)
a U

(
Test(1)a =

(
X(1)

a , Y(1)
a

))
, 1 ≤ a ≤ n

14: F = f 1, f 2, . . . . f n a set of n shallow classifiers
15: For each Train(1)

a , 1 ≤ a ≤ n
16: D f b ← f it

(
fa, Train(1)

a

)
, 1 ≤ b ≤ k

17: d f ← (d f 1, d f 2, . . . ., d f n)
18: TIER-2
19: For each Test(1)a =

(
X(1)

a , Y(1)
a

)
, 1 ≤ a ≤ n

20: For each d f a ∈ d f

21: y(2)ab ← predictiono f d f b(X(1)
a )

22: Data(2)a ← stack
[
y(2)a1 , y(2)a2 , . . . .., y(2)an , Y(2)

a

]
, 1 ≤ a ≤ n

23: FinalMetaData = stack([D1(2), D2(2), . . . ., Dn2]T)
24: Top← a shallow classi f ier
25: Model ← f it(Top, FinalMetaData)

3.5.3. Classification Using MLE

Figure 2 depicts the categorization operation carried out by the trained ensemble
model on previously unseen data. When a fresh, previously unseen sample, denoted by the
letter x, is introduced to the proposed ensemble technique, a copy of it is first sent across all
the committees that make up Tier-0. After that, the committees construct a two-dimensional
tensor that contains K columns and n rows of predictions. This tensor serves as the input
to the Tier-1 models. These models make a forecast in the form of a vector with n length
predictions. The final prediction will be generated using the Tier-2.
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Figure 2. Classification of unseen data.

3.6. Generating Base Models for Tier-0

Textual input must be preprocessed before training baseline classifiers. Therefore,
word embedding is utilized as the initial layer prior to training the network [61]. For each
baseline model we have used embedding accordingly. To evaluate our suggested ensemble
technique, we first need to develop a group of classifiers that represent the baseline models.

3.6.1. Naïve Bayes Support Vector Machines (NBSVM)

Combining the traditional support vector machine (SVM) with Bayesian probabilities
is the premise of Wang and Manning’s [67] model for classifying texts. In this model, word
count attributes are substituted with the following Naive Bayes log-count ratios:

h = log

( x
|x|
y
|y|

)
(1)

where, x and y represent word count vectors. These are used for the binary classification
problem with the label z(a) ∈ {−1, 1} as described below:

x = α + ∑
a:z(a)=1

f (a) (2)

y = α + ∑
a:z(a)=−1

f (a) (3)

In this scenario, the collection of features is denoted by V, and the feature count vector
for training sample and is represented by f(a) ∈ F | V. It has been shown that this method
is effective for a number of text classification jobs, and not just in terms of speed. In this
study, we constructed a basic neural NBSVM by stacking two embedding layers on top of
one another and adding a sigmoid activation layer. This model’s input document consists
of word IDs. This model trains more quickly than one that uses a term-document matrix
because it makes use of a look-up strategy that is embedded inside the layer. The first
embedding layer of the NBSVM model is responsible for storing the Naive Bayes log-count
ratios. These ratios represent the probability that a given word would appear in a document
belonging to one class as opposed to the other. The second layer is responsible for storing
the learned coefficients for every word contained in the document. The conclusion that can
be drawn from this model is represented by the simple dot product of these two vectors.
The primary advantage is that its training process can be completed very quickly. We have
made use of character N-grams, where N is between 2 and 10. From our corpus, we have
retrieved character N-grams. Using a NBSVM classifier, we compare the effectiveness of a
variety of values for N when applied to character N-grams. so, NBSVM benefits more from
the 2-Gram features for Urdu datasets in terms of accuracy, precision, recall, and F1-score.
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3.6.2. Convolutional Neural Network (CNN)

This section will examine the features that were extracted from the text. We propose
utilizing deep contextual semantic characteristics in conjunction with other standard natural
language processing features to determine the sentiment. Word2vec [61] generates word
embeddings so comparable words share a vector space. Word2vec’s 300-dimensional skip-
gram model produces word vectors. Minimum dataset word count is 5, and window size is
20. Algorithms are designed to optimize average log probabilities given the set of training
words x1, x2, . . . , xT .

E =
1
C
+

C

∑
c=1

∑
−w≤j≤w,j 6=0

log p
(
xc+j | xc

)
(4)

where w is the size of the window, and C signifies the size of the corpus. Using the So f tMax
function, the probability p

(
xc+j | xc

)
may be defined as:

p(x0 | xI) =
exp

(
v
′CvxI
x0

)
∑x

x=1 exp
(

v
′CvxI
x0

) (5)

Word2vec is effective in capturing the semantics of the words; nevertheless, it does not
consider the order of words or the context of a word. Contextual information and semantics
can be extracted using CNN. Word vectors that have been created using word2vec are input
into the embedding layer of CNN. The embedding matrix M maps words to vectors.

M =



j00 j01 j02 j03 · · · , j0i · · · , j0q
j10 j11 j12 j13 · · · , j1i · · · , j1q
...

...
...

... · · · ,
... · · · ,

...
ji0 ji1 ji2 ji3 · · · , jii · · · , jiq
...

...
...

... · · · ,
...

...
...

jp0 jp1 jp2 jp3 · · · , jpi · · · , jpq



px

where jpi represents the embedding of the ith letter of the word p and q is the dimension of
the vector. Let ji ∈ Rq represent the q-dimensional word vector of j word i in a sentence.
The following can be used to represent a sentence with n words:

j1:n = j1,⊕j2,⊕j3,⊕ . . . . . . ,⊕jn (6)

where ⊕ denotes the concatenation operator. Sentence embeddings ji, ji+1, . . . , ji+j are
represented as e. Convolving X ∈ Rhq over h words generates new features. Convolution
with ji:i+h−1h yields vi as:

V = [v1, v2, . . . , vn−h+1] (7)

where b ∈ R is the bias term, X is the h-sized kernel, h and f is the rectified linear unit
nonlinear activation function. To build a feature map, the kernel is convolved with each
window of words j1:h, j2:h+1, . . . jn−h+1:n.

V = [v1, v2, . . . , vn−h+1] (8)

where V ∈ Rn−h+1. Max pooling extracts the most important features from feature maps.

V̂ = [max(v1), max(v2), . . . + max(vn−h+1)] (9)

A fully connected tanh layer translates salient features into k-dimensional vectors.

S f = tanh
(

X f · V̂ + b f

)
(10)
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Sf signifies deep contextual semantic features, X denotes the fully connected layer’s
weights, and bf signifies the layer’s bias term. Finally, classification is performed using the
output layer, which consists of a dense layer with two SoftMax cells. Table 1 displays the
CNN model’s parameter settings.

Table 1. CNN hyperparameter values.

Parameter Name Value

Number of filters 250
Embedding Dim 50

Max features 20,000
Drop out 0.2

Kernel size 3
Activation Function Relu

Dense 250
Loss Function Categorical Cross Entropy

Optimizer Adam

3.6.3. Bidirectional Gated Recurrent Network (BiGRU)

To acquire Urdu embeddings for Bi-GRU, we consulted the NLPL word embed-
dings repository [10]. Using the Word2Vec Continuous Skipgram model, it provides
100-dimensional vectors trained on more than 108310 words from the CoNLL17 Urdu
corpus. Input data shape, embedding matrix, and maximum sentence length are the
parameters for the embedding layer. These embeddings are input into Bi-GRU model.
To capture long dependencies in text, Bi-GRU is used [68]. A unique kind of GRU known
as a bidirectional GRU (BiGRU) is one that can determine sequential relationships in both
the forward and the backward directions. The BiGRU makes it possible for the model to
consider both the previous and the subsequent contexts. This is an important characteristic
since considering the context of sentiment words is a significant challenge in relation to
applications of sentiment analysis [81]. A dropout layer follows the embedding layer in the
BiGRU model, just like it does in the CNN model discussed in Section 3.6.2. The subsequent
layer maps vocabulary indices to an embedding space.

On the other hand, this model makes use of pre-trained word vectors that were
trained on “common crawl” and “Wikipedia” through the use of the fastText model [82].
The CBOW algorithm with position-weighting is used to train this word vector. After the
dropout layer, the BiGRU layer extracts forward and backward contexts. This layer is made
up of GRU cells, each of which makes use of two gates: an update gate r, which combines
the forget and input gates found in ordinary Long Short-Term Memory cells (LSTMS),
and a reset gate z. Together, these gates make up this layer. The following functions are the
foundation on which the update and reset procedures are built:

rt = δ(Wrht−1 + Urxt + br) (11)

zt = δ(Wzht−1 + Uzxt + bz) (12)

Assuming that U and W are the weight matrices of gates, xt and ht are the input and
hidden states, and b is the bias vector, then represents the logarithmic-sigmoid function.
Cell output is computed utilizing input and hidden state. The following functions are used
to determine the cell’s hidden state:

ht = (1− zt)� ht−1 + zt � h̃t (13)

h̃t = tanh
(

Wh̃t
(ht−1 � rt) + Uh̃t

xt

)
(14)

As part of the BiGRU layer, two hidden layers are integrated to extract both the forward
and backward contexts. As a result, there is a two-way flow of temporal information.
The output of the BiGRU model is subjected to both a global max pooling and a global
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average pooling layer in order to produce various feature maps. The output of pooling
layers is then combined and routed to a fully connected layer. Table 2 depicts the BiGRU
model’s parameter configuration.

Table 2. BiGRU hyperparameter values.

Parameter Name Value

Embedding Dim 300
Max features 20,000

Drop out 0.2
Number of Cells 80

Activation Function Relu
Dense 2

Loss Function Categorical Cross Entropy
Optimizer Adam

3.6.4. FastText

To represent each word in the fasttext model, a bag of character n-grams is used. It
allows embeddings to be constructed utilizing data at the subword level. The word
can be divided into and . As a result, it is able to deal with words that are
not present in the dataset/dictionary. With no space between words and a high number of
compound nouns, the Urdu language benefits greatly from this.

The fastText model employed in this investigation is comparable to the original fastText
model [69]. It contains the same embedding, spatial dropout, and global max-pooling
layers as Sections 3.6.2 and 3.6.3. Additionally, the fastText model takes advantage of
a batch normalization layer to speed up training and increase the model’s performance.
A representation of the text as a bag-of-words is what is fed into the fastText model as its
input. After that, this representation is passed on to a lookup layer, which is responsible
for computing the embeddings for every word. The subsequent phase involves averaging
the word embeddings in order to arrive at a single embedding for the entire body of text.
Max features x Embedding dim parameters are used in the hidden layer. Finally, a linear
classifier using a SoftMax function is fed with the averaged vector. Table 3 displays the
parameter settings that are used for the fastText model.

Table 3. FastText hyperparameter values.

Parameter Name Value

Embedding Dim 64
Max features 20,000

Spatial Dropout 0.25
Activation Function Relu

Dense 1 64
Dropout 0.5
Dense 2 2

Loss Function Categorical Cross Entropy
Optimizer Adam

3.6.5. DistilBERT Base Multilingual Model

This model is a simplified version of the BERT base multilingual model. The con-
catenation of Wikipedia in 104 distinct languages was used to train the model. There are
six layers, 768 dimensions, and 12 heads in the model, which totals 134 M parameters
(compared to 177 M parameters for mBERT-base), while DistilBERT(base M) is faster than
mBERT-base, it is only by a factor of two. According to [70], “DistilBERT was trained on
8 16 GB V100 GPUs for roughly 90 h.” This architecture considerably outperforms similar
ones, such as the RoBERTa [83] model, which requires one day of training on 1024 32 GB
V100, in terms of speed and memory requirements.
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3.7. The Combiner Shallow Meta-Classifiers

We use a few different shallow meta-classifiers as top surface meta-learners in order
to combine the baseline models that were trained within the committees. To be more
specific, we made use of a collection of highly effective algorithms for shallow learning.
These algorithms include Naive Bayes (NB) [84], Random Forest (RF) [85], Gradient Boost-
ing (GB) [86], Logistic Regression (LR) [87], and Support Vector Machines (SVM) [88].
The predictions of committees can be combined in Tier-1 using any shallow classifier. In
the literature we have seen that ML models performed best on Urdu Language. We have
evaluated the proposed model with hard and soft predictions. Voting is typically used to
average the predictions of baseline classifiers. Hard voting is used to determine the final
prediction results, which are usually determined by a majority vote on the predictions
of many classifiers. The mathematical definition of hard voting is Equation (15), which
specifies the statistical mode of the classifiers’ predictions.

yi = mode(c1, c2, . . . , ck) (15)

While hard voting is simple to implement and produces better results than baseline
classifiers, it does not account for the probability of minor predicated classes. For instance,
if we have three classifiers with prediction probabilities of (0.49, 0.48, and 63), hard voting
will result in the probabilities being predicted as (0,0,1) In this case, the final hard vote
prediction based on the votes of the three classifiers is 0. When the probabilities of classifiers
are averaged, however, the weighted average becomes 0:526, which implies 1. Therefore,
Soft voting takes into account the probabilities value of each classifier rather than its
prediction labels. Using Equation (16), soft voting prediction can be formalized.

y = argmaxi
1
n

n

∑
j=1

wij (16)

where wij represents the likelihood of the Ith class label for the jth classifier. Voting is
modified by weighting each classifier proportionally to its accuracy performance on a
validation set [89].

4. Experiments and Results

In this section, we will discuss the experimental setup, datasets, evaluation metrics
and results.

4.1. Experimental Setup

This section describes the conditions under which the proposed ensemble scheme will
be evaluated. The MLE Model was implemented in Python using Keras with the TensorFlow
backend. Python’s scikit-learn library was used to implement ensemble learning.

4.2. Dataset

Due to lack of availability of larges annotated Urdu dataset, we have used some small
dataset publicly available. In the machine and deep learning field, it is widely accepted that
data is the most critical component of any task. For Urdu no standard dataset is currently
large enough to be used for sentiment Analysis. Consequently, the data that was analyzed
came from three different sources. The concat function in the pandas library was used
to merge the above-mentioned datasets. There are a total of 28,921 reviews in the final
consolidated dataset utilized in this study. This consolidated data will further be referred
as UCD. Statistics of used datasets are presented in Table 4 below:
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Table 4. Statistics of datasets being used for evaluation.

Dataset Total Reviews Classes

SAU-18 [90] 10,008 Pos,neg,neu
UCSA [91] 9601 Pos,neg

UCSA-21 [92] 9312 Pos,neg,neu
UCD 28,921 Pos,neg,neu

4.3. Evaluation Measures

We used several different algorithms, including NBSVM, fastText, CNN, BiGRU,
and DistilBERT(base M), in addition to the suggested fusion model. Recall (R), Precision
(P), F1-measure, and Accuracy (A) are used to assess the efficacy of our sentiment analysis
models. The following are the mathematical Equations (17)–(20):

P =
TP

TP + FP
(17)

R =
TP

TP + FN
(18)

F1− score = 2× PxR
P + R

(19)

A =
TP + TN

TP + FP + TN + FN
(20)

4.4. Experimental Results and Comparative Analysis

In order to analyze the impact of the proposed ensemble approach on the predictions,
we ran several tests on the preceding Urdu datasets to compare the performance of the
ensemble to that of best individual baseline models. In addition, we analyze the proposed
ensemble by making both hard and soft predictions based on the baseline models. A sum-
mary of comparisons with other common ensemble approaches, like stacking, bagging,
and voting is also presented.

For each dataset, we used the Pareto principle to divide it into training and test sets,
with an 80/20 split between the two [93]. A data partitioning approach is required to divide
the training data fed into baseline classifiers in committees. The following partitioning
approaches are technically considered to be part of ensemble methods [94]: fold partitioning,
random selection of data with replacement, disjunct, and random-size sampling. In the
course of our research, we utilized the disjunct partitioning approach, which involves
arbitrarily slicing the training set up into k different partitions of equal size. When training
each committee, a unique subset of the dataset is utilized as the resource. In the corpus, we
chose 5 partitions. A committee of trained five baseline classifiers is formed for each split.

For Tier-1, LR is the most common optimal combiner of the committee predictions
from baseline classifiers, according to 5-fold cross-validation. Nevertheless, several shallow
top-meta classifiers do significantly better in the overall prediction. A comparison of
baseline models is shown in Table 5.

As a starting point, we develop five separate models. All splits’ average accuracy
is a measure of robust cross-validation for the baseline models. On all datasets, Distil-
bert(M) outperformed other deep baseline models in terms of accuracy, precision, recall,
and F1 score.
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Table 5. The comparison of baseline classifiers.

Dataset Classifiers Accuracy Precision Recall F1 Score

SAU-18

NBSVM 81.64 80.96 80.94 81.80
CNN 81.75 81.40 81.48 81.62

BiGRU 82.35 81.95 82.37 82.90
DistilBert(M) 84.98 84.56 84.40 84.65

fasttext 80.12 81.29 80.82 80.60

UCSA

NBSVM 77.82 77.26 77.84 77.85
CNN 78.10 78.43 76.78 77.59

BiGRU 80.55 80.05 80.15 80.09
DistilBert(M) 82.50 81.35 81.65 81.49

fasttext 81.10 80.20 80.55 80.37

UCSA-21

NBSVM 76.50 75.01 77.14 76.06
CNN 72.10 69.79 72.70 71.21

BiGRU 75.60 73.10 76.70 74.85
DistilBert(M) 77.61 76.15 78.25 77.18

fasttext 74.57 74.10 74.42 74.60

UCD

NBSVM 83.98 83.56 83.40 83.36
CNN 84.50 84.35 84.65 84.49

BiGRU 85.98 85.56 85.40 85.99
DistilBert(M) 86.23 86.39 86.78 86.85

fasttext 82.10 82.20 82.55 82.37
Bold values represent the best results.

A proposed MLE method is used to aggregate the predictions (soft and hard) from
numerous meta-classifiers in two categories of trials on three committees, each with a
size five baseline model. The hard predictions of the baseline models are examined in
the first category, while the soft predictions are examined in the second. On the basis
of a variety of top meta-learners, we can see in Tables 6–9, how accurate the proposed
ensemble is. It was found that the suggested ensemble technique greatly outperformed
the best-performing baseline model in all shallow meta-learners conducted. With the
addition of soft prediction models, the accuracy was even better. The ensemble with SVM
as a meta-learner outperforms other meta-classifiers in both hard and soft predication,
according to the results. With hard and soft predictions, the suggested ensemble had a
higher accuracy than the best individual baseline deep model. Figure 3 show the graphical
presentation of hard and soft prediction.

Table 6. Hard and soft prediction comparison of proposed MLE on SAU-18.

Classifiers Type Accuracy Precision Recall F1 Score

NB Hard prediction 80.41 79.32 81.01 80.15
Soft prediction 86.42 85.21 87.62 86.39

GB Hard prediction 82.03 81.42 82.72 82.06
Soft prediction 83.02 82.02 81.25 81.13

RF Hard prediction 80.22 77.32 83.31 80.20
Soft prediction 85.61 84.32 86.36 85.32

LR Hard prediction 80.45 79.21 79.61 79.40
Soft prediction 83.81 82.41 82.25 82.32

SVM Hard prediction 86.01 85.62 85.91 85.76
Soft prediction 83.11 82.85 83.02 82.93

Bold values represent the best results.
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Table 7. Hard and soft prediction comparison of proposed MLE on UCSA.

Classifiers Type Accuracy Precision Recall F1 Score

NB Hard prediction 68.01 67.72 66.22 66.96
Soft prediction 84.81 82.32 83.73 83.01

GB Hard prediction 82.72 81.33 81.46 81.39
Soft prediction 79.01 78.35 78.61 78.47

RF Hard prediction 78.61 77.34 77.52 77.42
Soft prediction 80.62 78.32 81.21 79.73

LR Hard prediction 77.84 76.16 77.22 76.68
Soft prediction 79.02 78.22 78.61 78.41

SVM Hard prediction 83.61 82.71 83.02 82.86
Soft prediction 79.32 78.35 79.11 78.72

Bold values represent the best results.

Table 8. Hard and soft prediction comparison of proposed MLE on UCSA-21.

Classifiers Type Accuracy Precision Recall F1 Score

NB Hard prediction 78.81 77.61 78.23 77.91
Soft prediction 80.91 79.21 79.72 79.46

GB Hard prediction 73.73 72.92 72.34 72.62
Soft prediction 81.62 80.82 80.51 80.66

RF Hard prediction 72.72 71.71 71.52 71.61
Soft prediction 78.84 77.61 77.65 77.62

LR Hard prediction 78.01 77.83 77.55 77.68
Soft prediction 77.71 76.32 77.22 76.76

SVM Hard prediction 80.01 79.35 80.02 79.68
Soft prediction 82.72 81.91 82.31 82.10

Bold values represent the best results.

Table 9. Hard and soft prediction comparison of proposed MLE on UCD.

Classifiers Type Accuracy Precision Recall F1 Score

NB Hard prediction 84.63 83.42 83.23 83.32
Soft prediction 82.22 81.81 81.57 81.68

GB Hard prediction 85.03 84.22 83.19 83.70
Soft prediction 86.83 85.72 85.33 85.52

RF Hard prediction 85.91 84.31 84.91 84.60
Soft prediction 87.05 86.85 86.38 86.61

LR Hard prediction 85.92 84.84 84.47 84.65
Soft prediction 86.34 85.91 85.61 85.75

SVM Hard prediction 87.61 86.65 86.92 86.78
Soft prediction 88.22 87.36 87.65 87.50

Bold values represent the best results.

Figure 3 is a graphical representation of hard and soft prediction on all datasets, we
can see that the suggested ensemble outperformed the best individual baseline deep model
in both hard and soft predictions. We compare the performance of the proposed ensemble
approach against the results of three well-known effective ensemble techniques using the
identical created baseline models. These techniques are Bagging, Voting, and Stacking.
Table 10 summarizes accuracies on Urdu data.
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Figure 3. Hard and soft Predictions.

Table 10. Summary of Accuracy.

Dataset Evaluation Metric Bagging Voting Stacking Proposed MLE

SAU-18 Accuracy 80.55 81.34 82.32 86.42
Precision 80.33 80.91 81.89 85.21

Recall 80.14 80.61 81.59 87.62
F1-Score 80.22 80.75 81.73 86.39

UCSA Accuracy 76.38 80.16 81.51 84.81
Precision 75.22 79.22 80.33 82.32

Recall 75.14 79.02 80.23 83.73
F1-Score 75.09 79.12 80.14 83.01

UCSA-21 Accuracy 72.16 72.35 76.12 82.72
Precision 71.12 71.23 75.91 81.91

Recall 71.06 71.12 75.78 82.31
F1-Score 71.01 71.04 75.68 82.10

UCD Accuracy 80.77 83.28 84.94 88.22
Precision 79.52 82.12 83.22 87.36

Recall 79.43 82.08 83.23 87.65
F1-Score 79.23 82.01 83.12 87.50

Bold values represent the best results.

In addition to making quantitative comparisons between the suggested method and
other approaches, we also did qualitative comparisons between the methods. A qualitative
comparison is carried out based on the amount of time the algorithms require to com-
plete their training. The studies demonstrate that there is a tradeoff between the accuracy
achieved by the proposed model and the amount of training time it requires. Proposed
MLE model takes more training time than the other models, as seen in Figure 4. It can
be concluded that in order to train an efficient model, that can achieve high classifica-
tion performance, there needs to be a tradeoff made regarding the amount of time spent
on training.

The accuracy of the suggested MLE model for Urdu sentiment analysis with the rele-
vant corpora is compared to the performance of other state-of-the art techniques in Table 11.
The proposed MLE model have achieved highest accuracy across all corpora evaluated.

Table 11. Comparison of the proposed ensemble MLE model with state-of-the-art models.

Dataset Classifiers Accuracy

SAU-18

NB [90] 79.98
RF [90] 80.92
DT [90] 80.12

SVM [90] 81.64
LSTM 82.35
RCNN 84.98

Proposed MLE 86.42
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Table 11. Cont.

Dataset Classifiers Accuracy

UCSA

Bi-LSTM [92] 81.10
CNN-1D + ATT [92] 79.05

LSTM [92] 78.85
LSTM + ATT [92] 79.05

GRU [92] 78.35
Proposed MLE 84.81

UCSA-21

Bi-LSTM [92] 76.50
CNN-1D + ATT [92] 73.80

LSTM [92] 73.15
LSTM + ATT [92] 74.80

GRU [92] 72.50
Proposed MLE 82.72

Bold values represent the best results.

Figure 4. Training time comparison.

The proposed ensemble method improves the accuracy of baseline models with tuned
hyper-parameters, according to experiments on all benchmark datasets. Incorporating the
class prediction probability distributions of baseline models improves ensemble perfor-
mance over class label predictions. Furthermore, experimental studies show that combining
the results of different classifiers can lessen generalization errors and handle the high vari-
ance of individual classifiers. As a result, the ensemble is a sophisticated method of
reducing the excessive variation between individual classifiers and maximizing accuracy.

Statistics from the Wilcoxon signed-rank test are used to verify the obtained results
across all of the experiment’s performance metrics. The p-value should be less than 0.05 to
indicate that the results obtained are significant [95]. Table 12 shows that the p-values for
the three datasets used to conduct the experiments are all smaller than 0.05. As a result,
the results obtained have a high probability of being correct.

As mentioned throughout the study, there is a dearth of research on Deep learning
methods for sentiment analysis in Urdu. There are extremely few studies on this topic,
and those that exist used various machine learning classifiers on a small dataset. The pro-
posed MLE model outperforms other models, based on the findings of the study.

In comparison to other resource-rich languages, the Urdu language has a morpho-
logical structure that is extremely distinctive, extremely rich, and complex. Urdu is a
combination of various languages, including Hindi, Arabic, Turkish, Persian, and Sanskrit,
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and contains loanwords from these languages. These are the most prevalent reasons for
algorithmic misclassifications. Furthermore, contributing to inaccurate classifications is the
fact that the standardization of Urdu text is not yet flawless. To tokenize Urdu text, spaces
must be removed or placed between words because the separation between words is not
visible. Similarly, in an Urdu statement, the sequence of the words can be altered without
altering the meaning, as in “Meeithay aam hain” and “Aam meeithay hain,” both of which
mean “Mangoes are sweet”. Annotating user reviews manually is also one of the causes
of misclassification.

Deep learning algorithms not only automate the process of feature engineering,
but they are also significantly more capable than machine learning classifiers of uncovering
hidden patterns. Machine learning methodologies are invariably less effective than deep
learning algorithms due to a lack of training data. This is precisely the case with the Urdu
sentiment analysis project, where proposed MLE approach significantly outperform other
baseline and state-of-the-art methods.

Table 12. Wilcoxon signed-rank test results.

Dataset p-Value

SAU-18 0.0027
UCSA 0.0035

UCSA-21 0.0052
UCD 0.0054

5. Conclusions and Future Work

Social media platforms have generated vast amounts of data that can be used in a
wide range of contexts. Therefore, gauging how people feel about a product or service is
impossible without employing sentiment analysis. We found that most of the research on
the Urdu language focused on language processing tasks, while only a few experiments
were completed in the field of Urdu sentiment analysis. The morphology of the Urdu
language is somewhat complicated; word boundaries are not always easily distinguished,
and speakers of Urdu use a variety of writing styles while expressing their thoughts in
Urdu blogs or other forms of Urdu text. Due to the paucity of previous study in this
field, there is still a significant amount of work that needs to be carried out in Urdu SA.
Another important idea is that, in recent years, machine learning research has shown
that merging classifier outputs helps reduce generalization errors and deal with classifier
variance. The ensemble is an elegant way to cope with classifier variance while minimizing
general mistakes. Combining different models to produce a predictive model is an old
idea. Every ensemble technique weighs models and combines their forecasts to improve
performance. In this research, we introduced a new MLE technique that fuses baseline
classifier committees for Urdu SA. Increasing classifier diversity improves the proposed
ensemble’s performance. Many experiments were run to test the ensemble techniques.
In addition, we have compared the accuracy of the proposed MLE method to the accuracy of
existing ensemble approaches that are extensively utilized in the research literature, and we
have conducted this using the same trained baseline models. According to the findings,
the suggested meta learning ensemble method not only outperformed stacking, bagging,
and majority voting ensemble approaches, but it also greatly improved the performance of
the baseline classifiers on all the datasets. Within the scope of this study, a high level of
classification accuracy was accomplished for the Urdu sentiment analysis. More and more
people comment on various information they care about on social platforms, which can
identify the sentiments of public opinion more accurately and efficiently. Therefore, our
future work is to pay attention to the social media comment information. Furthermore,
the utilization of deep learning techniques to investigate ontology-based concept level
sentiment analysis for Urdu text and domain-specific words can be added for efficient
sentiment classification by applying different statistical techniques.
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