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Abstract: Network on chip (NoC) is a promising solution to the challenge of multi-core System-on-
Chip (SoC) communication design. Application mapping is the first and most important step in
the NoC synthesis flow, which determines most of the NoC design performance. NoC mapping
has been confirmed as an NP-hard (Non-Polynomial hard) problem, which could not be solved in
polynomial time. Various heuristic mapping algorithms have been applied to the mapping problem.
However, the heuristic algorithm easily falls into a local optimal solution which causes performance
loss. Additionally, regular topologies of NoC, such as the ring, torus, etc., may generate symmetric
solutions in the NoC mapping process, which increase the performance loss. Machine learning
involves data-driven methods to analyze trends, find relationships, and develop models to predict
things based on datasets. In this paper, an NoC machine learning mapping algorithm is proposed to
solve a mapping problem. A Low-complexity and no symmetry NoC mapping dataset is defined,
and a data augmentation approach is proposed to build dataset. With the dataset defined, a multi-
label machine learning is established. The simulation results have confirmed that the machine
learning mapping algorithm is proposed have at least 99.6% model accuracy and an average of 96.3%
mapping accuracy.

Keywords: network on chip; application mapping; heuristic algorithm; machine learning mapping
algorithm

1. Introduction

With the increase in integrated circuits (ICs) power consumption in the past few
decades, some ICs finally reached their fundamental thermal limit at the beginning of
the past decade [1]. System on chip (SoC) has begun to shift from a high-performance
single-core design into a multi-core design [2], which follows the communication challenge.
Network on chip (NoC) is one of the mainstream solutions for multicore SoC communica-
tion design [3,4]. NoC is an on-chip communication network based on packet switching [5],
which consists of Resource Network Interfaces (RNI), routers, and interconnecting links [6].

NoC brings more communication bandwidth and increases communication cost. In
100 nm technology, the percentage of power consumption caused by communication be-
tween IP (Intellectual Property) cores exceeds 30% of the total power consumption. This
value increases with more advanced technology and higher die integration [3,4]. Commu-
nication delay and power consumption are two important aspects of NoC design [7].

Application mapping is the first and most important step in the NoC design flow [7–9].
A good mapping solution will lead to a low communication cost. NoC application mapping
has proven to be an NP-hard problem. Consequently, no exact algorithm is expected to
solve the problem in a polynomial time, and even small instances may require considerable
computation time [7,10,11].
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The heuristic method is a natural and useful method to provide high-quality local
optimal solutions [12,13]. Various heuristic mapping algorithms have been proposed to
solve the application mapping problem, such as NMAP (Near-optimal Mapping), PSO
(Particle Swarm Optimization), SA (Simulated Annealing Algorithm), GA (Genetic Al-
gorithm), and ACO (Ant Colony Optimization) [14–22]. However, heuristic mapping
technologies with limited computation resources easily fall into a local optimal solution,
which causes performance loss [23–25]. Additionally, the symmetry of NoC mapping
solutions may influence the performance of the heuristic NoC mapping algorithms, which
increase performance loss.

Machine learning involves data-driven methods to analyze trends, find relationships,
and develop models to predict things based on datasets [24,25]. Various NoC machine
learning technology examples of research have been reported [26–30]. Refs. [26,27] use
machine learning technology to predict the performance of NoC mapping. Refs. [28–30]
use machine learning to explore the design space of NoC. More and more examples of
research have applied machine learning technology to network on chip.

In this paper, a NoC machine learning mapping algorithm is proposed to solve a map-
ping problem. The space complexity of the existing mapping solution description [5,26,31]
is too large for a machine learning model to fit with few samples. A low-complexity NoC
mapping dataset is defined, and a data augmentation approach is proposed. With the
characteristics of the dataset defined, a multi-label machine learning model is established.

2. The Methods of Establishing Machine Learning Mapping Algorithm

In this section, a machine learning mapping algorithm is presented. Firstly, an NoC
mapping performance model is established. Secondly, symmetry analysis and space
complexity of mapping solution are presented. Thirdly, the process of mapping dataset
construction is detailed. Finally, a multi-label machine learning model is established.

2.1. Problem Formulation

NoC mapping aims to assign NoC cores that minimize the energy consumption and
communication delay. Referring to [15,32], the NoC mapping problem is formulated with
the following definitions.

2.1.1. Characteristics Definition

“Definition 1: The Application Characteristic Graph (APCG). The application task is
modeled as a directed graph G (C, A), where each vertex ci∈C represents an IP core, each
edge aij∈A represents the communication between ci and cj, and the weight of each edge
Vij indicates the communication volume on edge aij [32]”. APCG is shown in Figure 1a.

“Definition 2: The Architecture Characterization Graph (ARCG). The NoC architecture
is modeled as a directed graph G (R, L), in which nodes of the graph represents routers
ri∈R and the edges between nodes lij∈L represents physical links between routers [32]”.
ARCG is shown in Figure 1b.

“Definition 3: The Channel Communication Graph (CHCG). The NoC architecture is
modeled as a directed graph G (R, L), in which nodes of the graph represents routers ri∈R
and the edges between nodes Lij∈L represents the channel load of the link after application
mapping between router ri and rj which is the result calculated with the application
mapping result and routing algorithm and constrained by the physical links lij and the
bandwidth Bwij [32]“. CHCG is shown in Figure 1c.
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Figure 1. Characteristics: (a) APCG, (b) ARCG, and (c) CHCG [32]. 

2.1.2. Energy Model 
In order to formulate the NoC energy consumption, one-bit energy [25] is introduced. 

ri means ith router. The energy of sending one-bit data from ri to rj is Eij, which is formulated 
by (1). 
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where Elbit represents one-bit data energy consumption transmitted through a link, ERbit 
represents one-bit data energy consumption transmitted through a router, ERbit includes 
buffer and switch energy consumption. Hops is the Manhattan distance from the sending 
node (xi, yi) to the receiving node (xj, yj) and is given by (2). 
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Based on Equation (1), communication energy EC is calculated by (3). 
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Here, bij is the count of bits sent from ri to rj. Referring to [5], energy consumption can 
be calculated with the bit energy values for link, switch, read and write buffer as 0.449 pJ, 
0.284 pJ, 1.056 pJ, and 2.831 pJ, respectively. 
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2.1.2. Energy Model

In order to formulate the NoC energy consumption, one-bit energy [25] is introduced.
ri means ith router. The energy of sending one-bit data from ri to rj is Eij, which is formulated
by (1).

Eij = (Hops− 1)× Elbit + Hops× ERbit (1)

where Elbit represents one-bit data energy consumption transmitted through a link, ERbit
represents one-bit data energy consumption transmitted through a router, ERbit includes
buffer and switch energy consumption. Hops is the Manhattan distance from the sending
node (xi, yi) to the receiving node (xj, yj) and is given by (2).

Hops =
∣∣xi − xj

∣∣+ ∣∣∣yi − yj

∣∣∣ (2)

Based on Equation (1), communication energy EC is calculated by (3).

Ec = ∑ bij×Eij (3)

Here, bij is the count of bits sent from ri to rj. Referring to [5], energy consumption can
be calculated with the bit energy values for link, switch, read and write buffer as 0.449 pJ,
0.284 pJ, 1.056 pJ, and 2.831 pJ, respectively.
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2.1.3. Delay Model

The switching technology for the network is wormhole. The communication latency of
NoC can be estimated by the average network delay (Tav) [27], which is introduced as (4).

Tav =
Tl + Tr

∑n
i=1 ∑n

j=1 λi,j
(4)

where Tl and Tr are the delay from routers and links. Router transfers information by data
packages. A data package is composed of several flits. λi,j represents the flits quantity,
which are sent from ci to cj. n represents the amount of Processing Element (PE). ci means
the ith core in NoC topology.

At the transfer level, the latency of global links can be calculated by (5).

Tl = ∑m
i ∑n

j λi,jCi,jut (5)

where i and j are the node indexes of the sending node and receiving node. Ci,j is the
minimum count of links required, which are used to send packets from the sending node
to receiving node, and ut is a unit of time.

The latency of m-ports queuing router has been established in [29] as (6).

Trouter =
7 + Taq

2
ut (6)

where Taq is the average count of time steps spent by a flit in the queue. Taq has been
modeled by [5], shown as (7).

Taq =
Bav

N0
(7)

where Bav is the average size of queue, and N0 is the throughput (packet/time step).
Referring to [5,26], they can be calculated out. The total router delay is formulated as (8).

Tr = ∑m
i=1 ∑n

j=1

(
λi,j∑hops

x=1 Trouter(ports)
)

(8)

2.1.4. Optimization Model

Energy and delay are two important performance optimization targets. In order to
meet the requirements of different design, the performance cost function can be expressed
as (9).

Cost = (αNEc + (1− α)NTl) (9)

where α ∈ [0, 1] is a weight parameter, and NEc and NTl are the normalized energy and
delay, respectively.

2.2. Details of Machine Learning Mapping Algorithm

In this section, the space complexity and symmetry of NoC mapping solutions are
analyzed. Based on the analysis, a low-complexity NoC mapping dataset with no symme-
try is proposed. Considering the difficulty of searching global results of NoC mapping
problems, a data augmentation approach is proposed to generated samples with a globally
searched sample.

2.2.1. Space Complexity and Symmetry

On the existing examples of research, NoC mapping solutions are defined as a se-
quence. For example, Figure 2 is the VOPD (Video Object Plane Decoder) NoC
mapping problem.
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Figure 2. VOPD application mapping.

Application VOPD is mapping on a 4 × 4 mesh NoC. One of its solutions is described
as [1, 5, 10, 11, 4, 6, 9, 12, 2, 3, 7, 8, 16, 15, 14, 13]. The space complexity of the VOPD
mapping solution sequence is 16!, which means it has 16! mapping solutions. Mapping
algorithms are designed to search the solution space and find the optimal one. The space
complexity of an n-core mapping solution sequence is n!, which is too large for a machine
learning model to fit with a few-samples dataset.

Network topology with the same routers and links is symmetric, such as torus, ring,
etc. Symmetry is a property of network topology. It means that the network will not change
whether it is rotated or symmetrical. Topology symmetry will cause mapping solution
symmetry. For example, Figure 3. is the VOPD NoC mapping problem. [1, 5, 10, 11, 4, 6, 9,
12, 2, 3, 7, 8, 16, 15, 14, 13] is one mapping sequence. [16, 15, 14, 13, 2, 3, 7, 8, 4, 6, 9, 12, 1, 5,
10, 11] is a symmetric sequence which can be obtained through the network turning upside
down. Both mapping sequences have the same network information and performance.
This characteristic is called as NoC mapping symmetry. The symmetry of NoC mapping
could influence the machine learning approach construction, as shown in Figure 3.
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Figure 3. Sequence makes machine learning model confused.

From Figure 3, let us assume the sequence [16, 15, 14, 13, 2, 3, 7, 8, 4, 6, 9, 12, 1, 5, 10,
11] is the optimal VOPD NoC mapping solution. After flipping the solution up and down,
sequence [1, 5, 10, 11, 4, 6, 9, 12, 2, 3, 7, 8, 16, 15, 14, 13] is the optimal solution as well.
Two symmetrical solutions cause the machine learning model to be confused by labeled
signs. In machine learning, multiple inputs can correspond to one output of the same kind,
but one input cannot correspond to multiple outputs of the same kind.
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2.2.2. A Low-Complexity and No Symmetry NoC Mapping Dataset

NoC mapping is a problem to find appropriate application mapping solution on NoC
topology. The inputs of this problem are application task graph and network topology
information, and the output of this problem is the mapping sequence or corresponding
mapping solution. NoC mapping performance could be calculated out with mapping
sequence and network information.

The space complexity of mapping sequence is too large, which means that the problem
needs a large machine learning dataset.

In order to solve the dataset space complexity and the symmetry of mapping sequence,
the point-to-point task matrix is defined as the input data of the dataset and the column
vector of the nearest neighbor matrix is defined as the output data of the dataset.

The Point-to-Point Task Matrix: The task graph is modeled as a matrix, where ci∈C
represents intellectual property (IP) core i, and each element Vij∈V in the matrix represents
the communication volume between ci and cj, as Figure 4 shows.
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The Nearest Neighbor Matrix: The mapping solution is modeled as a matrix, where
ci∈C represents intellectual property (IP) core i, and each element dij∈D represents the
connecting relations between ci and cj. If ci is connected with cj. then dij is equal to 1. If not,
dij is equal to 0. Figure 5 shows the nearest neighbor matrix of a ring NoC mapping solution.

Symmetry 2023, 15, 593 6 of 15 
 

 

Figure 3. Sequence makes machine learning model confused. 

From Figure 3, let us assume the sequence [16, 15, 14, 13, 2, 3, 7, 8, 4, 6, 9, 12, 1, 5, 10, 
11] is the optimal VOPD NoC mapping solution. After flipping the solution up and down, 
sequence [1, 5, 10, 11, 4, 6, 9, 12, 2, 3, 7, 8, 16, 15, 14, 13] is the optimal solution as well. Two 
symmetrical solutions cause the machine learning model to be confused by labeled signs. 
In machine learning, multiple inputs can correspond to one output of the same kind, but 
one input cannot correspond to multiple outputs of the same kind. 

2.2.2. A Low-Complexity and No Symmetry NoC Mapping Dataset 
NoC mapping is a problem to find appropriate application mapping solution on NoC 

topology. The inputs of this problem are application task graph and network topology 
information, and the output of this problem is the mapping sequence or corresponding 
mapping solution. NoC mapping performance could be calculated out with mapping se-
quence and network information. 

The space complexity of mapping sequence is too large, which means that the prob-
lem needs a large machine learning dataset. 

In order to solve the dataset space complexity and the symmetry of mapping se-
quence, the point-to-point task matrix is defined as the input data of the dataset and the 
column vector of the nearest neighbor matrix is defined as the output data of the dataset. 

The Point-to-Point Task Matrix: The task graph is modeled as a matrix, where ci∈C 
represents intellectual property (IP) core i, and each element Vij∈V in the matrix represents 
the communication volume between ci and cj, as Figure 4 shows. 

 
Figure 4. The Point-to-Point Task Matrix. 

The Nearest Neighbor Matrix: The mapping solution is modeled as a matrix, where 
ci∈C represents intellectual property (IP) core i, and each element dij∈D represents the 
connecting relations between ci and cj. If ci is connected with cj. then dij is equal to 1. If not, 
dij is equal to 0. Figure 5 shows the nearest neighbor matrix of a ring NoC mapping solu-
tion. 

R1 R3R2

R9 R7R8

R4

R6

R5

C8 C9C1

C7 C5C6

C2

C4

C3

C1

C8

C2

C7

C3

C6C9

C5

C4

V12

V
34

V69

C1 C2 C3 C4 C5 C6 C7 C8 C9

C1

C2

C3

C4

C5

C6

C7

C8

C9

0 0 0 0 0 0 0 1 1

D12 0 C3 C4 C5 C6 C7 C8 C9

C1 C2 0 C4 C5 C6 C7 C8 C9

C1 C2 C3 0 C5 C6 C7 C8 C9

C1 C2 C3 C4 0 C6 C7 C8 C9

C1 C2 C3 C4 C5 0 C7 C8 C9

C1 C2 C3 C4 C5 C6 0 C8 C9

C1 C2 C3 C4 C5 C6 C7 0 C9

C1 C2 C3 C4 C5 C6 C7 C8 0

0 0 1 0 0 0 0 0 1

0 1 0 1 0 0 0 0 0

0 0 1 0 1 0 0 0 0

0 0 0 1 0 1 0 0 0

0 0 0 0 1 0 1 0 0

0 0 0 0 0 1 0 1 0

1 0 0 0 0 0 1 0 0

1 1 0 0 0 0 0 0 0

Task Graph + Ring NoC Mapping Solution Nearest Neighbor Matrix  

C1 C2 C3 C4 C5 C6 C7 C8 C9

C1

C2

C3

C4

C5

C6

C7

C8

C9

0 V12 0 0 0 0 V17 0 0

D12 0 C3 C4 C5 C6 C7 C8 C9

C1 C2 0 C4 C5 C6 C7 C8 C9

0 C2 C3 0 C5 C6 C7 C8 C9

C1 C2 C3 C4 0 C6 C7 C8 C9

C1 C2 C3 C4 C5 0 C7 C8 C9

C1 C2 C3 C4 C5 C6 0 C8 C9

C1 C2 C3 C4 C5 C6 C7 0 C9

C1 C2 C3 C4 C5 C6 C7 C8 0

0 0 V23 0 0 0 0 0 0

0 0 0 V34 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 V53 V54 0 0 0 0 0

0 0 0 0 0 0 0 0 V69

0 0 0 0 V75 0 0 0 V79

V81 0 0 0 0 0 0 0 V89

0 0 0 0 0 0 0 0 0

C1

C8

C2

C7

C3

C6C9

C5

C4

V12

V
34

V69

V56

Figure 5. The nearest neighbor matrix of a ring NoC mapping solution.

Through the machine learning method, the vector matrix of each core is predicted.
After combining all core vector matrixes, the mapping sequence could be calculated out
and the mapping performance could be obtained with network information.

If NoC has n cores, the space complexity of the sequence is n! and the space complexity
of the nearest neighbor matrix is n · Cm

n , where m is the port count of each core in NoC.
To further reduce the complexity, each core’s column vector is set as the output data. The
space complexity is Cm

n , where Cm
n = n!/((n−m)! ·m!).
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In the ring NoC, the space complexity is C2
n. In the torus topology, the space complexity

is C4
n. The space complexity of the nearest neighbor matrix is much smaller than the space

complexity of sequence.

2.2.3. A Data Augmentation Approach

The NoC mapping problem is an NP-hard problem, which means that optimal map-
ping solution is hard to obtain. It is too expensive to directly generate datasets that meet
the requirement of machine learning.

A data augmentation approach is proposed to augment datasets with few globally
searched samples. The approach is shown below (Algorithm 1):

Algorithm 1 Data Augmentation with Number Exchange

Input: task graph and optimal mapping solution sequence
Output: a group of task graphs and corresponding optimal mapping solution sequences
01: {B} is the optimal mapping solution sequence of task B, calculated with global search;
02: Fetch data in an integer space [1, n] without repetition to build an n-dimensional order
sequence. n! sequences could be obtained.
03: Let the initial order sequence be {1, 2, 3, . . . , n}.
04: Loop begins, i = 2,
05: the ith order sequence is {i1, i2, i3, . . . , in}.
06: Loop begins, j = 1,
07: Swap the number Bi in task graph B and {B} with number Bij.
08: If j = n, end Loop.
09: If i = n!, end Loop.
10: n! task graphs and corresponding optimal mapping solution sequences have been obtained.

For example, the optimal solution of task graph G2 (C, A) can be obtained from G1
(C, A) with its optimal solution, as Figure 6 shows. By swapping the identifier of C1 and
C5, the task graph G2 (C, A) can be obtained from G1 (C, A). With the same changing, the
optimal mapping solution of G2 can be obtained from G1. In this way, n! task graphs with
corresponding optimal solutions can be obtained from G1 (C, A) with its optimal solution.
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that of the batch size, network parameters will nearly converge to an unexpected local 
optimal point and cause the convergence process difficulty in the other application. 

Although the above problem can be alleviated through training parameter adjust-
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However, datasets established in this way have the risk of model fitting to the process
of the data augmentation approach instead of fitting to the global search process, as
Figure 7 shows.
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(b) is the other application mapping and augmentations.

Figure 7a is one application mapping and corresponding augmentations with Algo-
rithm 1. Figure 7b is the other application mapping and corresponding augmentations
with Algorithm 1. Assuming that the dataset is composed with two applications and
corresponding augmentations. Due to the large number of samples generated, the batch
size is smaller than the number of samples, which causes that one batch training to happen
in one application and its augmentations. If the number of augmentations is several times
that of the batch size, network parameters will nearly converge to an unexpected local
optimal point and cause the convergence process difficulty in the other application.

Although the above problem can be alleviated through training parameter adjustment,
the training problems cannot be completely solved.

In order to avoid this problem, the order of dataset should be changed. Through
changing the order of dataset, in a batch, there will be no two augmentations generated by
one mapping solution.

A dataset disorder approach is proposed to eliminate the risk mentioned above. The
approach is shown below (Algorithm 2):

Algorithm 2 Dataset Disorder

Input: dataset with augmentation, which includes N initial samples and N·n! samples
generated. (The initial sample is written as A, and the corresponding sample generated is written
as a).
Output: disorder dataset
01: Let the initial sequence {A} be {1, 2, 3, . . . , N}.
02: New dataset’s size is K, k = 0;
03: Loop begins, i = 1,
04: Loop begins, j = 1,
05: Randomly sample an element, called P, from {A} without replacement.
06: Randomly sample a number, called m, in range (1, n!).
07: Sample the mth sample generating from the Pth initial sample into a new dataset.
08: k = k + 1
09: If k = K, end all Loops
10: If j = N, end Loop
11: If i = n!, end Loop

2.2.4. Multi-Label Machine Learning Model

Finally, a multi-label machine learning model has been established to fit the dataset
proposed, as Figure 8 shows.
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The input of the multi-label machine learning model is the point-to-point task matrix.
The output is the core column vector of the nearest neighbor matrix. After combining the
core column vector of each core, the mapping sequence could be obtained.

The parameters and outputs for the multi-label machine learning model are as follows.

1. The input layer, the task graph matrix is 9 × 9.
2. The Conv1 layer, performs a convolution operation on the input matrix with a 3 × 3

size and a convolution kernel with a channel number of 32, with a step size of 1 and
no boundary padding.

3. The Conv2 layer uses 32 5 × 5 size convolution kernels, with a step size of 1 and the
same boundary padding.

4. The Max Pooling layer sizes 2 × 2 with the same boundary padding.
5. The Dropout layer’s rate is set as 0.25.
6. The Conv3 layer, uses 64 4 × 4 size convolution kernels, with a step size of 1 and the

same boundary padding.
7. The Conv4 layer, uses 64 3 × 3 size convolution kernels, with a step size of 1 and no

boundary padding.
8. The Flatten layer.

(The Full Connect layer is written as Fcn layer).

9. The Fcn1 layer output dimension is 1024 with 0.5 dropout rate.
10. The Fcn2 layer output dimension is 4096.
11. The Fcn3 layer output dimension is 9 with sigmoid.

3. Simulation and Results

Simulations are performed on Python, Matlab, and TGFF (Task Generate for Free),
where TGFF is used to generate tasks and python is used for searching the global optimal
solution and establishing the machine learning model. The topologies of NoC are ring and
torus. The size of NoC is set as 9. The routing algorithm is ‘XY’. Two optimization targets
are set. One is the minimum delay, and the other is the minimum energy.

In order to verify the proposed model, two kinds of experiment are designed. One is
worked out with task graphs with fixed count connections, which is designed for verifying
the model with a regularity task graph. The other is simulated with task graphs with
random count connections, which is designed for verifying the universality of proposed
model. Experiments are both developed in ring and torus topology.

In the period of preparing the dataset, 4000 original datasets are globally selected,
where 2000 are used to train the proposed model and the others are used to test the training
accuracy and loss. By using the data augmentation approach, 20,000 samples are generated
with 2000 samples which are used to train the proposed model.

The test loss during the training process of two experiments are shown in Figures 9 and 10.
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Figure 10. The test loss of NoC with random connections number: (a) Ring, (b) Torus.

Table 1 shows the final test accuracy and test loss of all simulations. The simulation
of the Ring with a fixed connection number is written as Ring Fixed. The simulation of
the Ring with a random connection number is written as Ring Random. The simulation of
the Torus with a fixed connection number is written as Torus Fixed. The simulation of the
Torus with a random connection number is written as Torus Random.

Table 1. Test accuracy and test loss.

Performance Ring Fixed Ring Random Torus Fixed Torus Random

Delay accuracy 99.7% 99.6% 99.8% 99.8%

Delay loss 0.009 0.012 0.006 0.006

Energy accuracy 99.4% 99.8% 99.6% 99.4%

Energy loss 0.017 0.007 0.014 0.018

On the basis of model validation, mapping sequence accuracy and performance
distance between predicted samples and correct samples are simulated and calculated.

If the proposed machine learning model predicts correctly, the performance of the
global search and the model proposed are the same. If not, the sequence predicted cannot
achieve any performance advantage. In order to compare the performance difference
between the global search and the model proposed, 200 samples of a test samples dataset
are selected for performance calculation.

Tables 2–9 show the performance of wrong task graph mapping samples; the rest are
correct and have the same performance with global searching.
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Table 2. Fixed connects NoC Application mapping on ring topology (Delay).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4

Best Delay 77,994 76,215 67,481 76,471

False Delay 81,797 97,055 100,036 113,582

Table 3. Fixed connects NoC Application mapping on ring topology (Energy).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5 Mapping 6

Best Energy(pj) 16.6191 18.7731 18.9083 19.0964 16.4425 18.8791

False Energy(pj) 18.9333 27.7608 20.3984 28.2356 18.1124 19.3098

Table 4. Random connects NoC Application mapping on ring topology (Delay).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5

Best Delay 46,474 40,856 76,162 69,169 33,749

False Delay 57,752 43,754 111,034 102,352 34,351

Table 5. Random connects NoC Application mapping on ring topology (Energy).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5

Best Energy
(pj) 15.4384 13.9859 16.1008 20.9854 105,578

False
Energy(pj) 21.6159 16.9352 22.4784 27.8658 150,402

Table 6. Fixed connects NoC Application mapping on torus topology (Delay).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5 Mapping 6

Best Delay 47,608 26,760 23,987 38,022 26,947 27,646

False Delay 65,645 32,008 26,040 38,627 27,569 39,028

Performance Mapping 7 Mapping 8

Best Delay 30,437 25,305

False Delay 35,262 25,740

Table 7. Fixed connects NoC Application mapping on torus topology (Energy).

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5 Mapping 6

Best Energy(pj) 12.7440 6.9261 8.5507 11.1743 7.8398 7.3871

False Energy(pj) 17.4792 9.1960 11.5693 12.7215 8.2205 9.9535

Performance Mapping 7 Mapping 8 Mapping 9 Mapping 10

Best Energy(pj) 11.4610 8.2627 12.4991 10.7195

False Energy(pj) 16.9062 10.0753 17.2832 11.7211
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Table 8. Random connects NoC Application mapping on torus topology.

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5 Mapping 6

Best Delay 37,962 34,662 58,728 53,211 30,466 48,027

False Delay 47,258 45,863 80,888 71,294 32,943 59,992

Performance Mapping 7 Mapping 8 Mapping 9

Best Delay 20,525 63,852 26,871

False Delay 24,018 70,997 30,298

Table 9. Random connects NoC Application mapping on torus topology.

Performance Mapping 1 Mapping 2 Mapping 3 Mapping 4 Mapping 5 Mapping 6

Best Energy(pj) 29.6195 32.7679 34.8004 35.9488 27.5414 32.5064

False Energy(pj) 36.2185 44.3900 39.6032 47.7238 29.1801 48.1053

Performance Mapping 7 Mapping 8 Mapping 9 Mapping 10 Mapping 11 Mapping 12

Best Energy(pj) 27.9463 32.8899 28.3429 27.5414 29.6371 33.3850

False Energy(pj) 36.1243 45.2444 35.51304 39.8097 37.7460 35.8770

Table 10 shows the test mapping sequence accuracy and the relative average perfor-
mance distance (RAPD) of wrong test samples and corresponding correct samples.

Table 10. Test accuracy and performance distance.

Table 2 Table 3 Table 4 Table 5 Table 6 Table 7 Table 8 Table 9

Accuracy 98% 97% 97.5% 97.5% 96% 95% 94.5% 94%

RAPD 31.6% 22.1% 31.1% 42.4% 17.5% 28.2% 23.8% 27.5%

From Table 10, the test mapping accuracy is lower than the model accuracy. The
wrong sample loses its performance advantage and has a large performance gap with the
correct mapping sequence, which causes large system performance loss. The average NoC
mapping accuracy is 96.3%.

The machine learning mapping algorithms proposed have a good performance in
predicting mapping sequence under different optimization targets with ring or torus NoC.

4. Conclusions

In this paper, an NoC machine learning mapping algorithm is established to solve
NoC mapping problem. Firstly, the space complexity and symmetry of NoC mapping are
analyzed. A label problem is presented with mapping symmetry. Secondly, in order to
solve the symmetry problem, a network on a chip mapping dataset with low complexity
and no symmetry is proposed for machine learning. The complexity of the dataset changes
with the number of ports in a single core of the network on chip. If it is a fully connected
network on chip, the proposed method does not reduce the complexity. Thirdly, a data
augmentation approach is proposed to establish a machine learning dataset, which includes
an augmentation approach and a disorder approach. Finally, a multi-label machine learning
model is established and verified with a defined dataset. The simulation results have
confirmed that the machine learning mapping algorithm proposed has at least 99.6% model
accuracy and an average of 96.3% mapping accuracy to predict optimal solutions in different
optimization targets and different topologies. Although the proposed model has high
prediction accuracy, it will cause large mapping performance loss in the case of wrong
mapping sequence prediction. It is different from the heuristic mapping algorithm, as the
heuristic mapping algorithm falls into the local optimal solution and causes performance
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loss. The performance of heuristic mapping is better than randomly mapping, however,
a wrong mapping sequence obtained by the proposed model can be approximated as a
random mapping sequence, which results in greater performance loss. In future work,
the method of identifying and dealing with wrongly predicted mapping solutions will
be discussed.
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