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#### Abstract

Various scholars have lately employed a wide range of strategies to resolve specific types of symmetrical fractional differential equations. This paper introduces a new implicit finite difference method with variable-order time-fractional Caputo derivative to solve semi-linear initial boundary value problems. Despite its extensive use in other areas, fractional calculus has only recently been applied to physics. This paper aims to find a solution for the fractional diffusion equation using an implicit finite difference scheme, and the results are displayed graphically using MATLAB and the Fourier technique to assess stability. The findings show the unconditional stability of the implicit time-fractional finite difference method. This method employs a variable-order fractional derivative of time, enabling greater flexibility and the ability to tackle more complicated problems.
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## 1. Introduction

In recent years, fractional calculus, which involves the study of integrals and derivatives of arbitrary order, has gained significant attention and found its place in mathematical analysis. This includes the study of fractional differential and integro-differential equations and their qualitative theory. Fractional calculus provides a more general and unified approach to the traditional concepts of differentiation and integration, making it a valuable tool in mathematical analysis. The theory of fractional calculus and the qualitative theory of fractional differential and integro-differential equations allow the understanding of complex physical phenomena and the development of new mathematical models. Numerical simulations of these equations provide valuable insights into their solutions and make the ability to analyze real-world problems easier. The symmetry analysis of fractional differential equations is another important tool used in mathematical analysis to understand the structure and behavior of solutions. Fractional calculus and its related concepts have been widely adopted in mathematical analysis over the past three decades due to their versatility and usefulness in both theoretical and practical applications. They have become valuable tools for the study of integrals and derivatives of arbitrary order, providing a more comprehensive and unified understanding of traditional differentiation and integration concepts.

Fractional calculus is a subfield of mathematical analysis dedicated to the study of real or complex powers of differential operators. This is an extension of traditional calculus, in which differential operators are limited to positive integers. It allows differential operators to have powers of any real or complex number, including non-integer values. Fractional
calculus can be viewed as both a well-established and a relatively new field. It is an ancient issue since it has developed gradually up to this point, starting with some hypotheses of G.W. Leibniz $(1695,1697)$ and L. Euler $(1730)$. Although, it may also be viewed as a novel subject. Actually, it is an extension of classical calculus that deals with non-integer-order operations. At the same time as the classical operators was invented, the concept of fractional operators was proposed. Parallel to the development of classical operators, fractional operators were also introduced. A discussion of the meaning of the semi-derivative is presented in correspondence to G. W. Leibniz and Marquis de l'Hospital in 1695 [1], which is where the first mention is located. Several well-known mathematicians were interested in this subject, including Euler, Liouville, Laplace, Riemann, Grünwald, Letnikov, and others. Fractional geometry, fractional differential equations (FDE), and fractional dynamics are a few of the applications of fractional calculus that have grown rapidly in recent years [2-4]. Fractional calculus is used in a wide variety of applications today [5]. In almost every field of contemporary engineering and research, fractional calculus methods and tools are used. For instance, bioengineering, statistical physics, acoustics, optics, chemical statistics, viscoelasticity, robotics, electrical and mechanical engineering, and rheology have extensive and lucrative applications in real life where fractional calculus is used [6-15].

The theory of FDEs has been shown to be a powerful tool for modeling physical and technical processes that exhibit memory effects or non-local behavior. Fractional calculus has also been shown to be the best approach to representing physical and technical processes. The derivative of any arbitrary order, whether real or complex, is referred to as a fractional derivative in applied mathematics and mathematics analysis. The term first appears in a letter written by Gottfried William Leibniz to Guillame de l'Hospital [16]. There are all the ingredients of fractional calculus in one of Neils Henrik Abel's publications. Differentiation and integration of fractional-order functions are two distinct operations that are opposites of each other. However, they can both be thought of as a single generalized operation, and a unified notation can be used to describe differentiation and integration of any real order. This notation allows for the efficient and accurate description of operations involving fractional-order functions, allowing for a unified approach to analysis and problem solving. The use of fractional differential operators in electrical transmission line analysis was invented by Oliver Heaviside, a self-taught mathematician. Fractional calculus evolved during the nineteenth and twentieth centuries, and many researchers contributed to its definitions [17]. Fractional-order systems are often used to model real-life phenomena. The use of fractional calculus in certain applications is advantageous due to its increased accuracy compared with that of conventional integer-order models. This is because fractional-order models generally have more degrees of freedom, allowing them to represent the data. This increased accuracy can be beneficial in a variety of applications, such as modeling physical phenomena or forecasting future trends [18]. One of the most interesting aspects of fractional derivatives is the fact that they are not local (or point) values. Fractional calculus can be very useful in certain applications due to its greater precision compared with conventional integer-order models. This is because fractional-order models have more degrees of freedom, allowing them to better capture data. The improved accuracy of fractional-order models can be beneficial in a wide range of applications, from modeling physical phenomena to predicting future trends. Consequently, fractional calculus is an excellent tool for explaining the memory and hereditary characteristics of distinct materials. In general, the local fractional derivative provides a flexible, general, precise, and computationally efficient definition of fractional derivatives, making it a valuable tool for a wide range of problems in physics, engineering, and mathematics.

Chen et al. developed an explicit finite difference technique for fractional diffusion equations [19]; some other authors have also contributed in the work related to fractional equations, including Birajdar and Dhaigude [20], Zhang and Liu [21], Liu et al. [21], and Lin and Xu [22]. Using an implicit finite difference approach, Zhuang et al. [23,24] and Murio [25] also solved time-fractional diffusion equations. Sweilam et al. developed the Crank-Nicolson approach to solve the time-fractional diffusion problem [26]. It was
found by Birajdar that the highly non-linear temporal fractional diffusion equation is stable [27]. Discrete Adomain decomposition was also used by Dhaigue and Birajdar [28-30] to solve several kinds of fractional partial differential equations. Recently, an analytical solution to fractional differential equations was discovered by Dhaigue and Birajdar [31]. Mehmood et al. [32] worked on a partial differential equation. Boulares et al. [33], Abuasbeh et al. [34-36], and Alnahdi et al. [37] investigated the existence-uniqueness of the fractional evolution equations.

In spite of the fact that the formalism of constant-order fraction calculus can be used to solve certain extremely pertinent physical problems, it cannot account for a significant class of physical events where the order itself is determined by either dependent or independent variables. For example, it has been discovered that the reaction kinetics of proteins exhibit relaxation mechanisms that can be accurately represented by temperature-dependent fractional orders [38]. As a result, temperature affects the underlying physics of reaction kinetics. Hence, it makes sense that a differential equation with operators that update their order as a function of temperature will provide a more accurate representation of protein dynamics. Despite their simplicity, variable-order operators may be more appropriate for expressing certain categories of physical problems.

There are a limited number of papers on numerical solutions for variable-order fractional diffusion equations. The existing research articles include that of Lin et al. [39], who created an explicit finite difference method for variable-order non-linear fractional diffusion equations and evaluated its stability and convergence. Zhuang et al. [40] developed numerical techniques for the variable-order fractional advection-diffusion equation with a non-linear source term. Sun et al. [41] proposed a model for variable-order fractional diffusion equations with a variable order in both time and space. Chen et al. [42] developed a numerical scheme for the variable-order anomalous sub-diffusion equation with high spatial accuracy. Chen et al. [42] also developed numerical techniques for a two-dimensional variable-order anomalous sub-diffusion equation. Additionally, Chen et al. [43] proposed a numerical scheme for the variable-order non-linear reaction sub-diffusion equation. Shen et al. [41] solved the variable-order time-fractional diffusion equation, while Sun et al. [44] examined explicit, implicit, and Crank-Nicolson schemes for the variable-order time-fractional linear diffusion equation, including a discussion of their stability and convergence. However, some authors, such as Diaz and Coimnra [45], and Soon et al. [46,47], have not addressed the stability of numerical solutions. This issue is addressed in the current paper.

Approximate solutions of linear time-fractional differential equations are given in [45]. It explores the application of a numerical method for resolving linear time-fractional differential equations based on the Caputo sense. A theorem is presented in the paper that illustrates the relationship between the Kamal transform and nth-order Caputo derivatives. New group iterative schemes for the numerical solution of a two-dimensional anomalous fractional sub-diffusion equation with specific initial and boundary conditions are developed in [48]. These schemes are a combination of standard and rotated (skewed) fivepoint modified implicit finite difference approximations. An alternating direction implicit (ADI) method for solving multi-dimensional fractional integro-differential problems is proposed in [49]. The solution is discretized in two stages: the fractional integral term and time-fractional derivative are discretized using the convolution quadrature and Grunwald formula, while the spatial discretization is obtained through finite difference. The ADI algorithms aim to reduce computational burden, and the convergence of the method is analyzed through the energy method. A new extended cubic B-spline approximation for the numerical solution of the time-fractional Fisher equation is given [50]. A non-linear PDE is converted to a linear one using Taylor series expansion and the time-fractional derivative is approximated using Caputo sense [50]. The space dimension is calculated using the new B-spline. This approximation is unconditionally stable and convergent, and its accuracy is measured through errors.

The research in question seeks to address two major challenges in the field of fractional differential equations. Firstly, while there are numerous methods available for solving fractional differential equations, many of them lack stability analysis. In this research work, the authors not only develop a model for solving time-fractional initial boundary value problems, but also discuss the stability of the implicit finite difference scheme. Secondly, the authors design a model that can be applied to both linear and semi-linear equations. While similar models have been applied to semi-linear equations by other authors, the authors here apply this model to linear equations and present numerical results. Linear time-fractional equations have several advantages over semi-linear time-fractional equations. They are easier to solve, as standard numerical methods can be used, whereas semi-linear equations require more advanced methods. Furthermore, linear time-fractional equations have a simpler mathematical structure and can be used to model a broad range of physical and biological processes. In contrast, semi-linear time-fractional equations are typically limited to more specific applications. Additionally, linear time-fractional equations are well-posed, meaning that solutions exist, are unique, and depend continuously on the initial conditions, while the well-posedness of semi-linear time-fractional equations can be more challenging to establish. The aim of this paper is to present a novel implicit finite difference method for solving linear/semi-linear variable-order time-fractional initial boundary value problems. The paper is organized in a clear and comprehensive manner, as follows: Section 2 develops the implicit finite difference scheme, which utilizes central finite difference approximations for space derivatives and Caputo's concept for timefractional derivatives. The stability of the scheme is thoroughly evaluated to ensure its accuracy and reliability. In Section 3, several numerical problems are addressed using the method developed in Section 2. The numerical solutions are obtained using MATLAB and graphically visualized to provide a clear understanding of the results. The final section summarizes the key findings and provides a discussion of the implications of the results, serving as a conclusion to the research and highlighting the importance of the work presented in the paper.

## 2. Methodology

The first part of this section is devoted to the derivation of the scheme, and the second part contains the method to check the stability of the proposed scheme.

### 2.1. Implicit Finite Difference Scheme

We augment the implicit numerical scheme in this section. Let us take a variable-order time-fractional diffusion equation as an example:

$$
\begin{equation*}
\frac{\partial^{\beta(x, t)} \phi(x, t)}{\partial t^{\beta(x, t)}}=c(x, t) \phi_{x x}+f(\phi) \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
0<x<L_{x}, \quad 0<t \leq T, \quad 0<\beta(x, t) \leq 1 \\
\phi(x, 0)=s(x) \\
\phi(0, t)=0=\phi\left(L_{x}, t\right)
\end{gathered}
$$

or

$$
\phi(0, t)=0=\frac{\partial \phi\left(L_{x}, t\right)}{\partial x}
$$

The function $f(\phi)$ is non-linear. In absence of the function $f(\phi)$, the Equation (1) is linear.

### 2.2. Discretization

Let $[0,1]$ be the domain of interest. We discretize the domain first. We define $x_{i}=i h$, where $0 \leq i \leq M, M h=L x, t_{j}=j k, 0 \leq j \leq N, N k=T, k$ represent the time step size and $h$ represents the space step length. Let us assume that $\phi_{i}^{j}$ is the numerical approximation of $\phi\left(x_{i}, t_{j}\right)$ and $f_{i}^{j}\left(\phi_{i}^{j}\right)=f\left(x_{i}, t_{j}, \phi_{i}^{j}\right)$. Further suppose that the non-linear function $f_{i}^{j}\left(\phi_{i}^{j}\right)$ satisfies the Lipschitz condition. $\left|f_{i}^{j}\left(\phi_{i}^{j}\right)-f_{i}^{j}\left(\bar{\phi}_{i}^{j}\right)\right| \leq L_{p}\left|\phi_{i}^{j}-\bar{\phi}_{i}^{j}\right|, L_{p}$ is a non-negative Lipschitz constant.

### 2.3. Development of the Scheme

Consider the fractional-order diffusion Equation (1), where $\beta$ is fractional order. The variable-order fractional derivative of order $\beta(x, t)$ is defined by Coimbra in views of Caputo and is written as

$$
\frac{\partial^{\beta} \phi(x, t)}{\partial t^{\beta}}=\left\{\begin{array}{lll}
\frac{1}{\Gamma(1-\beta(x, t))} \int_{0}^{t} \frac{\phi_{\xi} d \xi}{(t-\xi)^{\beta(x, t)}} & \text { if } & 0<\beta(x, t)<1  \tag{2}\\
\phi_{t}, & \text { if } & \beta(x, t)=1
\end{array}\right.
$$

The Caputo derivative is a popular fractional derivative operator and has several advantages over other advanced operators. One advantage is that it has a well-defined initial condition, which is important in the numerical solution of fractional differential equations. The Caputo derivative is defined using a standard integer-order derivative and is therefore easier to understand and compute compared with other advanced operators that are defined using more complex mathematical concepts. Additionally, the Caputo derivative has a more intuitive physical interpretation than other fractional derivative operators, as it models the memory and hereditary properties of a system, which are important in many real-world applications. Furthermore, the Caputo derivative has been widely studied in the literature and has well-established mathematical properties, making it a reliable and widely accepted choice for modeling fractional dynamic systems.

Initially, as the boundary value problem needs to be discretized to be able to solve (1), it is first necessary to discretize the variable-order time-fractional derivative (2) as follows:

$$
\begin{aligned}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}} & =\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j+1}\right)\right)} \int_{0}^{t_{j}} \frac{\phi \tilde{\xi} d \xi}{\left(t_{j+1}-\xi\right)^{\beta\left(x_{i}, t_{j+1}\right)}} \\
& =\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j+1}\right)\right)} \sum_{n=0}^{j-1} \int_{n(k)}^{(n+1) k} \frac{\partial \phi\left(x_{i}, \xi\right)}{\partial \xi} \frac{d \xi}{\left(t_{j+1}-\xi\right)^{\beta\left(x_{i}, t_{j+1}\right)}}
\end{aligned}
$$

Here, we can use the forward difference approximation

$$
\begin{aligned}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}} & =\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j+1}\right)\right)} \sum_{n=0}^{j-1}\left(\frac{\phi\left(x_{i}, t_{n+1}\right)-\phi\left(x_{i}, t_{n}\right)}{k}\right) \\
& \times \int_{n(k)}^{(n+1) k} \frac{d \xi}{\left(t_{j+1}-\xi\right)^{\beta\left(x_{i}, t_{j+1}\right)}}, \\
& =\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j}\right)\right)} \sum_{n=0}^{j-1} \frac{\phi_{i}^{n+1}-\phi_{i}^{n}}{k} \int_{(j-n-1) k}^{(j-n) k} \frac{d \eta}{\eta^{\beta\left(x_{i}, t_{j}\right)}}
\end{aligned}
$$

Equivalently, the above expression can also be written as

$$
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}}=\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j}\right)\right)} \sum_{n=0}^{j-1} \frac{\phi_{i}^{j-n}-\phi_{i}^{j-n-1}}{k} \int_{(n) k}^{(n+1) k} \eta^{-\beta\left(x_{i}, t_{j}\right)} d \eta
$$

## Integration yields

$$
\begin{aligned}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} u\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}} & =\frac{1}{\Gamma\left(1-\beta\left(x_{i}, t_{j}\right)\right)} \sum_{n=0}^{j-1} \frac{\phi_{i}^{j-n}-\phi_{i}^{j-n-1}}{k} \\
& \times \frac{((n+1) k)^{1-\beta\left(x_{i}, t_{j}\right)}-((n) k)^{1-\beta\left(x_{i}, t_{j}\right)}}{1-\beta\left(x_{i}, t_{j}\right)} .
\end{aligned}
$$

Using $\Gamma(1+\beta)=\beta \Gamma(\beta)$ and expanding the summation for $n=0$, we reach

$$
\begin{aligned}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}} & =\frac{1}{\Gamma\left(2-\beta\left(x_{i}, t_{j}\right)\right)} \frac{\phi_{i}^{j}-\phi_{i}^{j-n-1}}{k} k^{1-\beta\left(x_{i}, t_{j}\right)} \\
& +\frac{1}{\Gamma\left(2-\beta\left(x_{i}, t_{j}\right)\right)} \sum_{n=1}^{j-1} \frac{\phi_{i}^{j-n}-\phi_{i}^{j-n-1}}{k}((n+1) k)^{1-\beta\left(x_{i}, t_{j}\right)}-((n) k)^{1-\beta\left(x_{i}, t_{j}\right)}, \\
& =\frac{k^{-\beta\left(x_{i}, t_{j}\right)}}{\Gamma\left(2-\beta\left(x_{i}, t_{j}\right)\right)}\left[\left(\phi_{i}^{j}-\phi_{i}^{j-1}\right)\right. \\
& \left.+\sum_{n=1}^{j-1}\left(\phi_{n}^{j-l}-\phi_{n}^{j-n-1}\right)\left(((n+1) k)^{1-\beta\left(x_{i}, t_{j}\right)}-((n) k)^{1-\beta\left(x_{i}, t_{j}\right)}\right)\right] .
\end{aligned}
$$

Replacing j by j + 1

$$
\begin{aligned}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}} & =\frac{k^{-\beta\left(x_{i}, t_{j+1}\right)}}{\Gamma\left(2-\beta\left(x_{i}, t_{j+1}\right)\right)}\left[\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)\right. \\
& \left.+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right)\left(((n+1) k)^{1-\beta\left(x_{i}, t_{j+1}\right)}-((n) k)^{1-\beta\left(x_{i}, t_{j+1}\right)}\right)\right] .
\end{aligned}
$$

or

$$
\begin{equation*}
\frac{\partial^{\beta\left(x_{i}, t_{j+1}\right)} \phi\left(x_{i}, t_{j+1}\right)}{\partial t^{\beta\left(x_{i}, t_{j+1}\right)}}=\frac{k^{-\beta\left(x_{i}, t_{j+1}\right)}}{\Gamma\left(2-\beta\left(x_{i}, t_{j+1}\right)\right)}\left[\left(\phi_{i}^{j+1}-u_{i}^{j}\right)+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right)\left(b_{l}^{i, j+1}\right)\right] . \tag{3}
\end{equation*}
$$

where

$$
b_{l}^{i, j+1}=((n+1) k)^{1-\beta\left(x_{i}, t_{j+1}\right)}-((n) k)^{1-\beta\left(x_{i}, t_{j+1}\right)}, \quad i=0,1, \ldots, M ; j=0,1, \ldots N .
$$

Discretization of non-linear function $f(\phi)$ is given as

$$
f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)\right)=f_{i}^{j}\left(\phi_{i}^{j}\right)+O(k) .
$$

The second-order finite difference approximation of space derivative is as follows:

$$
\begin{equation*}
\phi_{x x}=\frac{\phi_{i-1}^{j+1}-2 \phi_{i}^{j+1}+\phi_{i+1}^{j+1}}{h^{2}}+O\left(h^{2}\right) . \tag{4}
\end{equation*}
$$

Using approximations (3) and (4), the semi-linear diffusion Equation (1) takes the form

$$
\frac{k^{-\beta_{i}^{j+1}}}{\Gamma\left(2-\beta_{i}^{j+1}\right)}\left[\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}\right]=c_{i}^{j}\left(\frac{\phi_{i-1}^{j}-2 \phi_{i}^{j}+\phi_{i+1}^{j}}{h^{2}}\right)+f_{i}^{j}\left(\phi_{i}^{j}\right) .
$$

or

$$
\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right)\left(b_{n}^{i, j+1}\right)=r_{i}^{j+1}\left[\phi_{i-1}^{j}-2 \phi_{i}^{j}+\phi_{i+1}^{j}\right]+f_{i}^{j}\left(\phi_{i}^{j}\right) k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) .
$$

where

$$
r_{i}^{j+1}=\frac{c_{i}^{j} k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)}{h^{2}}
$$

Through the rearranging of the terms,

$$
\begin{align*}
-r_{i}^{j+1} \phi_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \phi_{i}^{j+1}-r_{i}^{j+1} \phi_{i+1}^{j+1} & =\phi_{i}^{j}+f_{i}^{j}\left(\phi_{i}^{j}\right) k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) \\
& -\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right)\left(b_{n}^{i, j+1}\right) \tag{5}
\end{align*}
$$

Assuming initial conditions,

$$
\begin{equation*}
\phi_{i}^{0}=s\left(x_{i}\right) \quad i=0,1, \ldots, M \tag{6}
\end{equation*}
$$

Conditions at the boundary are

$$
\begin{equation*}
\phi_{0}^{j}=0=\phi_{M}^{j} \quad j=0,1, \ldots, N . \tag{7}
\end{equation*}
$$

The method of solution is summarized in the below Algorithm 1.
Algorithm 1 Fractional Model of Solving Time-Fractional Initial Boundary Value Problems.
(1) Input: Time-fractional IBVP, step sizes $h$ and $k$, fractional-order $\beta$, coefficient matrix $A$, and right-hand side matrix $b$;
Output: Plot of the numerical solution;
Initialize the variables: $h, x, T, k, t, \beta$.
(2) Discretize the domain $[0,1]$ by defining the space and time step size.
(3) Discretize the variable-order time-fractional Caputo derivative and non-linear function;
Set and discretize the initial and boundary condition.
(4) Write the numerical approximation of the given equation and non-linear function.
(5) Use the forward difference approximation for variable-order time-fractional Caputo derivative.
(6) Use central difference approximation for second-order space derivative.
(7) Rearrange terms to obtain the solution of the semi-linear time-fractional diffusion equation.

Initialize the coefficient matrix A and right-hand side matrix b with zeros;
Calculate $r=\left(k^{\beta} * \Gamma(2-\beta)\right) / h^{2}$;
Initialize Solution;
Implicit Scheme;
Set $A(i, i) ; A(i, i-1) ; A(i, i+1) ; b(i, 1) ; A(L x, L x) ; A(L x, L x-1)$;
Calculate the solution for time step $j+1: \phi(j+1,:)=(\operatorname{inv}(A) * b)^{\prime}$;
Store the solution for different values of fractional-order $\beta$;
Plot the surface solution plot.

The comparison of the proposed method with previous techniques is given in Table 1 below.

Table 1. Proposed method comparison with previous methods.

| Techniques | Formulation | Benefits and Drawbacks |
| :--- | :--- | :--- |
| Cubic B-spline approximation for <br> the numerical solution of the <br> time-fractional Fisher equation. | The time-fractional derivative is <br> approximated in Caputo's sense <br> while the space dimension is <br> calculated using a new extended <br> cubic B-spline. | Unconditionally stable and <br> convergent. Applied to non-linear <br> time-fractional partial differential <br> equation. |
|  | The Riemann-Liouville fractional <br> integral and distributed-order <br> fractional derivative are <br> discretized using the second-order <br> convolution quadrature and <br> weighted Grünwald formula. | The method is computationally <br> efficient and convergent. Stability <br> of this method is not verified. |
| Efficient ADI numerical methods <br> for multi-dimensional fractional <br> integro-differential problems. | Spatial discretization is achieved <br> through a centered finite <br> difference technique. | New iterative schemes using a <br> combination of standard and <br> rotated five-point approximations <br> are developed for numerical | | Computationally efficient. |
| :--- |
| Stability analysis of the method is |
| Now group iterative methods |
| developed for solving the |
| two-dimensional sub-diffusion |
| equation with fractional |
| derivatives and specific boundary |
| conditions. | | solution of two-dimensional |
| :--- |
| fractional sub-diffusion equations. |$\quad$| not |
| :--- |

In the next section, we investigate stability of the scheme governed by the discrete Equations (5)-(7).

## 3. Stability Analysis

For stability, let us assume that $\rho_{i}^{j}=\phi_{i}^{j}-U_{i}^{j}$, where $U_{i}^{j}$ is the exact solution at $\left(x_{i}, t_{j}\right)$. By using the Fourier method, we examine the stability of the scheme. The function $\rho^{j}\left(x_{i}^{*}\right)$ is defined as

$$
\rho^{j}\left(x_{i}^{*}\right)=\left\{\begin{array}{lll}
\rho_{i}^{j} & \text { if } & x_{i}-\frac{h}{2}<x_{i}^{*} \leq x_{i}+\frac{h}{2}  \tag{8}\\
0, & \text { if } & 0 \leq x \leq \frac{h}{2} \quad \text { or } \quad L_{x}-\frac{h}{2}<x_{i}^{*} \leq L_{x}
\end{array}\right.
$$

In the Fourier series, the discrete function (8) may be enlarged:

$$
\rho^{j}\left(x_{i}^{*}\right)=\sum_{m=-\infty}^{\infty} \xi_{j}(m) \exp \left(\frac{2 \pi \iota m}{L_{x}}\right),
$$

where

$$
\begin{equation*}
\xi_{j}(m)=\frac{1}{L_{x}} \int_{0}^{L_{x}} \rho^{j}\left(x_{i}^{*}\right) \exp \left(\frac{2 \pi \iota m}{L_{x}}\right) d x, \quad\left\|\rho^{j}(m)\right\|_{2}^{2}=\sum_{-\infty}^{\infty}\left|\xi_{j}(m)\right|^{2} . \tag{9}
\end{equation*}
$$

## Properties of the coefficients $r_{i}^{j}$ and $d_{n}^{i, j}$ :

(1) $r_{i}^{j}>0, \quad 0<b_{n}^{i, j}<d_{n-1}^{i, j}<1$;
where

$$
d_{n}^{i, j+1}=b_{n}^{i, j+1}-b_{n}^{i, j+1}, \quad \forall i=1,2, \ldots, M, n=1,2, \ldots, N .
$$

(2) $0<d_{n}^{i, j}<1, \quad \sum_{j=0}^{k-1} d_{n+1}^{i, j+1}=1-b_{n}^{i, j+1}$.

Property (2) can be proved easily.
Stability of the Scheme
We examine the stability of the proposed scheme in this subsection. We obtain the following round-off error equation from (5).

$$
\begin{aligned}
-r_{i}^{j+1} \rho_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \rho_{i}^{j+1}-r_{i}^{j+1} \rho_{i+1}^{j+1} & =\rho_{i}^{j}+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right]\right]^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) \\
& -\sum_{n=1}^{j}\left(\rho_{n}^{j+1-n}-\rho_{n}^{j-n}\right) b_{n}^{i, j+1}
\end{aligned}
$$

Evaluating sum for $n=0$, we obtain

$$
\begin{aligned}
-r_{i}^{j+1} \rho_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \rho_{i}^{j+1}-r_{i}^{j+1} \rho_{i+1}^{j+1} & =\rho_{i}^{j}+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)\right. \\
& -\left(\rho_{n}^{1}-\rho_{n}^{0}\right) b_{j}^{i, j+1}-\sum_{n=1}^{j-1}\left(\rho_{n}^{j+1-n}-\rho_{n}^{j-n}\right) b_{n}^{i, j+1}
\end{aligned}
$$

Simplification yields

$$
\begin{align*}
-r_{i}^{j+1} \rho_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \rho_{i}^{j+1}-r_{i}^{j+1} \rho_{i+1}^{j+1} & =\rho_{i}^{j}+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}}\right. \\
& \times \Gamma\left(2-\beta_{i}^{j+1}\right)-\rho_{n}^{1} b_{j}^{i, j+1}+\rho_{n}^{0} b_{j}^{i, j+1}  \tag{10}\\
& -\sum_{n=1}^{j-1} \rho_{n}^{j+1-n} b_{n}^{i, j+1}+\sum_{n=1}^{j-1} \rho_{n}^{j-n} b_{n}^{i, j+1} .
\end{align*}
$$

Since

$$
\begin{align*}
-\sum_{n=1}^{j-1} \rho_{i}^{j+1-n} b_{n}^{i, j+1}-\rho_{i}^{1} b_{j}^{i, j+1} & =-\sum_{n=1}^{j} \rho_{i}^{j+1-n} b_{n}^{i, j+1} \\
& =-\sum_{n=0}^{j-1} \rho_{i}^{j-n} b_{n+1}^{i, j+1} \\
& =-b_{1}^{i, j+1} \rho_{i}^{j}-\sum_{n=1}^{j-1} \rho_{i}^{j-n} b_{n+1}^{i, j+1} \tag{11}
\end{align*}
$$

Using (11) in Equation (10), we obtain

$$
\begin{aligned}
-r_{i}^{j+1} \rho_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \rho_{i}^{j+1}-r_{i+1}^{j+1} \rho_{i}^{j+1} & =\rho_{i}^{j}+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{j_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)\right. \\
& +\rho_{n}^{0} b_{j}^{i, j+1}+\sum_{n=1}^{j-1} \rho_{n}^{j-n} b_{n}^{i, j+1}-b_{1}^{i, j+1} \rho_{i}^{j}-\sum_{n=1}^{j-1} \rho_{i}^{j-n} b_{n+1}^{i, j+1} .
\end{aligned}
$$

This can be further simplified to reach

$$
\begin{align*}
-r_{i}^{j+1} \rho_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \rho_{i}^{j+1}-r_{i}^{j+1} \rho_{i+1}^{j+1} & =\rho_{i}^{j}\left(1-b_{1}^{i, j+1}\right)+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right]\right. \\
& \times k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)+\rho_{n}^{0}\left(b_{j}^{i, j+1}\right)+\sum_{n=1}^{j-1} \rho_{i}^{j-n} d_{n+1}^{i, j+1} \tag{12}
\end{align*}
$$

where

$$
d_{n+1}^{i, j+1}=b_{n}^{i, j+1}-b_{n+1}^{i, j+1}
$$

Let the solutions at grid points be of the form

$$
\begin{equation*}
\rho_{i}^{j}=\xi^{j} e^{i \lambda i h} . \tag{13}
\end{equation*}
$$

Replacing (13) in Equation (12), we have

$$
\begin{aligned}
& -r_{i}^{j+1} \tilde{\xi}^{j+1} e^{\iota \lambda(i-1) h}+\left(1+2 r_{i}^{j+1}\right) \xi^{j+1} e^{\iota \lambda i h}-r_{i}^{j+1} \tilde{\xi}^{j+1} e^{\iota \lambda(i+1) h} \\
& =\xi^{j} e^{\iota \lambda i h}\left(1-b_{1}^{i, j+1}\right)+\left[f \left(x_{i}, t_{j}, u\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(u_{i}^{j}\right] \times k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)+\tilde{\xi}^{0} e^{\iota \lambda n h} b_{j}^{i, j+1}+\sum_{n=1}^{j-1} \xi^{j-n} e^{\iota \lambda i h} d_{n+1}^{i, j+1}\right.\right.
\end{aligned}
$$

By simplifying and reorganizing the terms, we arrive at

$$
\begin{aligned}
\xi^{j+1}\left[-r_{i}^{j+1}\left(e^{-\iota \lambda h}+e^{\imath \lambda h}\right)+\left(1+2 r_{i}^{j+1}\right)\right] & =\xi^{j}\left(1-b_{1}^{i, j+1}\right)+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right]\right. \\
& \times k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}+\xi^{0} b_{j}^{i, j+1}+\sum_{n=1}^{j-1} \xi^{j-n} d_{n+1}^{i, j+1}
\end{aligned}
$$

Using identity, $e^{i x}=\cos x+i \sin x$ and again arranging the terms, we obtain

$$
\begin{array}{r}
\xi^{j+1}\left[1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)\right]=\xi^{j}\left(1-b_{1}^{i, j+1}\right)+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] \times\right. \\
k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}+\xi^{0} b_{j}^{i, j+1}+\sum_{n=1}^{j-1} \xi^{j-n} d_{n+1}^{i, j+1}
\end{array}
$$

or

$$
\begin{array}{r}
\xi^{j+1}\left[1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)\right]=\xi^{j}\left(1-b_{1}^{i, j+1}\right)+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] \times\right. \\
k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}+\xi^{0} b_{j}^{i, j+1}+\sum_{n=1}^{j-1} \xi^{j-1} d_{n+1}^{i, j+1} \tag{14}
\end{array}
$$

where the result has been used $\sum_{n=0}^{j-1} d_{n+1}^{i, j+1}=1-b_{j}^{i, j+1}$.
In order to verify the stability of the implicit finite difference scheme presented in this paper, we prove the following lemma. This lemma provides a framework for evaluating the stability of the scheme and serves as a crucial step in the overall stability analysis.

Lemma 1. Assume that $\xi^{j},(j=1,2, \ldots, N-1)$ is the solution to the Equation (14); then, $\left|\xi^{j}\right| \leq C^{*}\left|\xi^{0}\right|$, and the following holds true $j=1,2, \ldots, N-1$.

Proof. Using mathematical induction, we have proven this lemma.
For $j=0$, the Equation (14) reduces to

$$
\xi^{1}\left[1+4 r_{i}^{1} \sin ^{2}\left(\frac{\lambda h}{2}\right)\right]=\left[f\left(x_{i}, t_{0}, \phi\left(x_{i}, t_{0}\right)-f_{i}^{0}\left(\phi_{i}^{0}\right)\right] k^{\beta_{i}^{1}} \Gamma\left(2-\beta_{i}^{1}\right) e^{-\iota \lambda i h}+\xi^{0}\right.
$$

Solving for $\xi^{1}$, we obtain

$$
\xi^{1}=\frac{\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}\right.}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\xi^{0}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)} .
$$

By taking the modulus on both sides

$$
\begin{aligned}
\left|\xi^{1}\right|= & \left|\frac{\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}\right.}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\xi^{0}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right|, \\
& \leq \frac{\mid\left[f ( x _ { i } , t _ { j } , \phi ( x _ { i } , t _ { j } ) - f _ { i } ^ { j } ( \phi _ { i } ^ { j } ) ] | | k ^ { \beta _ { i } ^ { j + 1 } } \Gamma ( 2 - \beta _ { i } ^ { j + 1 } ) e ^ { - \iota \lambda i h } \left|+\left|\xi^{0}\right|\right.\right.}{\left|1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda(h)}{2}\right)\right|} \\
& \leq \frac{\left[1+L_{p} k^{\beta_{i}^{1}} \Gamma\left(2-\beta_{i}^{1}\right)\right]\left|\xi^{0}\right|}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda(h)}{2}\right)} \\
& \leq C^{0}\left|\xi^{0}\right|
\end{aligned}
$$

where

$$
C^{0}=\frac{\left[1+L_{p} k^{\beta_{i}^{1}} \Gamma\left(2-\beta_{i}^{1}\right)\right]}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}
$$

For $j>0$, Equation (14) can be written as

$$
\begin{aligned}
& \xi^{j+1}\left[1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)\right]= \\
& {\left[\xi^{j}\left(d_{1}^{i, j+1}\right)+\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}+\xi^{0} b_{j}^{i, j+1}\right]+\sum_{n=1}^{j-1} \xi^{j-n} d_{n}^{i, j+1} .\right.}
\end{aligned}
$$

Solving for $\xi^{j+1}$, we obtain

$$
\begin{align*}
\xi^{j+1}=\frac{\xi^{j}\left(d_{1}^{i, j+1}\right)}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+ & \frac{\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\beta_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}\right.}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}  \tag{15}\\
& +\frac{\xi^{0} b_{j}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\sum_{n=1}^{j-1} \xi^{j-n} d_{n}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}
\end{align*}
$$

Let us now assume that the given result holds for $j$ and prove it for $j+1$, i.e., it holds $\left|\xi^{j}\right| \leq C^{0}\left|\xi^{0}\right|$ and we are going to show that $\left|\xi^{j+1}\right| \leq C^{*}\left|\xi^{0}\right|$. We take the modulus on both sides of (15), i.e.,

$$
\begin{aligned}
\left|\xi^{j+1}\right| & =\left|\frac{\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\xi^{0} b_{j}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\sum_{n=1}^{j-1} \xi^{j-n} d_{i+1}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right|, \\
& \leq\left|\frac{\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right] k^{j \beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h} \mid\right.}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right|+\left|\frac{\xi^{0} b_{j}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right|+\left|\frac{\sum_{n=1}^{j-1} \xi^{j-n} d_{n+1}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right|, \\
& \leq \frac{\mid\left[f\left(x_{i}, t_{j}, \phi\left(x_{i}, t_{j}\right)-f_{i}^{j}\left(\phi_{i}^{j}\right)\right]| | k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) e^{-\iota \lambda i h} \mid\right.}{\left[1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)\right]}+\frac{\left|\xi^{0}\right| b_{j}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}+\frac{\sum_{n=1}^{j-1}\left|\xi^{j-n}\right| d_{n+1}^{i, j+1}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)} .
\end{aligned}
$$

We know that $\left|\xi^{j}\right| \leq C^{*}\left|\xi^{0}\right|$ for all $j>1$; so,

$$
\left|\xi^{j+1}\right| \leq \frac{\sum_{n=0}^{j-1} d_{n+1}^{i, j+1} \bar{C}^{*}\left|\xi^{0}\right|+b_{n}^{i, j+1}\left|\xi^{0}\right|+k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) L_{p}\left|\xi^{0}\right|}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}
$$

or

$$
\begin{equation*}
\left|\xi^{j+1}\right| \leq\left[\frac{\sum_{n=0}^{j-1} d_{n+1}^{i, j+1} \bar{C}^{*}+b_{n}^{i, j+1}+k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) L_{p}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right]\left|\xi^{0}\right| \tag{16}
\end{equation*}
$$

Since $\sum_{j=0}^{k-1} d_{n+1}^{i, j+1}=1-b_{n}^{i, j+1}<1$, and Equation (16) can be written as

$$
\begin{aligned}
\left|\xi^{j+1}\right| & \leq\left[\frac{\bar{C}^{*}\left(1-b_{n}^{i, j+1}\right)+b_{n}^{i, j+1}+k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) L_{p}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)}\right]\left|\xi^{0}\right| \\
& \leq C^{*}\left|\xi^{0}\right|
\end{aligned}
$$

where

$$
C^{*}=\frac{\bar{C}^{*}\left(1-b_{n}^{i, j+1}\right)+b_{n}^{i, j+1}+k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right) L_{p}}{1+4 r_{i}^{j+1} \sin ^{2}\left(\frac{\lambda h}{2}\right)} .
$$

By this method, the Lemma can be proved by induction.
Theorem 1. The implicit finite difference scheme is unconditionally stable-(12) to (14).
Proof. Based on the above Lemma:

$$
\left\|\rho^{j}\right\| \leq C^{*}\left\|\rho^{0}\right\|, \quad k=1,2, \ldots, N .
$$

The system is always stable, as shown by this observation. As a result of the proof, it can be concluded that the implicit finite difference scheme is unconditionally stable, and can be used to obtain accurate solutions for semi-linear variable-order initial boundary value problems. This provides a solid foundation for the application of the method in future research and practical applications.

## 4. Numerical Experiments

The numerical solution of fractional model of heat equation using an implicit scheme with different initial and boundary conditions is given in this section. The equations are solved for different values of the fractional-order $\beta$ from 0 to 1 . The spatial domain is discretized into $N=10$ intervals with step size $h$ and the solution is obtained for final time $T$. The solution is stored for each value fractional-order $\beta$ in the matrix. The solution is then plotted against the spatial variable $x$ with different lines representing the solutions for different values of fractional order.

Several time-fractional boundary value problems are considered in this section and approximated using a newly developed implicit finite difference algorithm. The solution curves are also plotted for distinct values of fractional-order $\beta$.

All the tests are performed on Windows 10 Pro and Matlab version (R2016b) running on an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i5-7200U CPU @ 2.5 GHz with 8 GB RAM.

Example 1. The given equation is the linear fractional diffusion equation. It describes the time evolution of a scalar field $\phi(x, t)$ in one spatial dimension and fractional time derivatives. The fractionalorder $\beta$ determines the strength of the diffusion process and can be any value between 0 and 1 . The equation also contains a first-order spatial derivative term in addition to the second-order spatial derivative. The initial condition is a piece-wise linear function defined at time $t=0$. The boundary conditions specify that the field is zero at the two boundaries of the spatial domain. The purpose of this equation is to model physical phenomena that exhibit non-local diffusion, such as heat transfer and fluid flow in porous media. Let us examine the linear diffusion equation:

$$
\begin{equation*}
\frac{\partial^{\beta} \phi}{\partial t^{\beta}}=\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial \phi}{\partial x}, \tag{17}
\end{equation*}
$$

Based on the initial condition,

$$
\phi(x, 0)= \begin{cases}x, & 0 \leq x \leq 1 / 2 \\ 1-x, & 1 / 2 \leq x \leq 1\end{cases}
$$

Conditions at the boundary are

$$
\phi(0, t)=0=\phi(1, t), \quad t \geq 0
$$

Proof. Using time-fractional approximation (3) of time derivative and the central difference approximations of space derivatives, the discrete form of Equation (17) can be written as

$$
\frac{k^{-\beta_{i}^{j+1}}}{\Gamma\left(2-\beta_{i}^{j+1}\right)}\left[\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}\right]=\frac{\phi_{i-1}^{j+1}-2 \phi_{i}^{j+1}+\phi_{i+1}^{j+1}}{h^{2}}+\frac{\phi_{i+1}^{j+1}-\phi_{i-1}^{j+1}}{2 h} .
$$

As a result of rearranging the terms

$$
\left(-r_{i}^{j+1}+\frac{h}{2} r_{i}^{j+1}\right) \phi_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \phi_{i}^{j+1}+\left(-r_{i+1}^{j+1}-\frac{h}{2} r_{i}^{j+1}\right) \phi_{i+1}^{j+1}=\phi_{i}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}
$$

with

$$
\phi_{i}^{0}=\left\{\begin{array}{ll}
x_{i}, & 0 \leq x_{i} \leq 1 / 2 \\
1-x_{i}, & 1 / 2 \leq x_{i} \leq 1 .
\end{array} \quad i=0,1, \ldots, M,\right.
$$

$\phi_{0}^{j}=0=\phi_{M^{\prime}}^{j}$ where

$$
r_{i}^{j+1}=\frac{k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)}{h^{2}} .
$$

Matrix form of the discrete problem is defined as

$$
\begin{aligned}
& {\left[\begin{array}{ccccccc}
d_{1}^{j+1} & b_{1}^{j+1} & 0 & 0 & \cdot & \cdot & 0 \\
a_{2}^{j+1} & d_{2}^{j+1} & b_{2}^{j+1} & 0 & \cdot & \cdot & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & 0 & 0 & \cdot & a_{M-1}^{j+1} & d_{M-1}^{j+1}
\end{array}\right]\left[\begin{array}{c}
\phi_{1}^{j+1} \\
\phi_{2}^{j+1} \\
\cdot \\
\cdot \\
\cdot \\
\phi_{M-1}^{j+1}
\end{array}\right]} \\
& \quad=\left[\begin{array}{c}
\phi_{1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{1, j+1} \\
\phi_{2}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{2, j+1} \\
\\
\phi_{M-1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{M-1, j+1}
\end{array}\right]
\end{aligned}
$$

and, after incorporating the conditions, the matrix system is given as

$$
\begin{aligned}
& {\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & . & . & . & 0 & 0 \\
a_{1}^{j+1} & d_{1}^{j+1} & b_{1}^{j+1} & 0 & 0 & . & . & 0 & 0 \\
0 & a_{2}^{j+1} & d_{2}^{j+1} & b_{2}^{j+1} & 0 & . & . & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot & . & . & . & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
0 & 0 & 0 & 0 & 0 & . & a_{M-1}^{j+1} & d_{M-1}^{j+1} & b_{M-1}^{j+1} \\
0 & 0 & 0 & 0 & . & . & . & 0 & 1
\end{array}\right]} \\
& {\left[\begin{array}{c}
\phi_{0}^{j+1} \\
\phi_{1}^{j+1} \\
\cdot \\
\cdot \\
\cdot \\
\phi_{M-1}^{j+1} \\
\phi_{M}^{j+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\phi_{1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{1, j+1} \\
i_{3}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{2, j+1} \\
\cdot \\
\cdot \\
\cdot \\
\phi_{M-1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{M-1, j+1} \\
0
\end{array}\right]}
\end{aligned}
$$

where $a_{i}^{j+1}=-r_{i}^{j+1}+\frac{h}{2} r_{i}^{j+1}, d_{i}^{j+1}=1+2 r_{i}^{j+1}, b_{i}^{j+1}=-r_{i}^{j+1}-\frac{h}{2} r_{i}^{j+1}$.
The matrix system can also be written as

$$
\phi^{j+1} A^{j+1}=B^{j} .
$$

We use MATLAB code to solve for $\phi_{i}^{j+1}$ using the equation $A^{j+1} \phi_{i}^{j+1}=0$, where $A^{j+1}$ is an invertible matrix. The numerical solution is plotted in Figure 1 for distinct values of the fractional-order $\beta$ at final time $T=0.2$ with $h=0.01$ and $k=0.01$.

Example 2. The given equation represents the time evolution of a field $\phi(x, t)$ in a one-dimensional space, described by a fractional partial derivative with respect to time, $\beta$. The right-hand side of the equation describes the spatial spread of the field due to a combination of diffusion (represented by $\partial^{2} \phi / \partial x^{2}$ ) and decay $(-\phi)$. The initial condition specifies the shape of the field at time $t=0$, and the boundary conditions specify the behavior of the field at the edges of the spatial domain (i.e., $x=0$ and $x=1$ ). The significance of this equation lies in its ability to describe a wide range of
physical phenomena, such as heat transfer, fluid flow, and electromagnetic wave propagation, which can be modeled using the combination of diffusion and decay.

$$
\begin{equation*}
\frac{\partial^{\beta} \phi}{\partial t^{\beta}}=\frac{\partial^{2} \phi}{\partial x^{2}}-\phi, \tag{18}
\end{equation*}
$$

with respect to the initial conditions

$$
\phi(x, 0)=x^{2}, \quad 0 \leq x \leq 1
$$

where the conditions of the boundary are

$$
\phi(0, t)=0, \quad \phi_{x}(1, t)=1-\phi, \quad t \geq 0
$$



Figure 1. The numerical solution for various values of the fractional-order $\beta$ at the final time $\mathrm{T}=0.2$ with $\mathrm{h}=0.01, \mathrm{k}=0.01$.

Proof. Using time-fractional approximation (4) for the time derivative and the central difference approximations (5) for space derivative, Equation (18) can be written in discrete form as

$$
\frac{k^{-\beta_{i}^{j+1}}}{\Gamma\left(2-\beta_{i}^{j+1}\right)}\left[\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)+\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right)\left(b_{n}^{i, j+1}\right)\right]=\left[\frac{\phi_{i-1}^{j+1}-2 \phi_{i}^{j+1}+\phi_{i+1}^{j+1}}{h^{2}}\right] \phi_{i}^{j+1} .
$$

After rearranging the terms, we obtain

$$
-r_{i}^{j+1} \phi_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}+h^{2} r_{i}^{j+1}\right) \phi_{i}^{j+1}-r_{i}^{j+1} \phi_{i+1}^{j+1}=\phi_{i}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}
$$

with

$$
\phi_{i}^{0}=x_{i}^{2}, \quad i=0,1, \ldots, M
$$

$$
\phi_{0}^{j}=0, \quad\left(\phi_{M}^{i}\right)_{x}=1-\phi_{M^{\prime}}^{j} \quad j=0,1, \ldots, N .
$$

where

$$
r_{i}^{j+1}=\frac{k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)}{h^{2}} .
$$

The matrix form of the discrete problem, after adding the boundary conditions, is defined as follows:

$$
\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & . & \cdot & . & 0 & 0 \\
a_{1}^{j+1} & d_{1}^{j+1} & a_{1}^{j+1} & 0 & 0 & \cdot & . & 0 & 0 \\
0 & a_{2}^{j+1} & d_{2}^{j+1} & a_{2}^{j+1} & 0 & \cdot & . & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & . & & \\
0 & 0 & 0 & 0 & 0 & . & a_{M-1}^{j+1} & d_{M-1}^{j+1} & a_{M-1}^{j+1} \\
0 & 0 & 0 & 0 & \cdot & \cdot & \cdot & -2 r_{M}^{j+1} & d_{M}^{j+1}+2 h_{M}^{j+1}
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\phi_{0}^{j+1} \\
\phi_{1}^{j+1} \\
\cdot \\
\cdot \\
\cdot \\
\phi_{M-1}^{j+1} \\
\phi_{M}^{j+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\phi_{1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{1, j+1} \\
\cdot \\
\cdot \\
\cdot \\
\phi_{M-1}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{M-1, j+1} \\
\phi_{M}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{M, j+1}+2 h r_{M}^{j}
\end{array}\right]
$$

where $a_{i}^{j+1}=-r_{i}^{j+1}$ and $d_{i}^{j+1}=1+2 r_{i}^{j+1}+h^{2} r_{i}^{j+1}$,
Matrix systems can also be expressed as

$$
\phi^{j+1} A^{j+1}=B^{j}
$$

We use MATLAB to solve for $\phi_{i}^{j+1}$ by solving the equation $A^{j+1} \phi_{i}^{j+1}=0$, where $A^{j+1}$ is an invertible matrix. The resulting numerical solution is plotted in Figure 2 for various values of the fractional-order $\beta$ at the final time $T=0.1$ with $h=0.01, k=0.01$.

Example 3. The purpose of this equation is to describe the diffusion of a quantity $\phi$ over space and time, where the diffusion process is characterized by the fractional derivative with respect to time. The initial condition $\phi(x, 0)=1-x^{2}$ defines the initial distribution of $\phi$ over the space interval $0 \leq x \leq 1$. The conditions at the boundary, $\phi_{x}(0, t)=0$ and $\phi(1, t)=0$, define the behavior of $\phi$ at the boundary points over time.

$$
\begin{equation*}
\frac{\partial^{\beta} \phi}{\partial t^{\beta}}=\frac{\partial^{2} \phi}{\partial x^{2}}-\frac{1}{x} \frac{\partial \phi}{\partial x} . \tag{19}
\end{equation*}
$$

The initial condition is

$$
\phi(x, 0)=1-x^{2}, \quad 0 \leq x \leq 1
$$

with conditions at the boundary of

$$
\phi_{x}(0, t)=0, \quad \phi(1, t)=0
$$

Proof. Using (3) and (19), we obtain

$$
\begin{aligned}
\frac{k^{-\beta_{i}^{j+1}}}{\Gamma\left(2-\beta_{i}^{j+1}\right)}\left[\left(\phi_{i}^{j+1}-\phi_{i}^{j}\right)+\operatorname{sum}_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}\right] & =\left[\frac{\phi_{i-1}^{j+1}-2 \phi_{i}^{j+1}+\phi_{i+1}^{j+1}}{h^{2}}\right] \\
& -\frac{1}{x_{i}} \frac{\phi_{i+1}^{j+1}-\phi_{i-1}^{j+1}}{2 h}
\end{aligned}
$$

The following implicit form is obtained after rearranging the terms

$$
\begin{aligned}
\left(-r_{i}^{j+1}-\frac{h}{2 x_{i}} r_{i}^{j+1}\right) \phi_{i-1}^{j+1}+\left(1+2 r_{i}^{j+1}\right) \phi_{i}^{j+1} & +\left(-r_{i}^{j+1}+\frac{h}{2 x_{i}} r_{i}^{j+1}\right) \phi_{i+1}^{j+1} \\
& =\phi_{i}^{j}-\sum_{n=1}^{j}\left(\phi_{n}^{j+1-n}-\phi_{n}^{j-n}\right) b_{n}^{i, j+1}
\end{aligned}
$$

with

$$
\begin{gathered}
\phi_{i}^{0}=1-x_{i}^{2}, \quad i=0,1, \ldots, M \\
\left(\phi_{i}^{0}\right)_{x}=0, \quad \phi_{M}^{j}=0, \quad j=0,1, \ldots, N .
\end{gathered}
$$

where

$$
r_{i}^{j+1}=\frac{k^{\beta_{i}^{j+1}} \Gamma\left(2-\beta_{i}^{j+1}\right)}{h^{2}}
$$

Adding boundary conditions to the discrete problem results in a matrix form:

$$
\left[\begin{array}{ccccccccc}
d_{0}^{j+1} & -2 r_{0}^{j+1} & 0 & 0 & \cdot & \cdot & \cdot & 0 & 0 \\
a_{1}^{j+1} & d_{1}^{j+1} & b_{1}^{j+1} & 0 & 0 & \cdot & \cdot & 0 & 0 \\
0 & a_{2}^{j+1} & d_{2}^{j+1} & b_{2}^{j+1} & \cdot & \cdot & 0 & 0 & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
0 & 0 & 0 & 0 & 0 & \cdot & a_{M-1}^{j+1} & d_{M-1}^{j+1} & b_{M-1}^{j+1} \\
0 & 0 & 0 & 0 & \cdot & \cdot & \cdot & 0 & 1
\end{array}\right] .
$$

where $a_{i}^{j+1}=-r_{i}^{j+1}\left(1+\frac{h}{2 x_{i}}\right), d_{i}^{j+1}=1+2 r_{i}^{j+1}$, and $b_{i}^{j+1}=-r_{i}^{j+1}\left(1-\frac{h}{2 x_{i}}\right)$.
Matrix systems can also be expressed as

$$
\begin{equation*}
\phi^{j+1} A^{j+1}=B^{j} \tag{20}
\end{equation*}
$$

We use MATLAB to solve for $\phi_{i}^{j+1}$ by solving the matrix Equation (20), which is represented as $A^{j+1} \phi_{i}^{j+1}=0$, where $A^{j+1}$ is an invertible matrix. The numerical solution
obtained is plotted in Figure 3 for various values of the fractional-order $\beta$ at the final time $T=0.3$ with $h=0.05, k=0.05$.


Figure 2. The numerical solution for various values of the fractional-order $\beta$ at the final time $\mathrm{T}=0.1$ with $\mathrm{h}=0.01, \mathrm{k}=0.01$.


Figure 3. The numerical solution for various values of the fractional-order $\beta$ at the final time $\mathrm{T}=0.3$ with $\mathrm{h}=0.05, \mathrm{k}=0.05$.

## 5. Conclusions

The purpose of this paper is to present a new implicit finite difference scheme for resolving variable-order time-fractional linear and semi-linear partial differential equations. The scheme is shown to be unconditionally stable by means of the Fourier method. To demonstrate the effectiveness of the proposed method, the authors present a series of numerical examples and display the results graphically using MATLAB. To further highlight the behavior of the solution under different conditions, the authors plot solution curves for varying values of the fractional-order parameter $\beta$. The implicit finite difference method and the Fourier method used in this study provide a versatile tool for solving variable-order time-fractional partial differential equations, which have applications in a wide range of physics and engineering problems.

## 6. Future Directions

The method presented in this paper can be extended to solve non-linear fractional differential equations, which are commonly encountered in real-world problems. This could provide new insights into the behavior of non-linear systems with memory and non-locality. Further research can be conducted to improve the stability analysis of the implicit finite difference method and to explore other methods for evaluating stability. The implicit finite difference method can be parallelized-this will make calculations fast and efficient. This could lead to the development of large-scale simulations and the solution of complex problems in a shorter amount of time. The implicit finite difference method can be applied to a wide range of real-world problems, such as heat transfer, diffusion, and wave propagation. This could lead to new insights and applications in various fields, including physics, engineering, and material science.
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