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Abstract: Currently, attention mechanisms are widely used in aspect-level sentiment analysis tasks.
Previous studies have only used attention mechanisms combined with neural networks for aspect-
level sentiment classification, and the feature extraction of the model is insufficient. When the same
aspect and sentiment polarity appear in multiple sentences, the semantic information sharing of the
same domain is also ignored, resulting in low model performance. To address these problems, the
paper proposes an aspect-level sentiment analysis model, GCAT-GTCU, which combines a Graph-
connected Attention Network containing symmetry with Gate Than Change Unit. Three nodes
of words, sentences, and aspects are constructed, and local and deep-level features of sentences
are extracted using CNN splicing BiGRU; node connection information is added to GAT to form a
GCAT containing symmetry to realize the information interaction of three nodes, pay attention to
the contextual information, and update the shared information of three nodes at any time; a new
gating mechanism GTCU is constructed to filter noisy information and control the flow of sentiment
information; finally, the three nodes are extracted information to predict the final sentiment polarity.
The experimental results on four publicly available datasets show that the model outperforms the
baseline model against which it is compared in some very controlled situations.

Keywords: aspect-LEVEL sentiment analysis; GCAT; Graph-connected Attention Network; GTCU;
Gate Than Change Unit

1. Introduction

With the development of technology and the continuous progress of society, social
media is becoming more and more active, and social comments have penetrated into
every aspect of our lives. Sentiment analysis for comments can provide users with more
comprehensive sentiment information. Text sentiment analysis can be divided into three
categories: sentence-level sentiment analysis, chapter-level sentiment analysis, and aspect-
level sentiment analysis according to the granularity of the analysis. Unlike the other
two types of sentiment analysis, aspect-level sentiment analysis can predict the sentiment
tendency expressed in different aspects of the text, and the context of the text and the
sentiment information of different aspects are the focus of accurate sentiment prediction.
The final predicted sentiment polarity is classified as positive, negative, or neutral [1]. For
example, in the sentence “while the food was very delicious, the service was terrible”, the
affective tendency of “food” is positive, but the affective tendency of “service” is negative.
However, in sentence-level and chapter-level sentiment analysis, it is not possible to analyze
the sentiment expressed by different aspects [2].

Aspect-level sentiment analysis is a fine-grained sentiment classification task [3].
Aspect-level sentiment analysis tasks are divided into two categories according to existing
fine-grained sentiment analysis models: ACSA and ATSA. in ACSA, aspect terms abstractly
represent entity categories in the text and are used to predict the sentiment polarity of a
given aspect term in the text, while in ATSA, nouns, and entities directly present in the
text are used as aspect terms. Therefore, ATSA refers to analyzing the sentiment polarity
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associated with the target entity in the text. In previous aspect-level sentiment analysis tasks,
both sentiment lexicon-based and machine learning-based sentiment analysis methods
can have good results in sentiment, but for good features, the selection is the superiority
and inferiority of these methods. Deep learning methods [4,5] solve the problems of the
above methods, which have good results in both image and speech recognition and are
widely used up in natural language processing tasks. Due to the rapid development of
deep learning, the ACSA task has been significantly advanced. Based on the attention
mechanism or gating mechanism is the approach currently employed in most ACSA tasks,
the category of aspects to be analyzed guided by deep learning models focus on.

There are currently three main types of sentiment analysis predictions using deep
learning neural networks: RNN-based, CNN-based, and GNN-based. For RNN-based
sentiment analysis models, Ref. [6] uses LSTM and GRU to incorporate a gating mechanism
on RNN as a way to capture the semantic relationships between aspect words and their
contexts; Ref. [7] uses attention mechanism-based LSTM to generate aspect-oriented
embeddings and connect sentence embeddings and aspect-oriented embeddings to obtain
the final features, and Ref. [8] combines recurrent and recursive neural models to handle
aspect-level sentiment analysis tasks. For CNN-based sentiment analysis models, Ref. [9]
uses CNN as feature extractors and gating units to control the flow of information, and
these components are easily parallelized for training, improving the efficiency of the model.
Ref. [10] chose CNN as the base encoder to combine user and product information in a
neural network model for sentiment classification for the first time, which greatly improved
the model performance. For GNN-based sentiment analysis models, GNNs are divided into
several categories such as GCNs and GATs. In GCN-based sentiment analysis, a GCN based
on sentence dependency trees was built in Ref. [11], and the model outperformed other
baseline models. Ref. [12] defined sentence and aspect nodes and used a heterogeneous
graph convolutional network for learning sentence and aspect features with good results.
In GAT-based sentiment analysis, Ref. [13] proposed a relational GAT to encode the
dependency parse tree structure for sentiment prediction, which greatly improved the
efficiency over the baseline model. Ref. [14] proposed an aspect-level sentiment analysis
model based on GAT, which encodes grammatical structures into aspect representations
and refines them using contrast loss, with good experimental results. In addition, the use
of cross-domain network structures for classification tasks is a research approach worth
exploring, Ref. [15] constructs a new class of hierarchical fractal networks by iteration
in certain cases; Ref. [16] investigated the coherence of networks with recursive features
and proposed a class of nested weighted n-polygon networks; Ref. [17–19] has carried
out a lot of research on cross-domain network structures based on contrastive learning,
and applying these methods in the field of aspect-level sentiment analysis is also a great
breakthrough; In Ref. [20–22], cross-domain network structures are used to conduct a large
number of studies on text classification tasks when there are few corpora. As one of the
classification tasks, whether aspect-level sentiment analysis can draw lessons from these
methods is also worth exploring for subsequent studies.

In the aspect-level sentiment analysis task, when the same aspect and sentiment
predictions occur in a sentence, the model performance is degraded due to the influence
of the features of the aspect category on the wrong sentiment prediction. Most of the
current studies have used neural networks with attention mechanisms for aspect-level
sentiment analysis, and these models are able to direct the attention mechanism to focus on
the semantic information of sentences and aspect categories to extract semantic relations
about aspect categories, by extracting aspect-related information from sentences to generate
aspect embeddings, and then introducing the attention mechanism to predict sentiment
polarity [7,9,11]. However, when the same aspect and sentiment are predicted in a sentence,
due to insufficient deep feature extraction and neglect of semantic information sharing,
these models can only generate sentence and aspect embedding information through a
sentence with no interaction between sentences, which leads to the loss of inter-sentence
relations and thus affects the overall performance of the model.
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In addition, semantic information for aspect-level sentiment analysis can be learned
through sentence and aspect interaction[23–25]. In sentences with the same aspect and
sentiment prediction polarity, different semantic expressions of the same aspect will appear,
and learning sentiment knowledge from different semantic expressions can improve the
generalization of the model, nowadays there are already many methods to extract semantic
information from only one sentence [26–28], how to extract deep-level features and se-
mantic information in multiple sentences and achieve interaction to improve the overall
performance of the model is a problem worth exploring.

To alleviate the above challenges, we propose a new aspect-level sentiment analysis
model, GCAT-GTCU. First construct sentence nodes, word nodes, and aspect nodes, splice
CNN and BiGRU to extract deep local and deep features of sentences; then, add node
connection information to GAT to form GCAT containing symmetry, update the three nodes
and realize information interaction to make semantic information flow in the three nodes;
then, introduce a new gating mechanism GTCU to control the path of sentiment flow to
the pooling layer; and finally outputting sentiment classification by extracting information
from the three nodes.

The main contributions can be summarized as follows:

• The method of constructing word nodes, sentence nodes and aspect nodes and using
CNN to splice BiGRU to extract local and deep-level features of sentences is proposed.
Which CNN is used to extract local features of sentences; BiGRU focuses on the
semantic information of sentence context and extracts relevant features, which solves
the problem that CNN cannot extract long sequence features and makes the overall
performance of the model improve greatly;

• An aspect-level sentiment analysis model, GCAT-GTCU, which combines a Graph-
connected Attention Network containing symmetry with Gate Than Change Unit is
proposed. The model adds connection information between nodes in GAT to form
GCAT containing symmetry, updates the embedding information of three different
nodes of words, sentences and aspects at any time, transmits semantic information
between related sentences and aspect words through the interaction of the three nodes,
and realizes the sharing of semantic information for the same aspect and sentiment
polarity prediction in multiple sentences;

• A new gating mechanism GTCU is proposed to effectively remove the updated shared
noise information and control the flow of sentiment information after updating. Finally,
the model’s overall performance is improved by extracting the aspect sentiment
polarity prediction through three kinds of node information.

2. Method

This paper deals with the ACSA task, which customizes the given sentence
C = {s1, s2, · · · , sn}, where the ith word in the sentence is denoted as si, the aspect category
mentioned in the sentence is defined as AC =

{
AC

1 , AC
2 , · · · , AC

M
}

, a predefined aspect
category is denoted as AC

m, and the definition of O =
{

OC
1 , OC

2 , · · · , OC
M
}

, where OC
m de-

notes the three emotional polarities of positive, neutral and negative. The main task of this
paper is to predict the sentiment tendency of specific aspects of a given text, and the main
goal is to enhance feature extraction between multiple sentences and improve information
sharing between multiple sentences in a text as a way to improve the accuracy of sentiment
prediction.

2.1. General Structure of the Model

The GCAT-GTCU model in this paper is divided into five main layers: embedding
layer, splicing layer, GCAT layer, Gating layer, and Sentiment prediction layer. The embed-
ding layer initializes the embedding of nodes and edges; the splicing layer mines the local
and deep features of sentences; the GCAT layer updates the embedding information of
nodes and enables the sharing of semantic information for sentiment prediction; the Gating
layer uses the proposed GTCU gating mechanism to control the sentiment flow of shared
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embedding and to denoise them; the Sentiment prediction layer uses sentence and aspect
nodes to predict sentiment polarity. The specific information of each layer will be described
in detail in the following. The overall structure of the model is shown in Figure 1 below.

Figure 1. Overall structure of GCAT-GTCU model.The model consists of five layers: 1. embedding
layer. 2. splicing layer. 3. GCAT layer. 4. gating layer. 5. sentiment prediction layer. The model
uses CNN to splice BiGRU in splicing layer; GCAT layer realizes the information interaction of word
nodes, sentence nodes and aspect nodes; GTCU layer filters the noisy information and controls the
flow of sentiment information; sentiment prediction layer extracts the information of the three nodes
and predicts the final sentiment polarity.

2.2. Embedding Layer

In the embedding layer, the dimension of the word embedding is denoted as ds.
The embedding of nodes and edges in the word is initialized using the pre-trained word
embedding Xs ∈ Rn∗ds , where n ∗ ds denotes the product of multiple word embeddings,
and the sentence is converted into a stitch of word embedding and fed to the CNN and
BiGRU layers with different kernel sizes to extract features; the dimension of the sentence
embedding is denoted as dc, and Xc ∈ Rh∗dc denotes the sentence node’s final features,
where h ∗ dc denotes the product of multiple sentence embeddings; the dimension of aspect
embedding is denoted as da, and the aspect nodes are initialized with a one-hot vector and
then sent to the linear layer to obtain Xa ∈ Rm∗da , where m ∗ da denotes the product of
multiple aspect embeddings. The positional embedding of the edges of word nodes and
sentence nodes, using transformer positional coding [29], can solve the problem that the
same word appearing in different positions of a sentence may have different sentiment
predictions. In performing feature extraction, a combination of CNN and BiGRU is used to
exploit both the ability of CNN to mine local features of sentences and the ability of BiGRU
to effectively capture long sequences and extract contextual information from word vectors.

2.3. Splicing Layer

The splicing layer mainly uses CNN to splice BiGRU. Due to the capture of continuous
word features by the convolutional kernel, CNN is able to extract local features of sentences.
the CNN is divided into five parts: input layer, convolutional layer, pooling layer, fully
connected layer, and output layer. The input layer takes the output of the word embedding
talked about above as the input. The convolution layer sets up the filter sizes as 2, 3 and 4,
to extract the local features of the input sentences, as in expression (1):

cs = f {θ · Xs:s+o−1 + b} (1)
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where θ denotes the convolution kernel, o denotes the dimension, and the sentence vector
Xs:s+o−1 consists of s to s+o-1 words with bias b, and the feature matrix c = [cp], with
p = 1, 2, 3, . . . , n− o + 1 is obtained after the convolution layer.

The pooling layer downs sampling the obtained local feature matrix to obtain the
optimal solution for the local values, as in expression (2):

Ds = max(ck), k = 1, 2, 3, . . . , n− l + 1 (2)

where c denotes the obtained local feature matrix and Ds denotes the optimal solution.
The fully connected layer solves the problem of sequence breakage after the pooling

layer, as in expression (3):
U = [Du], u = 1, 2, 3, . . . , n (3)

where U denotes the feature matrix concatenated by the pooled vector Ds; it is fully con-
catenated in order to be stitched into the BiGRU where the serialized structure information
must be input.

The output layer outputs the final serialized structure information.
BiGRU is composed of bidirectional GRU, which can combine words in order, each

word can obtain the information of the previous words, and the final word vector contains
the context information of all sentences, which can realize the extraction of deep-level
features of sentences. Therefore, BiGRU is used to obtain contextual information simulta-
neously. The output of CNN is used as the input of BiGRU, which consists of forwarding
GRU, reverse GRU and forward-backward output state connection layer.

If the hidden state of the forward GRU output at the moment t is h f
t and the hidden

state of the reverse GRU output is hr
t , then the hidden state of the BiGRU output is ht, and

the calculation process is as in expressions (4) to (6):

h f
t = GRU

(
h f

t−1, Dt

)
(4)

hr
t = GRU(hr

t−1, Dt) (5)

ht = wth
f
t + vthrt− 1 + bt (6)

where wt, vt denote the weight matrix, the GRU input at time t is Dt, the bias vector is bt.

2.4. GCAT Layer

In the GCAT layer, the initialized aspect graph G = {Nw, Ns, Na, Lωs, Lsa} is firstly
given,Nw, Ns, Na represent word nodes, sentence nodes and aspect nodes respectively, and
Lws, Lsa represent the connection information of word nodes and sentence nodes, sentence
nodes and aspect nodes respectively. As shown in the GCAT layer in Figure 1 above.

Stacking network layers using GAT allows obtaining the neighborhood characteristics
of each node and assigning different weights to different nodes in the neighborhood. Since
GAT does not depend completely on the graph structure, but only on the edges, they do
not need to focus first on the graph structure information and eliminate the need for costly
matrix operations [30].

Adding connection information between nodes in GAT forms GCAT containing sym-
metry. In a sentence, there are many aspect categories. Still, not all aspect information is
beneficial to other sentences, so the GCAT is needed to control the information flow and
ensure that all useful information is passed between sentences. The semantic model can
be learned by forming interactions between sentences and aspects; by updating sentence
nodes, word nodes and aspect nodes can learn knowledge from other similar sentence
nodes, which enhances sentence features and improves the representation ability of the
model; the generalization ability of the model is improved by aspect nodes learning seman-
tic diversity knowledge from sentence nodes. Add connection information to the traditional
attention network and connect word nodes and sentence nodes with connection position
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information. The hidden states of nodes can be updated by the multi-headed attention
mechanism of the GCAT layer, which is expressed in the following expressions (7) to (8):

Ht+1
c = GCAT

(
Ht

c, Hg
c

)
(7)

α
i,j
k =

exp
(

f
(
Wa

k
[
Wn

k hi; Wv
k hj; Lij

]))
∑l∈Ki

exp
(

f
(
Wa

k
[
Wn

k hi; Wv
k hl ; Lil

])) (8)

In the expression (7), Ht
c is the representation of the node at the tth iteration and Hg

c is
the representation of the proximity node. In the expression (8), hi and hj denote the hidden
states of node i and j, respectively, and Ki denote the adjacent hidden states of node i. The
learnable weights are denoted as Wa

k , Wn
k and Wv

k , and f () is the LeakyReLU function [31],
Lij denotes the added connection location information, belonging to the connection embed-
ding of nodes i and j. After certain iterations, sentence nodes will aggregate information
not only from word nodes and aspect nodes, but also from other similar sentence nodes
through word nodes and aspect nodes, thus allowing a better representation of the three
nodes with structural and semantic information, and for predicting sentiment polarity.

2.5. Gating Layer

The gating mechanisms based on GTU and GLU have been widely used in the field
of natural language processing with good results. Among them, the GTU is represented
as tahn(Wx + b)� σ(Vx + b) and the GLU is represented as (Wx + b)� σ(Vx + b) can
convey more useful information [32].

In this paper, after sharing information among nodes in the graph attention layer, a
new Gate Than Change Unit named GTCU is constructed to control the path of sentiment
information flow, prevent information loss, filter out useful information for aspect-level
sentiment analysis, and the experimental results prove the effectiveness of this method,
which proceeds as follows (9) to (11):

q = tanh
(
Wqq + bq

)
(9)

λ = σ(Wλq + bλ) (10)

g = ReLU(λ� q + (1− λ)� q) (11)

The final result obtained is g = GTCU(q), where Wq and Wλ both denote training
weights and bq and bλ denote biases; ReLU is a linear function that controls the path of the
flow of emotional information and filters out useful information through rectification.

2.6. Sentiment Prediction Layer

In the sentiment prediction layer, the polarity probability of the predicted sentiment is
represented by the three nodes extracted together. The word node r is represented as Nr

w,
the sentence node i is represented as Ni

S, and the sentiment category m in aspect node j is

represented as N jm
A . The predicted sentiment has the following expressions (12) to (14):

N j
A = N j1

A ‖ N j2
A ‖ · · · ‖ N jm

A (12)

ẑj
i = so f tmax

(
WaNr

wNi
SN j

A + ba

)
(13)

L = −∑
i

∑
j

zj
i ẑ

j
i (14)

where Wa denotes the learning weights, and ba denotes the bias; L denotes the result of
model training, which is trained by the loss of the minimum cross-entropy between the
classification accuracy zj

i and the sentiment prediction output ẑj
i .
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3. Experiments
3.1. Dataset

Experiments evaluate the validity of the model, and for the ACSA task, this paper uses
experiments from four publicly available datasets for validation. SemEval 2014 Task 4 has
a dataset on restaurant reviews Restaurant2014 [33], which contains five aspects of food,
price, service, atmosphere, and mixture, and contains four sentiments of positive, negative,
neutral, and conflicting polarity; the data on restaurant reviews from SemEval 2014 Task
4 [33], SemEval 2015 Task 12 [34] and SemEval-2016 Task 5 [35] were mixed together,
conflicting labels were removed, and incompatible data were fixed during merging to form
the RestaurantLarge dataset [9]; in the Restaurant2014 and RestaurantLarge datasets, a
sentence mostly contains data with only one aspect category, and to detect the effect of the
model under different aspect with different sentiment polarity, the Restaurant2014_hard
and RestaurantLarge_hard datasets [9] were used again, again removing conflicting labels
and fixing incompatible data during merging compatible data, both of these two datasets a
sentence contains at least two aspect categories of sentiment polarity, which better reflects
the effect of the model in this paper. The statistics of the above four datasets are shown in
Table 1 below.

Table 1. ACSA task dataset statistics.

Restaurant2014 Restaurant2014 Restaurant Restaurant
Dataset _Hard Large Large_Hard

Train Test Train Test Train Test Train Test

Positive 2179 657 125 21 2710 1505 182 92
Negative 839 222 123 20 1198 680 178 81
Neutral 500 94 47 12 757 241 107 61

3.2. Contrast Model

Using CNN as sentiment feature extraction is a common approach, for example, the
TextCNN model uses CNN with different kernel sizes for sentence-level sentiment analy-
sis [36], which can be used as a baseline model for most aspect-level sentiment analysis
tasks; the LSTM-based aspect-level sentiment analysis model has a wide range of appli-
cations in sentiment classification tasks, especially in sentence-level sentiment analysis
with good results [37], and the model through LSTM architecture is a major breakthrough
in the study of aspect and sentiment information; the BERT-based aspect-level sentiment
analysis model makes full use of the good advantages of BERT and has a great improve-
ment in model performance; given that the research in this paper is dedicated to solving
the problems of feature extraction and the shareability of aspect and sentiment semantic
information, the comparative experimental models are divided into four categories: stan-
dard baseline models, LSTM-based aspect-level sentiment analysis models, BERT-based
aspect-level sentiment analysis models, and other aspect-level sentiment analysis models.

The standard baseline model uses the TextCNN model, which applies CNN to text
classification tasks and makes full use of the CNN’s ability to capture local features [36].

In LSTM-based aspect-level sentiment analysis models, the AT-LSTM jointly models
LSTM and attention, and introduces aspect information in the calculation of attention
weights to address the relationship between a given aspect and contextual information [7];
the ATAE-LSTM combines aspect embedding and word embedding on the basis of the
AT-LSTM to make fuller use of aspect-level information [7].

Among the BERT-based aspect-level sentiment analysis models, BERTlarge is a BERT
bidirectional language model, which greatly improves the model architecture problem
by using MLM as pre-training, with significant performance improvement over using
BERTlarge [38]; BERT-pair-QA-B aspect-level sentiment analysis has a significant effect
in aspect detection, and sentiment classification [39]; SCAN-BERT solves the problem of
having multiple aspects and multiple sentiment words in a sentence [40].
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Among other aspect-level sentiment analysis models, the GCAE model uses CNN
and gating units to improve the speed of model training and solve the problem of difficult
parallel computation in model training using RNN and Attention in the ACSA task [9];
the CapsNet model uses a capsule layer for aspect-level sentiment analysis, and its model
works well [41]; the As-capsule model was designed for the aspect-level sentiment analysis
task, and excellent results were achieved by sharing multiple modules to enable different
capsules to exchange information [42].

Under the same configuration environment, the experimental results of the above-
mentioned models on four publicly available datasets: Restaurant2014, Restaurant2014_Hard,
RestaurantLarge, and RestaurantLarge_hard, are compared with the experimental results
of the model proposed in this paper, whose experimental setup and result analysis are
described below.

3.3. Experimental Setup

Since the BERT-based aspect-level sentiment analysis model has significant perfor-
mance advantages, this paper provides two experiments on the GCAT-GTCU model:
GCAT-GTCU_Glove and GCAT-GTCU_BERT.

For both GCAT-GTCU_Glove and GCAT-GTCU_BERT, this paper uses pre-trained
300-D GloVe vectors to initialize the word nodes [43] and one-hot vectors to initialize the
aspect nodes. The difference is that in GCAT-GTCU_Glove, in this paper, the CNN splicing
BiGRU with Glove vectors as input initializes the sentence nodes and extracts the relevant
sentence features. The CNN filter size is set to 2, 3, and 4, the number of channels is set
to 500, and the hidden layer size of BiGRU is set to 128; while in GCAT-GTCU_BERT,
this paper uses BERTbase to extract sentence features [38], and uses a BERT-based model
implemented in PyTorch to initialize the sentence nodes, with both BERTbase and BERTlarge
are both used with their suggested hyperparameter settings. Still, the training process does
not update BERT. in addition, both GCAT-GTCU_Glove and GCAT-GTCU_BERT initialize
the connections between word nodes and sentence nodes with positional encoding [29],
both with a learning rate of 0.001 and a dropout rate of 0.5, and both with a training
duration of 200. Assuming that the test set was unavailable during the training period, all
the methods were run five times in this paper, and their averages on the test set were taken
as the final results.

For the other experiments conducted for comparison, the standard baseline model, the
LSTM-based aspect-level sentiment analysis model, and the other aspect-level sentiment
analysis models were initialized with pre-trained 300-D GloVe vectors. Among them, the
filter sizes of the standard baseline model TextCNN were set to 2, 3, and 4, and the number
of channels was set to 256; the BERTbase hidden layer size in the LSTM-based aspect-level
sentiment analysis model was set to 128, the number of layers was set to 2, the dropout rate
was set to 0.5, and the training period was 100 [37]; the other aspect-level sentiment analysis
models, following their original paper’s parameter settings. The BERT-based aspect-level
sentiment analysis models all use the PyTorch implementation of the BERT-based model to
initialize the sentence nodes with their suggested hyperparameter settings.

3.4. Analysis of Results

The experimental results of comparing the models in this paper with other models on
four publicly available datasets are shown in Table 2 below, which shows the results on the
average F1 value and accuracy of each model and the models in this paper on four publicly
available datasets, respectively, from which we can draw some conclusions.

The models work well on two datasets, Restaurant2014 and RestaurantLarge, but
work poorly on two datasets, Restaurant2014_hard and RestaurantLarge_hard. This is
because a sentence in the Restaurant2014 and RestaurantLarge datasets mostly contains
data with only one aspect category, and its task type becomes simple, so it works well.
However, in order to detect the effect of the model under different sentiment polarity of
different aspects, to make its experiments closer to real scenarios, and to better illustrate
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the significance of the model improvement in this paper, the Restaurant2014_hard, and
RestaurantLarge_hard datasets must be used. The results of this paper’s model outperform
the baseline model against which it is compared in some very controlled situations on all
four publicly available datasets, proving the effectiveness of this paper’s method under
different aspects of different sentiment polarities and better demonstrating the applicability
of this paper’s model to various situations.

Further analysis of the reasons why the model in this paper appears to work well are
mainly in three aspects below:

• Most previous models achieve feature extraction by CNN or LSTM only, lacking the
capture of contextual semantic information, while this paper splices CNN and BiGRU
to extract both contextual and local features of sentences;

• The information sharing of previous models in the same domain is insufficient, while
this paper introduces a GAT, on which three nodes are built and connection infor-
mation between them is added to form a graph connected attention network, which
enables the sharing of semantic information between nodes through connection inter-
action, considering both the case of different aspect categories in one sentence and the
case of the same aspect and emotional polarity in multiple sentences The situation of;

• Previous models did not filter the information and control the flow direction before
output, while this paper filters the noisy information and controls the flow direction
of the shared embedded sentiment information by forming a new gating mecha-
nism, GTCU, and finally predicts the final sentiment polarity after extracting useful
information from the three nodes.

Table 2. Comparison of experimental results.

Restaurant Restaurant Restaurant Restaurant
Dataset 2014 2014_Hard Large Large_Hard

F1 Acc F1 Acc F1 Acc F1 Acc

TextCNN [36] 66.14 78.96 31.93 42.73 67.66 80.01 41.06 50.55
LSTMbase [37] 64.12 76.45 20.03 36.76 66.14 77.6 20.11 36.45
AT-LSTM [7] 71.25 82.17 33.2 43.32 59.66 80.36 40.33 49.81

ATAE-LSTM [7] 66.05 77.67 37.88 47.82 65.4 78.78 21.83 39.96
GCAE [9] 64.05 77.15 21.96 39.89 66.86 79.74 33.98 48.85

CapsNet [41] 69.51 80.76 52.33 57.86 65.89 76.12 49.74 56.98
As-capsule [42] 70.54 82.08 51.63 55.06 66.43 81.69 49.57 55.72

GCAT-GTCU_Glove 71.29 82.22 53.82 62.72 70.11 84.03 57.63 61.45

BERTbase [38] 75.33 87.16 39.66 49.67 67.64 82.71 36.18 47.16
BERTlarge [38] 75.61 87.74 39.71 50.64 68.21 83.24 39.01 48.27

BERT-pair-QA-B [39] 76.1 87.65 55.56 66.81 72.81 86.67 63.52 68.11
SCAN-BERT [40] 76.82 88.45 55.67 65.83 72.61 86.81 57.81 64.79

GCAT-GTCU_BERT 76.95 86.83 56.53 67.68 74.18 87.22 64.63 69.65
Attachment: The bold shows the best results presented in this experiment under certain conditions.

In addition, this experiment takes advantage of the BERT to make the overall effect
of the model greatly improved, and does not improve on the creativity of the model itself,
which is also the shortcoming of this experiment, and subsequent research needs to improve
the performance from the perspective of the model itself.

3.5. Ablation Experiments

In order to further demonstrate the effects of all parties in this paper’s model GCAT-
GTCU on its overall effectiveness, ablation experiments are set up. Since the two datasets,
Restaurant2014_hard and RestaurantLarge_hard are more suitable for the application
scenarios required to solve the problem in this paper and can better prove the effect of the
model improvement in this paper, only the ablation experiments under these two datasets
are set up.
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In this paper, the experiments are set up in seven cases: without BiGRU, without word
nodes, without sentence nodes, without aspect nodes, without nodes connection, without
GTCU, and without attention mechanism. The accuracy results in Restaurant2014_hard
and RestaurantLarge_hard datasets are shown in Table 3 below.

From the table, we know that in feature extraction, removing the BiGRU added in this
paper decreases the accuracy on both datasets, which indicates that the feature extraction
with the addition of contextual information has some improvement on the overall effect
of the model; removing any of the three nodes or removing the connection information
between them deteriorates the effect on both datasets, which also proves that the method
of constructing three nodes and adding the connection information between them in this
paper. This also proves that the method of constructing three nodes and adding connection
information between them to achieve information sharing is effective; removing the GTCU
gating mechanism proposed in this paper before the sentiment prediction output has a
certain effect on the model performance in both datasets, which indicates that the GTCU
gating mechanism also plays a role in filtering useful information and controlling the flow
of sentiment.

It is worth noting that the model with the attention mechanism removed has the largest
decrease in accuracy on both datasets, which is due to the fact that the attention mechanism
can control the flow of information between nodes and can focus on different aspects of the
sentiment polarity of different nodes. Therefore, using the attention mechanism is also a
prerequisite for constructing graph nodes and adding connectivity information between
nodes in this paper.

Table 3. Results of ablation experiments.

Model Accuracy on the Accuracy on the
Restaurant2014_Hard RestaurantLarge_Hard

GCAT-GTCU 62.72 61.45
w/o BiGRU 62.28 61.07

w/o word nodes 60.89 60.16
w/o Sentence nodes 57.54 56.88
w/o Aspect nodes 55.38 54.72

w/o Nodes connection 58.43 57.96
w/o GTCU 62.26 61.14

w/o Attention mechanism 50.43 50.04

3.6. Model Training Efficiency

Experiments were conducted on the datasets Restaurant2014_hard and Restaurant-
Large_hard using BERTbase and this paper’s model GCAT-GTCU_BERT, respectively, to
further analyze the training efficiency of the models. The training times of BERTbase and
GCAT-GTCU_BERT on one epoch were obtained by averaging 30 experiments on the same
hardware platform, and the experimental results are shown in Table 4 below.

Table 4. Comparison results of model training efficiency.

Model Training/Epoch on the Training/Epoch on the
Restaurant2014_Hard RestaurantLarge_Hard

BERTbase 30.24 s 29.87 s
GCAT-GTCU_BERT 15.79 s 15.34 s

According to the conclusion in the table, it can be obtained that the training efficiency
of GCAT-GTCU_BERT is higher than that of BERTbase both on Restaurant2014_hard and
RestaurantLarge_hard, which proves that the training efficiency of the model in this paper
has some advantages, of course, mainly because there is no update of BERT during the
experiment and only BERT is used to initialize the nodes.
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4. Conclusions

In this paper, we propose a model GCAT-GTCU for aspect-level sentiment analysis,
constructing three nodes of the word, sentence, and aspect and using CNN splicing Bi-
GRU to better extract local and deep-level features of sentences, solving the problem of
insufficient feature extraction; using GAT and adding connection information between
its nodes to achieve the sharing of semantic information between nodes, improving the
accuracy of sentiment prediction in two cases: the appearance of different aspect categories
in a sentence and the appearance of the same aspect and sentiment polarity in multiple
sentences. GCAT-GTCU has been used to construct a new gating mechanism GTCU to
filter out useful information and control its flow. The experimental results of GCAT-GTCU
in comparison with other models on four public datasets show good results of this paper’s
mode. However, the improvement of the model effect in this paper is highly dependent on
BERT, and future research will shed the advantages of BERT itself to achieve the improve-
ment of the overall performance of the aspect-level sentiment analysis model. In addition,
the use of contrastive learning for aspect-level sentiment analysis tasks is also a direction
worth exploring, which will be further investigated by the authors of this paper.
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