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Abstract

:

In a basis of the space-time coordinate frame four quaternions discovered by Hamilton can be used. For subsequent reproduction of the coordinate frame these four quaternions are expanded to four 4 × 4 matrices with real-valued matrix coefficients −0 and 1. This group set is isomorphic to the SU(2) group. Such a matrix basis introduces extra six degrees of freedom of matter motion in space-time. There are three rotations about three space axes and three boosts along these axes. Next one declares the differential generating operators acting on the energy-momentum density tensor written in the above quaternion basis. The subsequent actions of this operator together with its transposed one on the above tensor lead to the emergence of the gravitomagnetic equations that are like the Maxwell equations. Wave equations extracted from the gravitomagnetic ones describe the propagation of energy density waves and their vortices through space. The Dirac equations and their reduction to two equations with real-valued functions, the quantum Hamilton-Jacobi equations and the continuity equations, are considered. The Klein-Gordon equations arising on the mass shell hints to the alternation of the paired fermion fields and boson ones. As an example, a Feynman diagram of an electron–positron time crystal is illustrated.
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1. Introduction


Four-dimensional space-time has 10 degrees of freedom. Namely, there are four translations along the spatio-temporal coordinate axes, three rotations about the spatial coordinate axes, and three boosts along these axes. Here we do not consider the extra degrees of freedom coming from the weak and strong interactions but limit itself by the gravitomagnetic ones only.



There is an amazing compatibility between the coordinate framework of 4D spacetime and the quaternions,   1 , i , j , k   (   i 2  =  j 2  =  k 2  = ijk = − 1  ) described for the first time by William Rowan Hamilton [1]. However, instead of these numbers, we introduce the quaternion basis represented by four   4 × 4   matrices with real-valued components [2,3,4,5,6,7]:


   η 0  =   (     1     0     0     0       0     1     0     0       0     0     1     0       0     0     0     1     ) ,    η z  =   (     0     0     0     − 1       0     0     1     0       0     − 1     0     0       1     0     0     0     ) ,  










   η x  =   (     0     − 1     0     0       1     0     0     0       0     0     0     1       0     0     − 1     0     ) ,    η y  =   (     0     0     − 1     0       0     0     0     − 1       1     0     0     0       0     1     0     0     ) .  



(1)







These four   4 × 4  -matrices,   η 0  ,   η x  ,   η y  ,   η z  , are isomorphic to four   2 × 2   matrices   σ 0  ,   σ x  ,   σ y  ,   σ z   [6,8,9,10,11]. The latter matrices belonging to the group SU(2) are the main elements used by Roger Penrose at formulations of his twistor theory [12,13,14,15]. This theory was developed to combine the quantum mechanics and the relativity theory in the perspective to obtain the quantum gravity theory [16]. However, instead of the   2 × 2   matrices   σ 0  ,   σ x  ,   σ y  ,   σ z  , among which the matrix   σ y   contains the imaginary units, we use   4 × 4   matrices   η 0  ,   η x  ,   η y  ,   η z  , all are with real-valued components.



These matrices can perform the role of the orthogonal elements of the coordinate frame of the 4D space-time. Namely, here   η 0   is the orthogonal element of the time axis, and   η x  ,   η y  ,   η z   are those of the space axes, x, y, z. The imaginary unit will be assigned a special role further.



The 4D space time is occupied by a medium in constant motion. Let us give its physical characteristics. The 3D space time contains only about 4 to 5 percent of the baryon matter [17]. Predominantly it is hydrogen and helium. The first element bears a proton and electron, but the second contains also neutrons. The helium preserves neutrons in its nucleus, since free neutrons have no infinite lifetime. As follows from the recent measurements [18], the baryon matter evolves in the flat 3D space. For this reason, we will not use curved coordinates when describing physical phenomena.



The remaining 95 percent of space-time is filled with an unknown substance called dark matter [19,20,21,22,23,24,25] and dark energy [26,27,28]. For the sake of generality, we will call this substance a dark fluid [29,30]. This fluid appears to be a Bose-Einstein superfluid condensate [21,22,25,28,31,32].



Further we consider the dark fluid as a special quantum ether disclosing its superfluid qualities such as helium at low temperatures [33,34,35,36]. There is a belief that the quantum ether is a medium in which virtual particles are constantly being created and disappearing. This medium is able to support the life of real particles accompanied by a cloud of the virtual particles shielding its naked charge. This belief stems from the everyday practice of using a powerful mathematical apparatus of the second quantization and the Feynman diagram techniques [37,38,39,40,41].



We consider the quantum ether as a medium with a torsion. It is laid in the quaternion algebra. Note that Einstein together with Cartan had an attempt to create a modification of General Relativity Theory allowing space-time to have torsion [42,43,44]. It was a short episode in Einstein’s scientific activity [45]. However, Einstein’s interests in the ether were due to the problem of linking the nature of the gravitational and electromagnetic fields into a single whole. As he wrote in his book [46]: “According to the general theory of relativity, space without ether is unthinkable; for in such a space not only will light not propagate, but also there will be no possibility of existence for the standards of space and time (measuring rods and clocks)”.



Currently, the idea of ether is not rejected by physicists. However, taking into account the claims made to the ether in the past, now it is endowed with superfluid properties [35,47,48,49]. Moreover, there is reason to believe that such an ether manifests itself as a dark matter represented by a Bose-Einstein condensate [50,51,52]. There are good reasons for this—the superfluid phase of matter pushes magnetic fields out of itself. These are manifestations of the Meissner effect [53].



The ether as a hydrodynamic-like medium poses both irrotational and solenoidal forms of motions. The latter forms can simulate particles when they are robust. Here we consider particles with the half integer spin and its antipodes—antiparticles, Their binding gives the Bose particle or a free EM photon. A cooperation of the Bose-particles is the Bose-Einstein condensate at which all Bose particles occupy the same state. It represents spontaneous symmetry breaking [54]. The lifetime of such a state grows as the size of the system grows. At this phase transition all Bose particles transferring in the Bose-Einstein condensate state obey the discrete time-translation symmetry [55]. It means that the Bose-Einstein condensate looks like a time crystal. Such crystals are time-periodic self-organized structures [56] such as the crystals of Floquet [54,57] or of Wilczek [58].



In this work we consider of the ether as a quantum superfluid medium [31] consisting of the Bose-Einstein condensate [21,25,50,51]. The Bose particles represent themselves as linked fermion and antifermion pairs. In fact, the ether is the Dirac’s sea of coupled particles and antiparticles [59,60]. The goal of this work is to consider the gravito-torsion and electromagnetic fields as a single whole through a manifestation of the superfluid ether (Einstein’s program [46]) and to link this picture with the Dirac’s fermion fields [32].



The article is organized as follows. Section 2 gives definition of the quaternion basis in which we write the energy-momentum density tensor. In Section 2.1 we are obtaining the gravitomagnetic equations (which are similar to Maxwell’s equations) and coming to the wave equations that describe propagation of massive gravitomagnetic fields. Finally we also define the Umov-Poynting vector disclosing the oscillations of these waves in the transversal plane with respect to their direction of propagation. Section 2.2 deals with acquiring the classical continuity end Hamilton-Jacobi equations at given the energy-momentum density tensor in the relativistic limit. In Section 3 we consider the Dirac and Majorana equations. Section 3.1 computes the transition from the Majorana equation to the pair of real-valued equations that are the continuity and quantum Hamilton-Jacobi equations. The latter is loaded by the relativistic quantum potential that is considered in detail in Section 3.2. Section 4 considers the superfluid vacuum as a manifestation of the Dirac’s particle-antiparticle fermion pairs. In Section 4.1 we consider the Bose-Einstein condensate as manifesting the time crystals and the ball lightning, in particular. Section 5 gives concluding remarks.




2. The Physical World in the Quaternion Basis


Under the quaternion basis we take a set of four matrices   η 0  ,   η x  ,   η y  ,   η z  , written in Equation (1). They obey the following multiplication rules:


   η x 2  =  η y 2  =  η z 2  =  η z   η y   η x  = −  η 0  .  



(2)







All mathematical relations of the quaternion group can be obtained from these algebraic equations. Note that the orders of multiplication   ijk = − 1   and    η z   η y   η x  = −  η 0    are opposite to each other. The recovery of symmetry is achievable by changing the sign at any matrix   η x  ,   η y  , or   η z  .



First we define the generating differential operators [7,31,32,61,62]


     D      =    i  c  − 1    ∂ t   η 0   +  ∂ x   η x   +  ∂ y   η y   +  ∂ z   η z  ,     



(3)






       D  T      =    i  c  − 1    ∂ t   η 0 T  +  ∂ x   η x T  +  ∂ y   η y T  +  ∂ z   η z T          =    i  c  − 1    ∂ t   η 0   −  ∂ x   η x   −  ∂ y   η y   −  ∂ z   η z  ,     



(4)




needed for reproducing the space-time dynamics of a medium described by the energy-momentum density tensor. Next we will define this tensor in the quaternion basis. Here    ∂ t  = ∂ / ∂ t  ,    ∂ x  = ∂ / ∂ x  , etc., sign  T  means the transposition, and c is the speed of light. Note that the space differential shifts are real, while the time shift is multiplied by the imaginary unit. These operators deform the space-time medium by shifting and twisting its infinitesimal volume elements. In particular, the d’Alembertian, or the wave operator, for the case of the negative metric signature   { − 1 , + 1 , + 1 , + 1 }   reads


    D  T  D = D   D  T  =  ( −  c  − 2    ∂ t 2  +  ∂ x 2  +  ∂ y 2  +  ∂ z 2  )   η 0  = □ .  



(5)







Before we define the energy-momentum density tensor, let us describe general signs of the medium under consideration within an unit volume   Δ V  . These signs are a total mass M and a total charge q of the medium enclosed in a given volume. From here we may define the mass density,   ρ M   and charge density   ρ q  . These densities are considered in a perspective of perfect fluids following the Euler’s and Lagrange’s formulations [63]


     ρ M    =     M  Δ V   =    m a   N a  +  m b   N b    Δ V   =   m N   Δ V   = m ρ ,   ρ q  =  q  Δ V   = e   (  N a  −  N b  )   Δ V   .     



(6)







Here


  M = m N =  1 2   [  (  m a  +  m b  )   (  N a  +  N b  )  +  (  m a  −  m b  )   (  N a  −  N b  )  ]   



(7)




is the total mass of the medium filling this volume and N is the number of carriers of the mass m. Note that since the medium is homogeneous the unit volume   Δ V   covers this medium containing an enormous number of the carriers in order to have a smooth function  ρ . The carriers are tiny particles as they are considered by Nelson in his article [64]. While   q = e (  N a  −  N b  )   is its full charge, e is the unit charge equal to the absolute value of the electron charge,   N a   is the amount of the positive unit charges and   N b   is that of the negative unit charges. Note that at   Δ V   tending to infinity the difference   (  N a  −  N b  )   goes to zero. While at small   Δ V   this difference can be fluctuating about zero in the value.



Let us now write down components of the energy-momentum density tensor [7]:


    ϵ   =    γ  ( v )   (  ρ M   c 2  −   ρ q  Φ )   −   c  − 1    ∂ t  ϕ ,     



(8)






     p →    =    γ  ( v )   (  ρ M   v →   +    ρ q   A →  )  c  −  ∇ ϕ .     



(9)







Multiplication of the momentum density by the extra constant c, the light speed, is made with the aim to have equal dimensionality with the energy density. Since the electromagnetic potentials,  Φ  and    |   A →   |   , have the dimensions V (Voltage) and   V · s ·  m  − 1    , respectively, the both variables,    ρ q  Φ   and    ρ q  c  A →   , have the dimension of [Energy/Length   3  ]. It is equivalent to pressure.



The dimension of the expressions (8) and (9) is [Joule/meter   3  ] that is pressure. The two rightmost terms,    c  − 1    ∂ t  ϕ   and   ∇ ϕ  , in these expressions contain an arbitrary variable  ϕ , which is a free scalar field. This field does not influence the energy and the momentum densities.



The Lorentz factor,   γ ( v )  , in Equations (8) and (9) reads


  γ  ( v )  =   1   1  −      v  2  /  c 2        ,  



(10)







It tends to infinity when  v  goes to the speed of light c.



The energy-momentum density tensor in the quaternion basis reads [7,31,32]:


  T = i ϵ  η 0  +  p x   η x  +  p y   η y  +  p z   η z  −   D  T  ϕ .  



(11)







Here     D  T  ϕ = i  c  − 1    ∂ t   η 0  ϕ −  ( ∇ ·  η →  )  ϕ  . Further we define the Lorentz gauge condition


   1 4  trace  D T = −  1 c   ∂ t  ϵ −  ∂ x   p x  −  ∂ y   p y  −  ∂ z   p z  − □ ϕ = 0 .  



(12)







The term   □ ϕ = D   D  T  ϕ   represents a wave equation of the scalar field  ϕ .



Let us now write out the action of the generating differential operator  D  to the energy-momentum density tensor T:


     D  ·  T    =     −  1 c    ∂ ϵ   ∂ t   −   ∂  p x    ∂ x   −   ∂  p y    ∂ y   −   ∂  p z    ∂ z   − □ ϕ   η 0          +     i    ∂ ϵ   ∂ x   +   ∂  p x    c ∂ t    −    ∂  p z    ∂ y   −   ∂  p y    ∂ z      η x          +     i    ∂ ϵ   ∂ y   +   ∂  p y    c ∂ t    −    ∂  p x    ∂ z   −   ∂  p z    ∂ x      η y        +     i    ∂ ϵ   ∂ z   +   ∂  p z    c ∂ t    −    ∂  p y    ∂ x   −   ∂  p x    ∂ y      η z      



(13)







The expression under the quaternion   η 0   when equating it to zero represents the Lorentz gauge. Only expressions at the quaternions   η x  ,   η y  ,   η z   remain. They do not contain terms with the free scalar field  ϕ . These expressions represent components of the gravitomagnetic field [7,65,66,67,68,69,70] in directions of x, y, z. As a result, the above equation represents the force density tensor of this field


    F  Ξ Ω   = D  ·  T = (      0      Ω x  − i  Ξ x       Ω y  − i  Ξ y       Ω z  − i  Ξ z        −  Ω x  + i  Ξ x     0    −  Ω z  + i  Ξ z       Ω y  − i  Ξ y        −  Ω y  + i  Ξ y       Ω z  − i  Ξ z     0    −  Ω x  + i  Ξ x        −  Ω z  + i  Ξ z      −  Ω y  + i  Ξ y       Ω x  − i  Ξ x     0    ) .  



(14)







Note that lengthwise in the main diagonal, there are zeros. It is a consequence of the Lorentz gauge. The solenoidal field represented by the vector


   Ω →  =  [ ∇ ×  p →  ]   



(15)




poses real values. The conservative vector field represented by the vector


   Ξ →  =  ∂  c ∂ t    p →  + ∇ ϵ  



(16)




contains the imaginary unit as a multiplier in Equation (14).



It is instructive to compare two different representation of the electromagnetic tensor. In the quaternion representation the electromagnetic tensor reads [6]:


    F  E , B   = D  ·  A =  (    0     B x  − i  E x       B y  − i  E y       B z  − i  E z        −  B x  + i  E x     0    −  B z  + i  E z       B y  − i  E y        −  B y  + i  E y       B z  − i  E z     0    −  B x  + i  E x        −  B z  + i  E z      −  B y  + i  E y       B x  − i  E x     0    ) ,  



(17)







Here the vector potential   A = i Φ  η 0  + c  A x   η x  + c  A y   η y  + c  A z   η z    is written in the SI units and the constant c is the speed of light. In turn, adopted in the theory of electromagnetism the electromagnetic tensor looks as follows


   F  μ ν   =  ∂ μ   A ν  −  ∂ ν   A μ  = (    0    −   E x      −   E y      −   E z          E x     0    −  B z       B y          E y       B z     0    −  B x          E z      −  B y       B x     0    ) .  



(18)







The electromagnetic potential in the SI inits is    A μ  =  ( Φ , c  A x  , c  A y  , c  A z  )   . The magnetic field   B →   in both expressions is chosen with an extra constant multiplier c, the speed of light. Namely,    B →  = c  [ ∇ ×  A →  ]   . It is carried out with the aim to have equal dimension with the electric field   E →  . Accurate to the multiplier e, the electric charge, these both variables have the same dimension of force.



Externally, both tensors have a different appearance. Nevertheless, their mutual continuity is striking. It should be noted to the place that the tensor   F  E , B    is convenient for computation of passing the spin particles through the magnetic fields [2] or charged particles through the electric fields.



2.1. The Gravitomagnetic Field Equations


The gravitomagnetic fields stem from the force density tensor,   F  Ξ Ω   , after applying to it the transposed differential generating operator    D  T   [31]. For that reason, first we define a 4D current of the force density that takes into account gravitation, electromagnetic, and other accompanying forces acting on the medium within the volume   Δ V   under consideration.



Let us define first a density distribution term of all forces acting on the medium enclosed within the unit of the volume   Δ V  :


  ℘ =  1  4 π    ( ∇ ·  F →  )  .  



(19)







The divisor   4 π   emphasizes the commonality with Maxwell’s EM equations. Here   F →   is represented by external forces acting on the medium covered by the volume   Δ V   and by its internal reaction on these forces by means of pressure gradients arising in this medium [6]. Furthermore, we need to take into account shear viscosity due to friction of the medium layers induced by the pressure gradients. We will omit further this effect from our consideration. Note only that because of this neglecting we can face unwanted singularities in subsequent calculations.



Let us now define the 3D current density as    ℑ →  =  v →   ℘  . Here   v →   is the velocity of the unit volume   Δ V   covering the medium under question. Finally, we define the 4D current density as follows:


  J = i  c  ℘   η 0  +  ℑ x   η x  +  ℑ y   η y  +  ℑ z   η z  .  



(20)







The continuity equation, in this case, takes the following view


   1 4  trace  D  J −   ∂ t  ℘  −   ∂ x   ℑ x   −   ∂ y   ℑ y   −   ∂ z   ℑ z   = 0 ,  



(21)




that can be rewritten in a more evident form


    ∂ ℘   ∂ t   +  ( ∇  ·   ℑ →  )  = 0 .  



(22)







It is the continuity equation. It says that all forces acting on the medium under question are in balance among themselves. This is a manifestation of Newton’s third law.



By applying the transposed differential generating operator    D  T   to the force density tensor (14) and equating it to the 4D current density  J  we come a set of gravitomagnetic equations:


    D  T   ·   F  Ξ Ω   =   D  T  D  ·  T = □ T =   4 π  c  J .  



(23)







By computing the product     D  T   ·   F  Ξ Ω     we obtain the following expanded equation where its terms have been sorted as coefficients under the quaternions   η 0  ,   η x  ,   η y  ,   η z  :


       D  T   ·   F  Ξ Ω      =     { −  (   ∂ x   Ω x   +   ∂ y   Ω y   +   ∂ z   Ω z   )  + i  (   ∂ x   Ξ x   +   ∂ y   Ξ y   +   ∂ z   Ξ z   )  }   η 0          +        −  1 c    ∂ t   Ξ x   −  (   ∂ y   Ω z   −   ∂ z   Ω y   )   + i  −  1 c    ∂ t   Ω x   +  (   ∂ y   Ξ z   −   ∂ z   Ξ y   )       η x          +        −  1 c    ∂ t   Ξ y   −  (   ∂ z   Ω x   −   ∂ x   Ω z   )   + i  −  1 c    ∂ t   Ω y   +  (   ∂ z   Ξ x   −   ∂ x   Ξ z   )       η y          +        −  1 c    ∂ t   Ξ z   −  (   ∂ x   Ω y   −   ∂ y   Ω x   )   + i  −  1 c    ∂ t   Ω z   +  (   ∂ x   Ξ y   −   ∂ y   Ξ x   )       η z        =      4 π  c   ( i  c  ℘   η 0  +  ℑ x   η x  +  ℑ y   η y  +  ℑ z   η z  )  .     



(24)







As seen from Equations (13) and (24), the operators  D  and    D  T   generate curls shifting along in the space. Gathering together real and imaginary coefficients represented in the right and left parts in Equation (24) at the quaternions   η 0  ,   η x  ,   η y  ,   η z  , we obtain the following pairs of the gravitomagnetic equations


       ( ∇  ·   Ω →  ) = 0 ,     



(25)






          [ ∇ ×  Ξ →  ]  −  1 c   ∂  ∂ t    Ω →    = 0 ,     



(26)






       ( ∇  ·   Ξ →  ) = 4 π ℘ ,     



(27)






         [ ∇ ×  Ω →  ]  +  1 c   ∂  ∂ t    Ξ →  = −   4 π  c   ℑ →  .      



(28)







The gravitomagnetic fields   (  Ξ →  ,  Ω →  )   consist of the superposition of two fields—the gravito-torsion and the electromagnetic fields. The first field describes the gravitation between the material objects and their rotations about the mass center. The second field is that described by the Maxwell equations. It should be noted that the gravitomagnetic equations were first described phenomenologically by Oliver Heaviside in 1893 by ordering the Maxwell equations [65].



The first result that one can obtain from here is wave equations. In this case, it is sufficient to apply to Equation (23) the differential operator  D :


  D   D  T   ·  F  Ξ Ω   =   4 π  c  D · J  



(29)




and we immediately obtain [7]:


      1  c 2     ∂ 2   ∂  t 2     Ω →  −  ∇ 2   Ω →     =    −   4 π  c   [ ∇ ×  ℑ →  ]  ,     



(30)






      1  c 2     ∂ 2   ∂  t 2     Ξ →  −  ∇ 2   Ξ →     =    −  4 π   ∇ ℘ +  ∂   c 2  ∂ t    ℑ →   .     



(31)







One can see that the solenoidal field,   Ω →  , and the magnetic induction,   B →   are isomorphic each other, and the vortex-free field,   Ξ →  , is isomorphic to the electric field   E →  . The first field comes in Equation (14) with a multiplier of 1 (real-valued unit). While the second field in Equation (14) has a multiplier i (imaginary unit). It can mean that these fields,   Ξ →   and   Ω →  , are orthogonal to each other. Waves of these fields propagate in a direction which is transversal to the plane where the fields   Ξ →   and   Ω →   lie. This propagation is given by the Umov–Poynting vector which follows from the expression:


   1 2   F  Ξ Ω    †    F  Ξ Ω   = −  W 0   η 0  − i  W x   η x  − i  W y   η y  − i  W z   η z  .  



(32)







Here † is the sign of complex conjugation.    W 0  =  (  Ξ 2  +  Ω 2  )  / 2  , is the gravitomagnetic energy density. While    W →  =  [  Ξ →  ×  Ω →  ]    is the Umov–Poynting vector, which is orthogonal to   Ξ →   and   Ω →  . It is a vector of the energy flux density of a gravitomagnetic field. From here it follows that the gravito-torsion and electromagnetic fields spread in an equal manner.



Let us rewrite Equations (15) and (16) for the variables   Ω →   and   Ξ →   in more detail representations


     |     Ω →  =  [ ∇ ×  p →  ]  = m c ·  ω →  + e c ·  B →  ,       |         |     Ξ →  =     ∂  p →    c ∂ t   + ∇ ϵ   = (      ∂   p →  0    c ∂ t   + ∇  ϵ 0   ⏟    Ξ →  0   ) + e · (    −   ∂  A →    ∂ t   − ∇ Φ  ⏟   E →   ) .     



(33)







In the first equation   ω →   is the vorticity of a massive medium chump and   B →   is the magnetic field, which is in parallel to the vorticity. In the second equation    Ξ →  0   is the conservative vector field of the massive medium chump and   E →   is the electric field. Wave Equations (30) and (31) describe propagation of the superposition of gravito-torsion and electromagnetic waves.




2.2. Computation of the Conservative (Vortex-Free) Field in the Relativistic Limit


Now let us look at the term   Ξ →   written in Equation (16). First, we will rewrite Equations (8) and (9) in a more acceptable form for subsequent computations:


    ϵ   =    γ  ( v )  ρ  ϵ *   −   c  − 1    ∂ t  ϕ ,   ϵ *  = −   ∂ S   ∂ t   − e Φ ,     



(34)






     p →    =    γ  ( v )  ρ   p →  *  c  +  ∇ ϕ ,    p →  *  = ∇ S − e  A →  ,     



(35)







Here we write the energy   ϵ *   and the momentum    p →  *   in a pure representation. The term   ρ = N / Δ V   is the density of elementary carries (6) in the volume   Δ V   of the medium under consideration. The action S is a scalar function defining a conservative vector field. Its gradient returns this field,   ∇ S = m  v →   . As a result, computation of the derivatives in Equation (16) reads:


       ∂  p →    c ∂ t   + ∇ ϵ    =    γ  ( v )    ∂ ρ   p →  *    ∂ t   + γ  ( v )  ∇ ρ  ϵ *  + ρ   p →  *    ∂ γ ( v )   ∂ t   + ρ   ϵ *  ∇ γ  ( v )        =    γ  ( v )  (      ∂ ρ   p →  *    ∂ t   + ∇ ρ  ϵ *   ⏟   ( a )   ) + γ   ( v )  3   1  2  c 2    (    ρ   p →  *    ∂   v    2     ∂ t   + ρ  ϵ *  ∇   v    2    ⏟   ( b )   )     



(36)







As for the scalar field  ϕ  appeared in Equations (34) and (35), its contribution to this expression is missing since the sum of   +  c  − 1    ∂ t   ( ∇ ϕ )    and   − ∇ (  c  − 1    ∂ t  ϕ )   is zero.



In the non-relativistic limit,   γ ≈ 1 +   v  2  / 2  c 2   , the term (a) in Equation (36) dominates that of (b) because of smallness of     v  2  / 2  c 2  ≪ 1  . In this limit, we deal only with the term (a) omitting (b). Taking into account the external and internal forces acting on the space-time volume under consideration, one can come to the Schrödinger equation after some computations [7].



In the relativistic limit,   γ → ∞  , the picture cardinally changes. One can see that the term (a) being multiplied by  γ  is negligibly small, in contrast to the term (b) multiplied by   γ 3  . For that reason we could omit the first term. However, let us consider the term (a) from another perspective [32]. We apply to this term the operators   ∂ / c ∂ t   and ∇. We obtain:


  ∇  ∂  c ∂ t      ∂ ρ   p →  *  c   c ∂ t   + ∇ ρ  ϵ *   =      ∂ 2    c 2  ∂  t 2    ∇ ρ   p →  *  c +  ∇ 2   ∂  c ∂ t   ρ  ϵ *   ⏟   ( c )   = 0 .  



(37)







Note that this expression vanishes due to the infinite smallness of the term (a) with respect to the term (b). We proclaim that the Equation (37) covered by brace (c) represents the wave equation:


   1  c 2     ∂ 2   ∂  t 2    ψ  (  r →  , t )  −  ∇ 2  ψ  (  r →  , t )  = 0 ,  



(38)




if and only if the following equality is true


  ∇ ρ   p →  *  c = −  ∂  c ∂ t   ρ  ϵ *  = ψ  (  r →  , t )  .  



(39)







The Lorentz gauge (12) supports it (Note that    p →  *   in Equation (39) and   p →   in the Lorentz gauge (12) have different dimensions. The first has the dimension [kg·m/s], the second [kg·m   2  /s   2  ] due to the extra multiplier c, the speed of light, see Equation (9)). Finally we come to the following equality


  ∇ ρ   p →  *  c +  ∂  c ∂ t   ρ  ϵ *  = ∇ ρ  ( ∇ S − e  A →  )  c −  ∂  c ∂ t   ρ    ∂ S   ∂ t   + e Φ  = 0  



(40)




that poses the continuity equation.



Let us now consider in more detail the expression covered by the brace (b) in Equation (36). Since the term (b) is nonzero, in contrast to (a) that vanishes, we multiply (b) by its rearranged form, i.e., we perform the multiplication like   A c + B d   by   A d − B c  . That is,    ( A c + B d )   ( A d − B c )  =  (  A 2  −  B 2  )  cd −  (   c  2  −   d  2  )  A B  . Here   A = ( ρ   p →  *  c )  ,   B = ( ρ  ϵ *  )  ,   c =  c  − 1    ∂ t    v  2   , and   d = ∇   v  2   . We obtain


       ρ ·     (   p →  *  c )  ·   ∂   v  2    c ∂ t   +  (  ϵ *  )  · ∇   v  2   ⏟   ( A c + B d )   ρ ·     (   p →  *  c )  · ∇   v  2  −  (  ϵ *  )  ·   ∂   v  2    c ∂ t    ⏟   ( A d − B c )         =     ρ 2       (   p →  *  c )  2  −   (  ϵ *  )  2   ⏟   (  A 2  −  B 2  )        ∂   v  2    c ∂ t   ∇   v  2   ⏟  cd  −  ρ 2         ∂   v  2    c ∂ t    2  −   ( ∇   v  2  )  2   ⏟   (   c  2  −   d  2  )        (  p →   *   c )   (  ϵ *  )   ⏟   A B       



(41)







Here the brace   ( A c + B d )   is the copy of the expression written in Equation (36) over brace (b) and   ( A d − B c )   is its converted form. Take note that the expression   ( A c + B d )   is a vector, while   ( A d − B c )   is a scalar. Their multiplication returns a vector. It is represented by   ∇   v  2    in the first term and by    p →  *   in the second term.



Note that multiplication of the original expression,   ( A c + B d )  , by   ( A d − B c )   is necessary to double the fields, where these fields should be antipodes to each other. It is similar, in a way, to doubling the matrix rank for writing a new 8-by-8 matrix operator by Bocker and Frieden in [71]. Both these expressions,   (  A 2  −  B 2  )   and   (   c  2  −   d  2  )  , are the main parts underlying the emergence of the Dirac equation. Let us begin from the second expression,    (   c  2  −   d  2  )  =  ( c − d )   ( c + d )   . It is a scalar:


             ∂   v  2    c ∂ t   −  | ∇   v  2  |      ∂   v  2    c ∂ t   +  | ∇   v  2  |   = 4   v  2     ∂ v   c ∂ t   −  | ∇ v |      ∂ v   c ∂ t   +  | ∇ v |            =   4   v  2     c 2   m 2    ∇    ∂  S →    ∂ t   −  | ∇  S →  |  c  ∇    ∂  S →    ∂ t   +  | ∇  S →  |  c  =   4   v  2     c 2   m 2    ∇  ( E + p c )  ∇  ( E − p c )  .     



(42)







Here we take into consideration that    p →  = m  v →  = ∇ S   and   E = − ∂ S / ∂ t  . Since   E ± p c   represents the conservation of the energy-momentum, it means that their gradients vanish.



In turn, the expression marked by brace    A 2  −  B 2    in Equation (41) is evident. It looks as follows:


    (  ϵ *  )  2  −   (   p →  *  c )  2  =     ∂ S   ∂ t   + e Φ  2  −   ∇ S − e  A →   2   c 2  .  



(43)







This expression is seen to represent the Hamilton-Jacobi equation [72] as soon as we load its right part by terms dealing with the crucial particle parameters. Since this equation has the dimension [Energy in square] these terms can look as follows: (a)    ( m  c 2  )  2   relates to the material carrier of the energy (the mass m is a measure of carrier resistance to changing its motion); (b)    ( ℏ ω )  2   relates to the wave nature of the carrier of the energy (it will be shown further that this term relates to the quantum potential). Note that points (a) and (b) deal with the corpuscle-wave duality principle; (c) the spin part dealing with the magnetic momentum describes the energy of interaction with the magnetic field [6] (it is also squared).



A pair of these equations, the continuity Equation (40) and the Hamilton-Jacobi one, together provide a whole picture of the particle evolution in the EM-field. In the next section, we will show how from the Dirac equation these two real-valued equations describing fermion fields in the hydrodynamical approximation, are extracted.





3. The Dirac Equation: The Majorana Fermion Fields


Güveniş has published an article [73] in which he has consistently shown the reduction of the Dirac equation to a pair of relativistic equations for two-component spinors. Here we repeat these calculations, rethinking them a little in the light of the above material [31,32].



We start with writing the Dirac equation in an electromagnetic field


   γ μ   ( i ℏ  ∂ μ  − e  A μ  )   | Ψ 〉  −  m c | Ψ 〉  = 0  



(44)




describing behavior of spin-1/2 fermions with mass m in the external electromagnetic field represented through the 4D vector potential    A μ  =  ( Φ / c ,   A x  ,  A y  ,  A z   )   . Hereinafter we use SI unit. The   γ μ   matrices expressed through the identity matrix   σ 0   and three Pauli matrices   σ x  ,   σ y  ,   σ z   (2) look as:


   γ 0  = (      σ 0      0       0     −  σ 0      ) ,    γ 1  = (     0      σ x        −  σ x     0    ) ,    γ 2  = (     0     σ y       −  σ y       0     ) ,    γ 3  = (     0      σ z        −  σ z     0    ) .  



(45)







The Dirac equation represents the system of four coupled equations through   γ μ   matrices for the four component wave function   | Ψ 〉  . Güveniş gave a way [73] of transformations of the Dirac equation leading to the two coupled hydrodynamic-like equations for two component spinor wave functions. Here we repeat the derivation of these equations posing spin flows on the superfluid quantum space-time. First, we rewrite Equation (44) as follows:


  i ℏ   ∂   ∂ t   (     | ψ 〉       | χ 〉     ) − e Φ (     | ψ 〉       | χ 〉     ) = c  (  σ →  ·  π →  )  (     | χ 〉       | ψ 〉     ) + m  c 2    (     | ψ 〉       − | χ 〉     ) .  



(46)







Here,   | ψ 〉   and   | χ 〉   are two-component spinors, (   |   ψ ↑   〉   ,    |   ψ ↓   〉   ) and (   |   χ ↑   〉   ,    |   χ ↓   〉   ). The first terms from the right side that rearrange the spinors   | ψ 〉   and   | χ 〉   between the upper and lower equations we stay in the same place. Note that    π →  = − i ℏ ∇ − e  A →    is the momentum operator in the magnetic field. As for the rightmost terms, we transfer them to the left side to the terms located here. As a result, we obtain the following set of equations:


     c (  σ →  ·  π →  ) | χ 〉    =    i ℏ  ∂  ∂ t    | ψ 〉  −  e Φ | ψ 〉  − m  c 2   | ψ 〉  ,          



(47)






     c (  σ →  ·  π →  ) | ψ 〉    =    i ℏ  ∂  ∂ t    | χ 〉  −  e Φ | χ 〉  + m  c 2   | χ 〉  .     



(48)







Now we multiply these equations by   c (  σ →  ·  π →  )  . We obtain


         i ℏ  ∂  ∂ t   c  (  σ →  ·  π →  )   | ψ 〉  − e Φ c  (  σ →  ·  π →  )   | ψ 〉  − m  c 2  c  (  σ →  ·  π →  )   | ψ 〉  =  c 2      (  σ →  ·  π →  )   (  σ →  ·  π →  )   ⏞   ( a )    | χ 〉  ,          



(49)






         i ℏ  ∂  ∂ t   c  (  σ →  ·  π →  )   | χ 〉  − e Φ c  (  σ →  ·  π →  )   | χ 〉  + m  c 2  c  (  σ →  ·  π →  )   | χ 〉  =  c 2      (  σ →  ·  π →  )   (  σ →  ·  π →  )   ⏟   ( a )    | ψ 〉  .     



(50)







Multiplication marked by braces (a) reads


   (  σ →  ·  π →  )   (  σ →  ·  π →  )  =  π 2  + i  (  σ →  ·  [  π →  ×  π →  ]  )  =   ( − i ℏ ∇ − e  A →  )  2  − e ℏ  (  σ →  ·  [ ∇ ×  A →  ]  )   



(51)







Here we have    [ ∇ ×  A →  ]  =  B →    and further we will write   e ℏ (  σ →  ·  B →  )  .



Substituting into Equation (50) instead   c (  σ →  ·  π →  ) | χ 〉   its expression from Equation (47) we obtain finally the equation for   | ψ 〉  . Furthermore, substituting into Equation (49) instead   c (  σ →  ·  π →  ) | ψ 〉   its expression from Equation (48) we obtain finally the equation for   | χ 〉  . Then both equations are equivalent and look as follows:


   1  c 2     i ℏ  ∂  ∂ t   − e Φ  2   | Ψ 〉  −   − i ℏ ∇ − e  A →   2   | Ψ 〉  =  m 2   c 2   | Ψ 〉  − e ℏ  (  σ →  ·  B →  )   | Ψ 〉  .  



(52)







Here the function   | Ψ 〉   reads:


   | Ψ 〉  = (     | ψ 〉       | χ 〉     )  



(53)




which is seen to be absolutely equivalent to Equation (52). This pair of equations describes the Majorana fermion fields [74]. Note that Equation (52) describes the behavior of two two-component spinors (53) unrelated to each other. Within each spinor,    |   ψ    〉    and    |   χ    〉   , only the upper and lower components,    |   ψ ↑   〉   ,    |   χ ↑   〉   , and    |   ψ ↓   〉   ,    |   χ ↓   〉   , are bound to each other by the term   e ℏ  c 2   (  σ →  ·  B →  )   . The pair of particles following from these equations are not antagonists, but they are the entanglement pair with equal charges, spins, and evolving in the same direction.



When we invert increments of time and space,   ∂ t → − ∂ t   and   ∇ → − ∇  , and also change signs at  Φ  and   A →  , then the left parts of Equations (52) and (53) stay unchanged since the both terms are squared. We also see that the magnetic field    B →  =  [ ∇ ×  A →  ]    does not change when changing signs of ∇ and   A →  . From here it follows that Equations (52) and (53) remain unchangeable.



The wave functions   | ψ 〉   and   | χ 〉   can differ, however, from each other by a constant uncertain multiplier   exp { i k π }  ,   k = 0 , ± 1 , ± 2 , ⋯  . Because of this difference two spins described by these wave functions can be either parallel or antiparallel. In the first case we have Majorana ortho fermions (total spin is 1). In the second case it is Majorana parafermions (total spin is 0). That is, these quantum objects are bosons. If the ortho- and para- fermions, both with equal charges plus, are supplemented by electrons having minus charge, we have ortho- and para- hydrogens [75]. These hydrogens joined with oxygen ions give ortho- and para water molecules.



3.1. Hydrodynamic Representations of Majorana Fermion Fields


Further we will go from Equation (52) to the hydrodynamic representations of the Majorana fermion fields. To do it, first, we express the spinor wave functions   | ψ 〉   and   | χ 〉   in Equation (53) in the polar form


     | ψ 〉    =    +  ρ  exp  { i S / ℏ }      



(54)






     | χ 〉    =    −  ρ  exp  { i S / ℏ }      



(55)







Substituting in Equation (52) functions   | ψ 〉   and   | χ 〉   written in the polar form and by separating the real-valued and imaginary-valued variables by individual parts [76,77,78,79] we come to two real-valued equations:


          ∂  ∂ t     ρ  c 2      ∂ S   ∂ t   + e Φ   − ∇  ( ρ ·  ( ∇ S − e  A →  )  )  = 0 ,          



(56)






         (   ∂ S   ∂ t   + e Φ  ) 2  −   ( ∇ S − e  A →  )  2   c 2  =   ( m  c 2  )  2  − e ℏ  c 2   (  σ →  ·  B →  )  −  ℏ 2   c 2    □  ρ    ρ   .     



(57)







These equations have the common signs with the Equations (40) and (43) shown in Section 2 dealing with the quaternion algebra. The first equation is the continuity one. The second equation is the quantum Hamilton-Jacobi one. This equation has the dimension [Energy squared]. Its right part contains three terms. All these terms have the dimension [Energy squared] as well. The first term,    ( m  c 2  )  2  , relates to the material carrier of the energy; the second term describes the interaction with the magnetic field; and the third term deals with the wave nature of the carrier of the energy. This term, accurate to a multiplier, is the quantum potential. Let us show it.




3.2. Relativistic Quantum Potential


The superfluid medium consists of two components—true superfluid and normal components [80]. The normal component is a usual liquid. Where due to a layer friction can occur the customary Joule heating. Obviously, here the Fick’s laws manifest. It is instructive to note that stochastic processes go in the quantum realm [81,82]. A quantum medium where a free particle undergoes Brownian motion has the quantum diffusion coefficient   D = ℏ / 2 m   [64], Here ℏ is the reduced Planck constant and m is the particle mass.



There are two laws of Fick (opened in 1855) describing the diffusion of particles in the direction of their minimum concentration. Let the particle density,   ρ (  r →  , t )  , at their uneven distribution over space be given. Fick’s first law states that the diffusion flow of particles goes in the direction from large concentrations of particles to small ones:


   j →  = − D ∇ ρ  (  r →  , t )  .  



(58)







Here D is the diffusion coefficient. Its dimension is [length   2  time    − 1   ]. The second law states that the rate of change in the concentration of a substance at a given point is due to diffusion as follows:


    ∂ ρ (  r →  , t )   ∂ t   = D Δ ρ  (  r →  , t )  .  



(59)







Fick’s second law is seen to have the same mathematical form describing the heat propagation within a homogeneous material.



At the relativistic limit transition to the 4D space-time, a new degree of freedom arises in Fick’s laws. It is the diffusion along the time axis. Let first we consider the time increments [81,82,83] at shifting along the time on integer increments


  ( − ∞ , ⋯ , − δ t ( k + 1 ) , − δ t k , ⋯ , − δ t , 0 , δ t , ⋯ , δ t k , δ t ( k + 1 ) , ⋯ , ∞ )  








where k is an integer ranging from zero to infinity. Further we choose the differential calculus as the arithmetic means from two time increments::


      ∂ ρ (  r →  , t )   ∂ t     =     lim  δ t → 0    1 2  {   ρ  (  r →  , t + δ t )  − ρ  (  r →  , t )    δ t   +   ρ  (  r →  , t )  − ρ  (  r →  , t − δ t )    δ t   }       =     lim  δ t → 0     ρ  (  r →  , t + δ t )  − ρ  (  r →  , t − δ t )    2 δ t       



(60)







In the same manner, we calculate the second derivative in time


       ∂ 2  ρ  (  r →  , t )    ∂  t 2      =    2  lim  δ t → 0    1 2  {   ρ  (  r →  , t + δ t )  − ρ  (  r →  , t )    δ t   −   ρ  (  r →  , t )  − ρ  (  r →  , t − δ t )    δ t   }       =     lim  δ t → 0     ρ  (  r →  , t + δ t )  + ρ  (  r →  , t − δ t )  − 2 ρ  (  r →  , t )    δ t   .     



(61)







Factor 2, in the first line, says about the calculation of the second derivative. The expression   ( ρ  (  r →  , t + δ t )  + ρ  (  r →  , t − δ t )  ) / 2   is the arithmetic mean of two densities. One density is that given in the recent past. Another density is the density arising shortly. Advanced and retarded terms in time,   ρ (  r →  , t + δ t )   and   ρ (  r →  , t − δ t )  , relating to the quantum diffusion process stem from the osmotic pressure [64,83] through a membrane (our present time) dividing the past and the future.



The first Fick’s law in the relativistic limit takes the following form:


   j μ  = − D  ∂ μ   ρ   M    



(62)







The Greek letter  μ  runs 0, 1, 2, 3 relating to the four-dimensional Minkowski space, t, x, y, z, and   ∂ μ   are differential operators over this space, namely,    ∂ 0  = ∂ / c ∂ t  ,    ∂ 1  = ∂ / ∂ x  ,    ∂ 2  = ∂ / ∂ y  ,    ∂ 3  = ∂ / ∂ z  . So, the differential operator   ∂ 0   describes the diffusion flow through our present time dividing the past and the future as follows from computation (60). The quantum diffusion coefficient reads


  D =  ℏ  2 m   ,  



(63)




where m is the inertial mass (58) of a carrier. This coefficient stems from


   Δ r  =   D ·  Δ t    =    ℏ  2 m   · Δ t   ,  



(64)




which comes the uncertainty principle    Δ p   Δ r  ≥ ℏ / 2   from as soon as we take into account    Δ p  = m  Δ r  /  Δ t   . Here   Δ t   comes the uncertainty principle    Δ E   Δ t  ≥ ℏ / 2   from. It is in a good agreement with Nelson’s imagines about Brownian motions of sub-quantum particles in the ether [64,81,83].



Note that in contrast to the quasi-classical collisions in the quantum realm the Brownian diffusion is achieved due to the uncertainty principle. Namely, uncertainty of momenta of the scattered particles occur because of their collisions [84]. On average, it leads to the changing pressure gradient pattern.



We declare that there are two different types of the pressure induced by the Brownian motion [81,83]. The first pressure,   p 1  , is a customary one that arises from the difference of component amounts in different parts of the volume. Another pressure,   p 2  , osmotic pressure, arises due to the different kinetic energies of the same component in different parts of the volume, although their number in these parts can be the same.



One can see that the four-Laplacian   D   ∂    μ    j μ  = −  D 2     ∂    μ    ∂ μ   ρ   M     has the dimension of the pressure. So, as for the pressure   p 1   we write:


   p 1  = −  D 2     ∂    μ    ∂ μ   ρ   M   = −  D 2    ∇ 2   ρ   M   −  1  c 2      ∂ 2     ∂  t 2     ρ   M     .  



(65)







Here   ρ M   is the mass density of the medium under consideration,   M = m N   is the total mass of this medium, and N is the number of carriers of the mass m (6). So, following Nelson’s ideas about the existence of either filled by the Brownian sub-particles chaotically moving [64], we declare that this medium contains N such sub-particles called carriers.



As for the pressure   p 2  , we note first that the kinetic energy of the diffusion flux is    ( m / 2 )   (   j    μ    j μ  /  ρ    M   2  )   . It means that there exists one more pressure as a kinetic energy of the medium per unit volume:


   p 2  =   D 2   2  ρ   M         ( ∇  ρ   M   )  2  −    1 c   ∂  ∂ t    ρ   M      2     .  



(66)







Now we can see that the sum of the two pressures,    p 1  +  p 2   , divided by  ρ  (we remark that    ρ   M   = m ρ  , see Equation (6)) gives the quantum potential


    Q   =       p 1  +  p 2   ρ  = −     ℏ 2    4 m ρ     ∇ 2  ρ −   1  c 2      ∂ 2     ∂  t 2     ρ  +     ℏ 2    8 m  ρ 2       ∇ ρ      2   −    1 c   ∂  ∂ t   ρ    2          =    −     ℏ 2    2 m R     ∇ 2  −  1  c 2      ∂ 2     ∂  t 2     R = −   ℏ 2   2 m      ∂ μ    ∂    μ   R  R  .      



(67)







Here   R =  ρ   . The quantum potential in the relativistic limit is proportional to a pressure pattern arising in the spatio-temporal volume in response to the external influence. When   v → 0   this potential degenerates to the non-relativistic one. The osmotic diffusion flow through the membrane (the present instant of our being) dividing the past and the future disappears.



All above computations based on the application of the Fick’s laws relate to the Brownian behavior of quantum particles [64,81,83] that are true within the normal component of the superfluid [80]. The relationship to the superfluid component, having zero viscosity and zero entropy, is expressed by the energy exchange that in the average in time vanishes. That is, the medium viscosity fluctuating in time   μ ( t )   submits to conditions    〈 μ  ( t )  〉  =  0 +    and   〈 μ ( t ) , μ ( 0 ) 〉 > 0   [7]. Here we will not consider this variant. However, we limit ourselves to the trivial case   μ = 0  . Note that it leads to the appearance of singularities at future computations. However, since we will not do the computations leading to the appearance of singularities,   μ = 0   may be acceptable.





4. Particle–Antiparticle Fermion Pairs form Superfluid Vacuum


Equations (56) and (57) return real-valued solutions. The first equation, the continuity one, says there are no empty gaps within the medium under question. Each no-empty vicinity in this medium has a no-zero probability to detect a particle within this vicinity. So, the solution of this equation gives the probability density   ρ (  r →  , t )   of finding the particle in the vicinity of point   r →   at the time moment t. The second equation, the quantum Hamilton-Jacobi equation, describes the mobility of the particle in the vicinity of the point   r →   in the time moment t. The mobility, i.e., its velocity    v →   (  r →  , t )   , stems from the action function   S (  r →  , t )   as follows    v →   (  r →  , t )  = ∇ S  (  r →  , t )  / m  . One can see that the particle location and its mobility are the two mutually exclusive variables. One can register either the particle location and not know about its mobility or can register its mobility but not know about its location.



We will show that Equations (56) and (57) follow from the Dirac equation. With this purpose in mind we define first the wave function   | ψ 〉   in the polar form:


   | ψ 〉  =  ρ  exp  { i S / ℏ }  ,  



(68)




where the variables  ρ  and S describe, conditionally, the density (real part) and the action (the action divided by the reduced Plank constant is a phase—imaginary part) of the wave function. Such a mapping of two equations dealing with the real-valued functions,  ρ  and S, leads to one complex-valued equation that looks as follows:


    i ℏ  ∂  ∂ t   − e Φ  2   | ψ 〉  −  c 2    − i ℏ ∇ − e  A →   2   | ψ 〉  = − e ℏ  c 2   (  σ →  ·  B →  )   | ψ 〉  +   ( m  c 2  )  2   | ψ 〉  .  



(69)







It coincides with Equation (52). When inverting the increments of time and space and changing signs at  Φ  and   A →   in this equation (note that    [ ∇ ×  A →  ]  =  [ − ∇ ×  ( −  A →  )  ]   ), we obtain the mapping of this equation to itself. Now let us invert the imaginary unit,   i → − i  , in this equation and change the sign of the elementary charge,   e → − e  , ibid. At such an inversion of the signs, the left part of the equation does not experience changes because of the squared terms. However, the first term in the right part changes the sign. As a result we conclude:


    − i ℏ  ∂  ∂ t   + e Φ  2   | χ 〉  −  c 2    i ℏ ∇ + e  A →   2   | χ 〉  = + e ℏ  c 2   (  σ →  ·  B →  )   | χ 〉  +   ( m  c 2  )  2   | χ 〉  ,  



(70)







The above-mentioned inverting operations are CPT—transformations (Charge, Parity, and Time reversal symmetry). The CPT theorems prove a strict correspondence between matter and antimatter, between particles and antiparticles. An antiparticle has exactly the same mass and magnetic moment as the particle. However, their electric charges are equal in modulus and opposite in sign. Their spins are also equal in modulus and opposite in direction, Figure 1.



Equations (69) and (70) differ from each other by the signs at the expression   e ℏ  c 2   (  σ →  ·  B →  )   . The term   e ℏ  c 2    divided by   2 m  c 2    is named the Bohr magneton    μ B  = e ℏ / 2 m  . For protons the Bohr magneton is renamed to the nuclear magneton   μ N  . Its magnetic moment is parallel to the spin while the antiproton has the same magnitude of the magnetic moment but with the opposite sign, Figure 1.



The particle and antiparticle momenta have opposite orientations. From here it follows that these quantum objects revolve about the common mass center. Such a bonded pair is a particle with the integer spin—boson.



Let   | ψ 〉   and   | χ 〉   in Equations (69) and (70), accurate to an indeterminate scalar phase, are equal to each other. Now we subtract these equations from each other. We obtain


  e ℏ  c 2   (  σ →  ·  B →  )   | ψ 〉  = 0 ,  



(71)







From here it follows that the magnetic field,   B →   as well as the vector potential vanish. It means that the bound pair of the particles expels the existing external magnetic field outside this pair. It is the manifestation of the Meissner effect [53]. Since  Φ  and   A →   are zero by adding together Equations (69) and (70) we obtain the Klein-Gordon equation


   ∇ 2  Ψ −  1  c 2     ∂ 2   ∂  t 2    Ψ =    m 2   c 2    ℏ 2   Ψ ,  



(72)




with the wave function  Ψ  describing relativistic scalar massive fields. There are four Klein-Gordon equations equal to each other. Compare Equations (52) and (72), when the electromagnetic potentials are discarded in the latter.



By repeating computations stated in Section 3 but applied to the Dirac equation with absent  Φ  and   A →  :


  i ℏ  γ μ   ∂ μ   | Ψ 〉  −  m c | Ψ 〉  = 0 ,  



(73)




we come to a set of four equivalent equations like Equation (72). This equation results from by the following computation—first we multiply the Dirac Equation (73) from the right by   ( − i ℏ  γ μ   ∂ μ  − m c )  . We obtain:


    ℏ 2   γ μ   γ μ   ∂ μ   ∂ μ  +   ( m c )  2    | Ψ 〉  =   ℏ 2  □ +  m 2   c 2    | Ψ 〉  = 0 .  



(74)







It is the Klein-Gordon equation that obeys the “on-shell condition”    p 2  =   ( ℏ ·  k →  )  2  =  m 2   c 2   . This equation says: (a) both fermions rotate about the common mass center; (b) the bonded fermions have zero charge; (c) the bonded fermions have integer spin equal to either 0 or ±1; (d) and they have equal masses. It is instructive to note that there are possible spontaneous transitions from bound fermions to the scalar massive waves described by Equation (72) and vice versa.



The pair of Dirac fermion fields satisfying the CPT-symmetry [85] points to the existence of the bound particles and antiparticles being bosons. Bosons, unlike fermions, obey Bose-Einstein statistics, which allows an unlimited number of identical particles to be in the same quantum state. The result is the existence of Bose-Einstein condensate. When considering processes leading to Bose-Einstein condensate that go with creation and annihilation of particles and antiparticles, a productive apparatus is the Feynman diagram technique [37]. Figure 2a shows the collision of a particle p and an antiparticle q, which occurs with their instantaneous annihilation and instantaneous birth in the vicinity of the saddle  γ . Such instantaneous reactions are prohibited because they are accompanied by an infinite release of energy. In order to avoid such a singularity, it is assumed that the saddle  γ  splits into two nodes   γ −   and   γ +  , connected to each other by an exchanged quantum with finite energy. There can be two such communication options. The first option assumes elastic scattering Figure 2b, when a particle and an antiparticle are exchanged by an acoustic quantum. The second option is tunneling, when at the node   γ −   the particle and antiparticle annihilate with the radiation of a gamma quantum of finite energy Figure 2c, and then this gamma quantum creates a particle–antiparticle pair in the vicinity of the node   γ +  .



Following the recipes stated in Huang’s book [39] we denote the matrix element for the electron-positron scattering, p-q, by


   G  p q    (  p 1  ,  q 1  ;  p 2  ,  q 2  )   = 〈    p →  2  ,  s 2  ,   q →  2  ,  σ 2   |   S  ( 2 )    |   p →  1  ,  s 1  ,   q →  1  ,  σ 1  〉   



(75)




where electron spins are denoted by s and positron spins by  σ . Here bra- and ket- vectors,    〈 f | = 〈    p →  2  ,  s 2  ,   q →  2  ,  σ 2   |    and    |  i  〉 = |    p →  1  ,  s 1  ,   q →  1  ,  σ 1   〉   , are the final and initial states.   S  ( 2 )    is the second-order S matrix in the Wick expansion:


   S  ( 2 )   =  1 2    ( − i  e 0  )  2  ∫  d 4   x 1   d 4   x 2   (  I 1  + ⋯ +  I 6  )  .  



(76)







The operators    I 1  , ⋯ ,  I 6    contribute to different processes [39], such as (a) disconnecting; (b) e-e scattering; (c) Compton scattering; (d) electron self-energy; (e) photon-self-energy; (f) vacuum process.



Returning to Equation (75), explicitly, the matrix element    G  p q    (  p 1  ,  q 1  ;  p 2  ,  q 2  )    is


        G  p q    (  p 1  ,  q 1  ;  p 2  ,  q 2  )  =     ( − i  e 0  )  2   m 2      E  p 1    E  q 1    E  p 2    E  q 2      ∫  d 4   x 1   d 4   x 2          ×      e  i  (  q 1  −  p 1  )   x 1  − i  (  q 2  −  p 2  )   x 2     (   v ¯  1   γ μ   u 1  )  i  D  F μ ν    ( x − y )    v ¯  2   γ ν   u 2   )   ⏟  I  −    (  q 1  ⇌  q 2  )  ⏟   I I    .     



(77)







Here   e 0   is the bare charge,    E  p 1   =    p  1  2  +  m 2     ,    E  q 1   =    q  1  2  +  m 2     ,    u 1  = u  (   p →  1  ,  s 1  )   ,    v 1  = v  (   q →  1  ,  σ 1  )   , and so on. The Feynman photon propagator looks as follows


   D  F   μ ν    ( x − y )  = − ∫    d 4  k    ( 2 π )  4     g  μ ν   − λ    k μ   k ν    k 2      e  − i k · ( x − y )     k 2  + i η    



(78)







  η →  0 +    and  λ  is the gauge parameter. By choosing   λ = 0   we have the so-called Feynman gauge and at   λ = 1   Landau gauge.



The first term in Equation (77), I, represents direct electron-positron elastic scattering. The second term, II, represents annihilation.



Diagrams in Figure 2b,c give an evident picture of processes going on. Further we will apply the simplest Feynman diagrams showing either the elastic scattering of a particle on an antiparticle, Figure 3a,b, or the tunneling of a particle from one place to another through a barrier when the antiparticle is oncoming tunneling, Figure 3c,d.



Diagrams (a) and (b) depict an elastic scattering of an electron on a positron. Quanta of the elastic scattering are acoustic modes providing so-called the second sound along the space. The second diagram shows a creation with annihilation of a virtual particle by the acoustic quantum. Diagrams (c) and (d) depict tunneling an electron and a positron in themselves at emission and absorption of an electromagnetic (EM) quantum. The second diagram shows a creation with annihilation of a virtual particle by the EM quantum. In both cases, (b) and (d), the virtual particle can be an electron-positron pair, for example.



These simplest diagrams have a high probability of reproduction. Therefore we will take them further as basic building blocks.



4.1. Time Crystal Formation


Returning to Equations (69) and (70), we can remark that there are no direct interactions coupling the wave functions  ϕ  and  χ . There is only a general magnetic field   B →   binding these wave states, accurate to undefined phase multipliers. The latter playing a role of acoustic modes can provide exchanges between these wave states. Such acoustic processes can occur at binding particle-antiparticle pairs at a long-lived configuration, named boson state.



Can the lifetime of an ensemble consisting of many bound particles and antiparticles be large? Let us strike a glance on the examples from the theory of superconductivity. Here, as the Bardeen–Cooper–Schrieffer Theory of Superconductivity says, the main players are electrons bound in Cooper pairs. The superconductivity can happen, so the theory says, when a single negatively charged electron slightly distorts the lattice of atoms in the superconductor, drawing toward it a small excess of positive charges. This excess attracts a second electron. This weak indirect attraction binds the electrons together, into a Cooper pair.



There is a problem with the electrons binding into the Cooper pairs. Boris Vasiliev attracted attention to this problem in 2013 [86,87]. He writes “paired electrons, however, cannot form a superconducting condensate spontaneously. These paired electrons perform disorderly zero-point oscillations and there is no force of attraction in their ensemble. In order to create a unified ensemble of particles, the pairs must order their zero-point fluctuations so that an attraction between the particles appears”.



Jorge Hirsch emphasizes a similar thought [88,89], arguing that the traditional theory of superconductivity is incorrect because of the prediction of Joule heating [90] (induced by disordered lattice oscillations). He notes that only bound pairs of electrons and holes can create the Bose particles without dispersion of heat in the normal phase. Such an ensemble of the Bose particles represents by itself the Bose-Einstein long-lived condensate. The whole structure is held together by exchanging gamma quanta, Figure 4. Longitudinal gamma-quanta are quanta of the electromagnetic radiation providing the tunnel effect for electrons and holes forward and backward in time, respectively. While transversal quanta are acoustic modes binding together the electrons and holes as the lattice. These modes provide a so-called second sound.



Instead of the holes, antiparticles can be taken. Let us instead of binding electrons with holes shown in Figure 4 take electron-positron pairs, Figure 5. The lifetime of such bonded electron-positron states may be long-lasting enough due to the collective cumulative effect. Similar coherent structures formed from the Bose-Einstein condensates, as shown in Figure 4 and Figure 5, simulate time crystals [56,57,58].



Let the matrix element    G  p q    (  p 1  ,  q 1  ;  p 2  ,  q 2  )   = 〈    p →  2  ,  s 2  ,   q →  2  ,  σ 2   |   S  ( 2 )    |   p →  1  ,  s 1  ,   q →  1  ,  σ 1  〉    be that of the electron-positron scattering (75), and the functions    |  i  〉 = |    p →  1  ,  s 1  ,   q →  1  ,  σ 1   〉    and    | f 〉 = |    p →  2  ,  s 2  ,   q →  2  ,  σ 2   〉    are solutions of the Dirac equation. If these solutions have periodical repeating with the period T, then the electron-positron scattering process repeats in time as well.



This periodicity is due to equivalent Feynman diagrams repeating step by step by simulating the stroboscopic effect. The time crystal can manifest itself in ball lightning arising at a thunderstorm. Such macroscopic quantum objects can be capable of tunneling through material obstacles, such as, for example, through window glasses [91,92].





5. Conclusions


Quaternions first discovered by William Rowan Hamilton [1] have had a decisive influence in many areas of scientific knowledge of the world. That is what James Clerk Maxwell, the discoverer of electromagnetic theory, wrote about the discovery of this calculus [93]: “The invention of the calculus of quaternions is a step towards the knowledge of quantities related to space which can only be compared, for its importance, with the invention of triple coordinates by Descartes. The ideas of this calculus, as distinguished from its operations and symbols, are fitted to be of the greatest use in all parts of science”. The quaternion algebra applied to analyzing the 4D space-time manifold discloses promising results covering a wide spectrum of problems.



The set of the quaternions   (  η 0  ,  η x  ,  η y  ,  η z  )   gives a possibility to build a set of the differential generating operators due to which shifts in 4D space-time together with rotations and boosts in 3D space are feasible. In this quaternion basis strained over the space-time one can determine the energy-momentum density tensor that contains also all possible forms of rotation motions introduced by organization of the quaternions    η x  ,  η y  ,  η z   .



The transposed set of the quaternions    (  η 0  ,  η x T  ,  η y T  ,  η z T  )  =  (  η 0  , −  η x  , −  η y  , −  η z  )    added to the original set lead to a possibility to obtain the gravitomagnetic equations that are like the Maxwell equations. Note that the gravitomagnetic equations first were got in a phenomenological way by Oliver Heaviside in 1893 [65] when dealing with the Maxwell equations brought by him to the modern form. That is, he simply noticed between the electromagnetic and gravitational natures many common peculiarities.



It is interesting to note that if we rearrange the order of the computations by the quaternions   (  η 0  ,  η x T  ,  η y T  ,  η z T  )   and   (  η 0  ,  η x  ,  η y  ,  η z  )  , we obtain the same gravitomagnetic equations as if no changes were made, besides the fact that it leads to antimatter. We have considered in the relativistic limit the Dirac fermion fields representing the manifestation of the matter and antimatter fermion fields. These fields on-shell condition,     ( ℏ ·  k →  )  2  =  p 2  =  m 2   c 2   , satisfy the Klein-Gordon equation. This binds the paired particle-antiparticle fermion fields with the electromagnetic field.



From here it follows, in particular, that there can arise self-sustained oscillations between electron-positron bound pairs and quanta of the electromagnetic radiation as shown, for example, in Figure 5. Such oscillations may be provoked at severe thunderstorms or at the moment of powerful stresses of lithospheric plates which are expressed by emergence of the ball lightning, Registration of the positrons at the thunderstorms [94,95] confirms this.



In addition, one can mention yet three sets   (  η 0  , −  η x  ,  η y  ,  η z  )  ,   (  η 0  ,  η x  , −  η y  ,  η z  )  ,   (  η 0  ,  η x  ,  η y  , −  η z  )   and their three transposed sets by using of which one can reproduce three addition worlds that are equivalent to the above described. These observations relating to the permutation of signs at the quaternions hints that the same world may pose in different manifestations.
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Figure 1. Proton–antiproton pair has opposite oriented magnetic moments,    μ →  p   and   μ  p ¯   , and opposite directed momenta    p →  p   and    p →   p ¯   . They revolve about the mass center. 
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Figure 2. The diagrams show conditionally the scattering of the particle p on antiparticle q: (a) this diagram is defective, since there is an infinite release of energy in the vicinity of the collision point  γ . The real diagrams accompanied by the exchange of gamma quanta with finite energy are diagrams of (b) elastic scattering of a particle and an antiparticle (exchange) and (c) tunneling through a finite barrier (annihilation and creation). The wavy dotted line represents an incoming or outgoing photon  γ . Solid lines with arrows point along the direction of flow of electron charge (it is either an electron, p, propagating from the left to right, or a positron, q, propagating in the opposite direction). 
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Figure 3. Particles (in this case, electron p) move from left to right (forwards in the future), antiparticles (in this positron q) move from right to left (back in the past). Elastic scattering, shown in (a,b), happens due to exchanging acoustic quanta being perturbed within the quantum normal phase. Tunneling, shown in (c,d), represents the annihilation of particles and antiparticles with the radiation of an electromagnetic (EM) quantum in one space area and creation of them in the remote space area with the absorption of the EM quantum. Subfigures (b,d) demonstrate the creation with annihilation of a virtual particle-antiparticle loop. 
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Figure 4. An ordered ensemble of electron-hole pairs simulating the time crystal [56,57,58]. Vertical wavy curves depict phonon (the second sound) excitations coupling the pairs in the self-sustained ensemble. Horizontal wavy curves represent EM photons providing a coherent continuation (tunneling) of electron-hole quantized pairs in time. 
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Figure 5. Self-sustained macroscopic Bose-Einstein condensate consisting of the electrons and positrons. This lattice is a perfect simulation of the time crystal. 






Figure 5. Self-sustained macroscopic Bose-Einstein condensate consisting of the electrons and positrons. This lattice is a perfect simulation of the time crystal.



[image: Symmetry 15 00275 g005]













	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
(c)

(b)

(a)





nav.xhtml


  symmetry-15-00275


  
    		
      symmetry-15-00275
    


  




  





media/file2.png





media/file5.jpg
- (b)
»
2

Fhon

Tphon

q
e
4.

:
I>(0
:
,






media/file3.jpg





media/file1.jpg





media/file7.jpg





media/file10.png





media/file9.jpg





media/file0.png





media/file8.png





media/file6.png
¢ phonon

{ phonon

4,

\4}ton
/i

(d)

$ photon
w!
[\®]





