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Abstract: The symmetric Schur process has many different types of formals, such as the functional
differential, functional integral, and special functional processes based on special functions. In
this effort, the normalized symmetric Schur process (NSSP) is defined and then used to determine
the geometric and symmetric interpretations of mathematical expressions in a complex symmetric
domain (the open unit disk). To obtain more symmetric properties involving NSSP, we consider a
symmetric differential operator. The outcome is a symmetric convoluted operator. Geometrically,
studies are presented for the suggested operator. Our method is based on the theory of differential
subordination.

Keywords: analytic function; subordination and superordination; univalent function; differential
operator; Mittag-Leffler function; special functions; convolution (Hadamard) product; fractional calculus

JEL Classification: Primary 30C45; 30C50

1. Introduction and Preliminaries

The class of analytic functions from the open unit disk to its closure are what make-up
the symmetric Schur functions. These functions, along with their matrices and operator-
valued variations, are key elements in harmonic analysis, while their relevance extends far
beyond complex analyses to a variety of fields, including linear system concepts, signal
processing, electrical engineering, stochastic processes, geophysics, functional principles,
interpolation issues, the class of polynomials with orthogonality properties on the unit
circle, and quantum calculus. The description of these functions by a series of complex
factors and the Schur strictures resulting from the so-called Schur process are their key and
most advantageous characteristics [1,2]. This process ς is formulated by different types of
functional expressions starting from the basic formula, as follows:

ς0(z) = φ(z)

ςk(z) = z−1
(

φ(z)− φ(0)− zφ′(z)
φ(z)− φ(0)

)
, k ∈ N,

where φ is analytic at the origin. The modified process is presented by using the Möbius
transformation [3]
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ς0(z) = φ(z)

ςk(z) = z−1
(

φ(z)− εk
1− εkφ(z)

)
, k ∈ N.

Moreover, it can be suggested by some functional integrals, such as the Stieltjes function,
Nevanlinna function, and Carathéodory function [2].

In this work, the normalized symmetric Schur process (NSSP) is introduced by using
a functional integral and utilized to interpret mathematical expressions in a complex
symmetric domain in terms of geometry functional formula in the open unit disk. The
Fekete–Szegö problem (for specific subclasses of starlike univalent functions) is considered
based on the proposed convoluted operator. This problem was studied recently in [4].

The class of normalized analytic functions Ξ admits the following power series

φ(z) = z +
∞

∑
n=2

φnzn, z ∈ ∆ := {z ∈ C : |z| < 1}, (1)

where φn, n = 2, 3, 4, . . . represent the coefficients of the analytic function φ(z), satisfying
the equality φ(0) = 0 = φ′(0)− 1.

Two functions φ and ϕ in Ξ are convoluted if and only if

φ(z) ∗ ϕ(z) = z +
∞

∑
n=2

φn ϕnzn, z ∈ ∆, (2)

where

ϕ(z) = z +
∞

∑
n=2

ϕnzn, z ∈ ∆,

such that ϕn, n = 2, 3, 4, . . . indicate the coefficients of the analytic function ϕ(z).
We take into account symmetric integral operators to obtain additional symmetric

features involving NSSP. A symmetric convoluted operator is the result. Studies in geom-
etry are provided for the proposed operator. Our approach is created by the differential
subordination scheme. Two analytic functions φ and ϕ are subordinated (φ ≺ ϕ) if the
analytic function σ in ∆ with σ(0) = 0 and |σ(z)| < 1 occur, such that

φ(z) = ϕ(σ(z)), z ∈ ∆.

Additionally, the following equivalence holds if the function ϕ is univalent in ∆:

φ(z) ≺ ϕ(z)⇔ φ(0) = ϕ(0), φ(∆) ⊂ ϕ(∆).

The rest of the paper is as follows: Section 2 deals with the suggested NSSP; Section 3 in-
cludes the main results involving the suggested NSSP, and Section 4 presents the conclusion
and future works.

2. The Iteration of NSSP

The process NSSP is suggested in terms of functional integrals, as follows: for a
normalized function φ ∈ Ξ, the process is defined by the iteration
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ς0(z) = φ(z) = z +
∞

∑
n=2

φnzn

ς1(z) = z−1
(

2
∫ z

0
ς0(w)dw

)
= 2z−1

(
z2

2
+

∞

∑
n=2

φn
zn+1

n + 1

)

= z +
∞

∑
n=2

(
2

n + 1

)
φnzn;

ς2(z) = z−1
(

2
∫ z

0
ς1(w)dw

)
= 2z−1

(
z2

2
+

∞

∑
n=2

φn

(
2

n + 1

)
zn+1

n + 1

)

= z +
∞

∑
n=2

(
2

n + 1

)2
φnzn;

...

ςk(z) = z−1
(

2
∫ z

0
ςk−1(w)dw

)
= 2z−1

(
z2

2
+

∞

∑
n=2

φn

(
2

n + 1

)k−1 zn+1

n + 1

)

= z +
∞

∑
n=2

(
2

n + 1

)k
φnzn.

It is clear that ςk ∈ Ξ.
For example, let φ(z) =

z
1− z

, then (see Figure 1)

ς(z) =
(2(−z− log(1− z)))

z

= z +
2z2

3
+

z3

2
+

2z4

5
+

z5

3
+

2z6

7
+ O(z7).

Moreover, let φ(z) =
z

(1− z)2 then (see Figure 2)

ς(z) =
(2(1/(1− z) + log(z− 1)− iπ − 1)

z

= z +
4z2

3
+

3z3

2
+

8z4

5
+

5z5

3
+ O(z6).

Note that for k > 1
∞

∑
n=1

(
2

n + 1

)k
= 2k(ζ(k)− 1),

where ζ indicates the Riemann–Zeta function. Moreover, for k > 1, the second sum is
converge as follows:

∞

∑
n=2

(
2

n + 1

)k
= 2kζ(k, 3),

where ζ indicates the generalized Riemann–Zeta function. Moreover, NSSP satisfies the
convoluted product

ςk(z) =

(
z +

∞

∑
n=2

φnzn

)
∗
(

z +
∞

∑
n=2

(
2

n + 1

)k
zn

)

:= φ(z) ∗ ℘k(z) = z +
∞

∑
n=2

ϕnzn.
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Figure 1. Plot of ς(z) =
(2(−z− log(1− z)))

z
.

Figure 2. Plot of ς(z) =
(2(1/(1− z) + log(z− 1)− iπ − 1)

z
.
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Another new formula is given as an integro-differential expression, as follows:

ð0(z) = φ(z) = z +
∞

∑
n=2

φnzn

ðγ
1 (z) =

2
γ

z−1
(∫ z

0
[wð′0(w)− (1− γ)ð0(w)]dw

)
= z +

∞

∑
n=2

(
2(n− (1− γ))

γ(n + 1)

)
φnzn;

ðγ
2 (z) =

2
γ

z−1
(∫ z

0
ð1(w)dw

)
= z +

∞

∑
n=2

(
2(n− (1− γ))

γ(n + 1)

)2

φnzn;

...

ðγ
k (z) =

2
γ

z−1
(∫ z

0
ðk−1(w)dw

)
= z +

∞

∑
n=2

(
2(n− (1− γ))

γ(n + 1)

)k
φnzn, γ ∈ (0, 1]

=

(
z +

∞

∑
n=2

φnzn

)
∗
(

z +
∞

∑
n=2

(
2(n− (1− γ))

γ(n + 1)

)k
zn

)
:= φ(z) ∗ Pγ

k (z).

Thus,

ðγ
k (z) = z +

∞

∑
n=2

υnzn.

It is clear that ðγ
k ∈ Ξ. The boundedness of the expression z−1[zð′0(z) − (1 − γ)ð0(z)]

implies the boundedness of ð0(z) = φ(z) (see Theorem 1 of [5]). Moreover, it is a univalent
starlike of the order 1 − γ (Theorem 2 of [5]). Table 1 shows the convergence of the
coefficients of the function Pγ

k (z), in terms of special functions, where γ indicates the
Euler–Mascheroni constant, I is the modified Bessel function of the first kind, and ψ is the
polygamma function and the generalized hypergeometric function.

Table 1. Convergence of coefficients of Pγ
k (z)

k Convergence of ∑∞
n=2

(
2(n − (1 − γ))

γ(n + 1)

)k

1 2 + 2(−2 + e)γ

2 −4 + 4γ2(I0(2)− 2) + 8I0(2)− 8I1(2)
+ γ(8− 8I0(2) + 8I1(2))

3 8(γ3(0F2(; 1, 1; 1)− 2)− 3 0F2(; 1, 2; 1) + 3γ( 0F2(; 1, 1; 1)
+ 0F2(; 1, 2; 1)− 2 0F2(; 2, 2; 1)− 1) + 30F2(; 2, 2; 1) + γ2(−3 0F2(; 1, 1; 1)

+3 0F2(; 2, 2; 1) + 3) + 1)

4
(

720k + 2880γψ(0, k + 2)− 5760ψ(0, k + 2)− 4320γ2ψ(1, k + 2)

+17280γψ(1, k + 2)− 17280ψ(1, k + 2) + 1440γ3ψ(2, k + 2)
−8640γ2ψ(2, k + 2) + 17280γψ(2, k + 2)− 11520ψ(2, k + 2)− 120γ4ψ(3, k + 2)

+960γ3ψ(3, k + 2)− 2880γ2ψ(3, k + 2) + 3840γψ(3, k + 2)− 1920ψ(3, k + 2) + 8γ4π4

−64γ3π4 + 192γ2π4 − 256γπ4 + 128π4 + 720γ2π2 − 2880γπ2 + 2880π2 − 765γ4 + 6120γ3

−20880γ2 + 36000γ− 25920− 1440γ3ψ(2, 3) + 8640γ2ψ(2, 3)− 17280γψ(2, 3)

+11520ψ(2, 3)
)

/
(

45γ4
)

For example, let φ(z) = z/(1− z), then for k = 1, γ = 0.5 the process becomes (see
Figure 3)
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ð0.5
1 (z) =

4
(
((0.5z− 1.5)z)

(z− 1)
+ 1.5 log(1− z)

)
z

, <(z) ≤ 0.99999

= z + 2z2 + 2.5z3 + 2.8z4 + 3z5 + O(z6).

Moreover, for φ(z) = z/(1− z)2, we have (see Figure 4)

ð0.5
1 (z) =

4
(
((2.5z− 1.5)z)

(z− 1)2 − 1.5 log(1− z)
)

z
, <(z) ≤ 0.99999

= z + 4z2 + 7.5z3 + 11.2z4 + 15z5 + 18.8571z6 + O(z7), |z| < 1

Figure 3. Plot of ð0.5
1 (z) when φ(z) = z/(1− z).

Figure 4. Plot of ð0.5
1 (z) when φ(z) = z/(1− z)2.
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3. Results

We aim to explore more properties of the NSSP.

Theorem 1. Suppose that the NSSP: ςk(z) satisfies the inequality

zς′k(z)
ςk(z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φ2| ≤
(

u− v
(2/3)k

)
;

and

|φ3| ≤
18k(v + 1)2 +

(
u− v
(2/3)k

)2
8k

2× 9k .

Moreover, for ρ := 2k−3(1− v), the Fekete–Szegö functional becomes∣∣∣φ3 − τφ2
2

∣∣∣ ≤ ρ max
{

1, 2−2k
∣∣∣(32kτ(−2v2 + 4v− 2)− 22k + 22k+1(v2 − 3v))

∣∣∣}
when τ ∈ C. Moreover,

∣∣∣φ3 − τφ2
2

∣∣∣ ≤ ρ



2(21−2k32kτ(v− 1)2 − 2v2 + 6v + 1) if τ <
(v− 3

2
+

√
11
2

)(v− 3
2
−
√

11
2

)

21−2k32k(v− 1)2

2k−2(1− v) if 0 ≤ τ ≤ 1

−2(21−2k32kτ(v− 1)2 − 2v2 + 6v + 1) if τ >
(v− 3

2
+
√

3)(v− 3
2
−
√

3)

22−2k32k(v− 1)2

when τ ∈ R.

Proof. The subordination inequality implies the functional formula

zς′k(z)
ςk(z)

=
(u + 1)h(z)− (u− 1)
(v + 1)h(z)− (v− 1)

,

where h(z) = 1 + h1z + h2z2 + . . . such that <(h(z)) > 0. A computation yields that

(u + 1)h(z)− (u− 1)
(v + 1)h(z)− (v− 1)

= 1 +
1
2

h1z(u− v)− 1
4

z2((h2
1(v + 1)− 2h2)(u− v))

+
1
8

h1(v + 1)z3(h2
1(v + 1)− 4h2)(u− v)

− 1
16

z4((v + 1)(h4
1(v + 1)2 − 6h2h2

1(v + 1) + 4h2
2)(u− v))

+ O(z5).

On the other hand, we have

zς′k(z)
ςk(z)

= 1 + φ2(2/3)kz + z2

(
(2φ39k − φ2

28k)

18k

)
+ z3

(
φ2

3k (φ
2
2(8/9)k − 3φ3)

)

+ z4

(
(φ4

2(−64k) + φ3φ2
22(3k + 2)9k − 2φ2

381k)

324k

)
+ O(z5)



Symmetry 2023, 15, 235 8 of 18

Comparing the last two qualities, we have

φ2 =

(
(1/2)(u− v)

(2/3)k

)
h1

and

φ3 =

[
18k

4
(
(2h2 − h2

1(v + 1))(u− v)
)]

+

(
(1/2)(u− v)

(2/3)k

)2

h2
18k

2× 9k .

Since |hi| ≤ 2, , i = 2, 3, . . . where <(h(z)) > 0 then

|φ2| ≤
(

u− v
(2/3)k

)
;

and

|φ3| ≤
18k(v + 1)2 +

(
u− v
(2/3)k

)2
8k

2× 9k .

Obviously, we have the equality∣∣∣φ3 − τφ2
2

∣∣∣ = 2k−3(u− v)
∣∣∣h2 − κh2

1

∣∣∣,
where

κ :=
(

u− v
(2/3)k

)2(
(

4
9
)k − τ

)
− (v + 1).

In view of the Fekete–Szegö theory, we obtain the last inequalities.

Theorem 2. Suppose that the NSSP: ðγ
k (z) fulfills the inequality

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φ2| ≤
(

3γ

2(γ + 1)

)k
(u− v);

and

|φ3| ≤
((

γ

6(γ + 1))

)k
+ 2k−1

)
(u− v), γ ∈ (0, 1].

Moreover, for ρ := 2k−3(1− v), the Fekete–Szegö functional becomes∣∣∣υ3 − $υ2
2

∣∣∣ ≤ 2k−2(u− v)max
{

1, 21−3k9k|$|
(

1 +
1
γ

−2k
)}

when $ ∈ C. Moreover,

∣∣∣υ3 − $υ2
2

∣∣∣ ≤


2k−2(u− v)
(
−22−3k9k$(1/γ + 1)−2k

)
if $ < 0

2k−1(u− v) if 0 ≤ $ ≤ 1
2k−2(u− v)

(
22−3k9k$(1/γ + 1)−2k

)
if $ > 0

when $ ∈ R.
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Proof. The subordination inequality implies the functional formula

z(ðγ
k (z))

′

ðγ
k (z)

=
(u + 1)g(z)− (u− 1)
(v + 1)g(z)− (v− 1)

,

where g(z) = 1 + g1z + g2z2 + . . . such that <(g(z)) > 0. A computation yields that

(u + 1)g(z)− (u− 1)
(v + 1)g(z)− (v− 1)

= 1 +
1
2

g1z(u− v)− 1
4

z2((g2
1(v + 1)− 2g2)(u− v))

+
1
8

g1(v + 1)z3(g2
1(v + 1)− 4g2)(u− v)

− 1
16

z4((v + 1)(g4
1(v + 1)2 − 6g2g2

1(v + 1) + 4g2
2)(u− v))

+ O(z5).

On the other hand, we have

z(ðγ
k (z))

′

ðγ
k (z)

= 1 + φ2(2/3)kz(
1 + γ

γ
)k + 18−kz2

(
2φ39k(

γ + 2
γ

)k − φ2
28k(

1 + γ

γ
)2k
)

+ φ23−kz3(
1 + γ

γ
)k
(

φ2
2(8/9)k(

1 + γ

γ
)2k − 3φ3(

γ + 2
γ

)k
)

+ 324−kz4
(

φ2
2φ323k+29k(

1 + γ

γ
)2k(

γ + 2
γ

)k − 2φ2
381k(

γ + 2
γ

)2k − φ4
264k(

1 + γ

γ
)4k
)

+ O(z5)

Comparing the last two qualities, we have

φ2 =

 (1/2)(u− v)

(2/3)k(
1 + γ

γ
)k

g1

and

φ3 = 2k−3
(

2g2 − σ1g2
1

)
(u− v),

where σ1 := v + 1− 2
12k (

γ
γ+1 )

k. Since |gi| ≤ 2, i = 2, 3, . . . where <(g(z)) > 0 then

|φ2| ≤
(

3γ

2(γ + 1)

)k
(u− v);

and

|φ3| ≤
((

γ

6(γ + 1))

)k
+ 2k−1

)
(u− v), γ ∈ (0, 1].

Furthermore, we have the equality∣∣∣φ3 − $φ2
2

∣∣∣ = 2k−2(u− v)
∣∣∣g2 − εg2

1

∣∣∣,
where

ε :=
1
2
+

$
4

(2/3)2k( 1+γ
γ )2k2k−2

In view of the Fekete–Szegö theory, we obtain the last inequalities.



Symmetry 2023, 15, 235 10 of 18

In general, we have the following results that describe the upper bound of |φn|.

Theorem 3. Let

zς′k(z)
ςk(z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φ2| ≤ λ

(
3
2

)k
, |φ3| ≤ λ(1 + λ)

(
4
2

)k
,

and

|φn| ≤ λ

(
n + 1

2

)k n−2

∏
ı=1

(1 + λ)ı, n ≥ 3, (3)

where λ := max
∣∣vn−1(u + v)

∣∣.
Proof. It is clear that

1 + uz
1 + vz

= 1 +
∞

∑
n=1

(
(−v)n(−u + v))

v

)
zn.

Moreover, by the definition of ςk(z), we have

zς′k(z)
ςk(z)

=

z + ∑∞
n=2 nφn

(
2

n + 1

)k
zn

z + ∑∞
n=2 φn

(
2

n + 1

)k
zn

.

Now there is an analytic function `(z) in ∆, such that `(0) = 1 satisfies the equation

zς′k(z)
ςk(z)

= `(z).

In terms of the power series, we have

z +
∞

∑
n=2

nφn

(
2

n + 1

)k
zn

=

(
z +

∞

∑
n=2

φn

(
2

n + 1

)k
zn

)(
1 +

∞

∑
n=1

`nzn

)

=

(
∞

∑
n=2

φn

(
2

n + 1

)k
zn

)(
∞

∑
n=0

`nzn

)
+

(
∞

∑
n=0

`nz1+n

)
.

As a result of comparing the zn coefficients, we now have

nφn

(
2

n + 1

)k
− φn

(
2

n + 1

)k
=

n−1

∑
j=1

φj

(
2

j + 1

)k
`n−j,

which implies

(n− 1)φn

(
2

n + 1

)k
=

n−1

∑
j=1

φj

(
2

j + 1

)k
`n−j.
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Thus,

φn =
∑n−1

j=1 φj

(
2

j + 1

)k
`n−j

(n− 1)
(

2
n + 1

)k .

However,
|`n| ≤ max

∣∣∣vn−1(u + v)
∣∣∣ := λ,

then we obtain

|φn| ≤
∑n−1

j=1 |φj|
(

2
j + 1

)k
λ

(n− 1)
(

2
n + 1

)k ≤
∑n−1

j=1 |φj|
(

2
j + 1

)k
λ(

2
n + 1

)k .

For n = 2, we have

|φ2| ≤
∑1

j=1 |φj|
(

2
j + 1

)k
λ(

2
2 + 1

)k = λ

(
3
2

)k
.

For n = 3, we have

|φ3| ≤
∑2

j=1 |φj|
(

2
j + 1

)k
λ(

2
4

)k ≤ λ(1 + λ)

(
4
2

)k
.

Consequently, for n = 4,

|φ4| ≤
∑3

j=1 |φj|
(

2
j + 1

)k
λ(

2
5

)k ≤ λ(1 + λ)2
(

5
2

)k
.

Thus, by induction, we have

|φn| ≤ λ

(
n + 1

2

)k n−2

∏
ı=1

(1 + λ)ı, n ≥ 3.

Corollary 1. Let

z(ςk(z))′

ςk(z)
≺ 1 + uz

1 + vz
, v ∈ [−1, u), u ∈ (v, 1].

Then

|φn| ≤ λE1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

)) n−2

∏
ı=1

(1 + λ)ı, n ≥ 3, (4)

where λ = max
∣∣vn−1(u + v)

∣∣ and Ep,q represents the Mittag-Leffler function.
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Proof. In view of Theorem 3 and by using the power series together with the definition of
the Mittag-Leffler function, we conclude from the results

(
n + 1

2
)k =

∞

∑
v=0

kv
((

1− log(2)
log(n + 1)

)v
logv(n + 1)

)
Γ(v + 1)

= E1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

))
, n = 2, 3, . . . .

Similarly, we have the following coefficient bounds of ðγ
k .

Theorem 4. Let

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φ2| ≤ λ

(
3
2

)k( γ

γ + 1

)k
, |φ3| ≤ λ(1 + λ)

(
4
2

)k( γ

γ + 2

)k
,

and

|φn| ≤ λ

(
n + 1

2

)k( γ

γ + n− 1

)k n−2

∏
ı=1

(1 + λ)ı, n ≥ 3, (5)

where λ = max
∣∣vn−1(u + v)

∣∣.
Proof. It is clear that

1 + uz
1 + vz

= 1 +
∞

∑
n=1

(
(−v)n(−u + v))

v

)
zn.

In addition, by the definition of ðγ
k (z), we have

z(ðγ
k (z))

′

ðγ
k (z)

=

z + ∑∞
n=2 nφn

(
2(n− (1− γ))

γ(n + 1)

)k
zn

z + ∑∞
n=2 φn

(
2(n− (1− γ))

γ(n + 1)

)k
zn

.

Now there is the analytic function [(z) in ∆, such that [(0) = 1 satisfies the equation

z(ðγ
k (z))

′

ςk(z)
= [(z).
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In terms of the power series, we have

z +
∞

∑
n=2

nφn

(
2(n− (1− γ))

γ(n + 1)

)k
zn

=

(
z +

∞

∑
n=2

φn

(
2(n− (1− γ))

γ(n + 1)

)k
zn

)(
1 +

∞

∑
n=1

[nzn

)

=

(
∞

∑
n=2

φn

(
2(n− (1− γ))

γ(n + 1)

)k
zn

)(
∞

∑
n=0

[nzn

)
+

(
∞

∑
n=0

[nz1+n

)
.

As an outcome of comparing the zn coefficients, we then have

nφn

(
2(n− (1− γ))

γ(n + 1)

)k
− φn

(
2(n− (1− γ))

γ(n + 1)

)k
=

n−1

∑
j=1

φj

(
2(j− (1− γ))

γ(j + 1)

)k
[n−j,

which yields

(n− 1)φn

(
2(n− (1− γ))

γ(n + 1)

)k
=

n−1

∑
j=1

φj

(
2(j− (1− γ))

γ(j + 1)

)k
[n−j.

Thus, we find the next inequality

φn =
∑n−1

j=1 φj

(
2(j− (1− γ))

γ(j + 1)

)k
[n−j

(n− 1)
(

2
n + 1

)k .

However,
|[n| ≤ max

∣∣∣vn−1(u + v)
∣∣∣ = λ,

then we obtain

|φn| ≤
∑n−1

j=1 |φj|
(

2(j− (1− γ))

γ(j + 1)

)k
λ

(n− 1)
(

2(n− (1− γ))

γ(n + 1)

)k ≤
∑n−1

j=1 |φj|
(

2(j− (1− γ))

γ(j + 1)

)k
λ(

2(n− (1− γ))

γ(n + 1)

)k .

For n = 2, we receive

|φ2| ≤
∑1

j=1 |φj|
(

2(1− (1− γ))

2γ

)k
λ(

2(2− (1− γ))

γ(2 + 1)

)k = λ

(
3
2

)k( γ

γ + 1

)k
.

For n = 3, we have

|φ3| ≤
∑2

j=1 |φj|
(

2(j− (1− γ))

γ(j + 1)

)k
λ(

2(3− (1− γ))

γ(3 + 1)

)k ≤ λ(1 + λ)

(
4
2

)k( γ

γ + 2

)k
.
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Consequently, for n = 4,

|φ4| ≤
∑3

j=1 |φj|
(

2(j− (1− γ))

γ(j + 1)

)k
λ(

2(n− (1− γ))

γ(n + 1)

)k ≤ λ(1 + λ)2
(

5
2

)k( γ

γ + 3

)k
.

Thus, by induction, we have

|φn| ≤ λ

(
n + 1

2

)k( γ

γ + n− 1

)k n−2

∏
ı=1

(1 + λ)ı, n ≥ 3.

Corollary 2. Let

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φ2| ≤ λ

(
3
2

)k
E1,1

(
k log

(
γ

γ + 1

))
,

|φ3| ≤ λ(1 + λ)

(
4
2

)k
E1,1

(
k log

(
γ

γ + 2

))
,

and

|φn| ≤ λE1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

))
(6)

× E1,1

(
k log

(
γ

γ + n− 1

)) n−2

∏
ı=1

(1 + λ)ı, n ≥ 3,

where λ = max
∣∣vn−1(u + v)

∣∣ and Ep,q represents the Mittag-Leffler function.

Proof. We draw conclusions from the findings in light of Theorem 4 by combining the
definition of the Mittag-Leffler function with the power series.

(
γ

γ + n− 1
)k =

∞

∑
v=0

kv logv
(

γ

−1 + γ + n

)
Γ(v + 1)

= E1,1

(
k log

(
γ

γ + n− 1

))
, n = 2, 3, . . . .

Additionally, the upper bound of the coefficient can be determined by using the
integral formula when γ is selected as the Euler–Mascheroni constant.

Corollary 3. Let

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].
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Then

|φn| ≤ λE1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

))
(7)

×

 1

−1 + n−
∫ 1

0
−1 + exp(−1/t) + exp(−t)

t
dt


k

×
(
(−1)

∫ 1

0

−1 + exp(−1/t) + exp(−t)
t

dt
)k

, n ≥ 3, (8)

where λ = max
∣∣vn−1(u + v)

∣∣ and Ep,q represents the Mittag-Leffler function.

Proof. In view of Theorem 4 and by using the integral form, we obtain the results

(
γ

γ + n− 1
)k =

 1

−1 + n−
∫ 1

0
−1 + exp(−1/t) + exp(−t)

t
dt


k

×
(
(−1)

∫ 1

0

−1 + exp(−1/t) + exp(−t)
t

dt
)k

, n ≥ 3.

Corollary 4. Let

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φn| ≤ λE1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

))
(9)

×


1

−1 + n +
∫ ∞

0

− exp(−t) + (
1

1 + t
)

t
dt


k

×

∫ ∞

0

− exp(−t) + (
1

1 + t
)

t
tdt


k

, n ≥ 3, (10)

where λ = max
∣∣vn−1(u + v)

∣∣ and Ep,q represents the Mittag-Leffler function.
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Proof. In view of Theorem 4 and by using the integral form, we have the results

(
γ

γ + n− 1
)k =


1

−1 + n +
∫ ∞

0

− exp(−t) + (
1

1 + t
)

t
dt


k

×

∫ ∞

0

− exp(−t) + (
1

1 + t
)

t
tdt


k

, n ≥ 3.

Corollary 5. Let

z(ðγ
k (z))

′

ðγ
k (z)

≺ 1 + uz
1 + vz

, v ∈ [−1, u), u ∈ (v, 1].

Then

|φn| ≤ λE1,1

(
k
((

1− log(2)
log(n + 1)

)
log(n + 1)

))
(11)

× |ψ(1)|
(n− 1− ψ(1)))k , n ≥ 3,

where ψ(x) represents the digamma function, where ψ(1) = −γ.

Example 1. Consider the process ςk(z) satisfying the condition of Theorem 3. Then in view of
Theorem 3, the result is sharp and the maximum function is given by the formula

ςk(z) = z + λ(
3
2
)kz2,

and for all n

ςk(z) = z +

(
λ

(
n + 1

2

)k n−2

∏
ı=1

(1 + λ)ı

)
zn.

Figure 5 shows the symmetric behavior of the functional process ςk(z).

Example 2. Consider the process ðγ
k (z) satisfying the condition of Theorem 4. Then in view of

Theorem 4, the result is sharp and the maximum function is given by the formula

ðγ
k (z) = z + λ(

3
2
)k
(

γ

γ + 1

)k
z2,

and for all n

ðγ
k (z) = z +

(
λ

(
n + 1

2

)k( γ

γ + n− 1

)k n−2

∏
ı=1

(1 + λ)ı

)
zn.

Figure 6 shows the symmetric behavior of the functional process ðγ
k (z).
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Figure 5. Plot of ςk(z) when λ = k = 2, and n = 2, 3, respectively.

Figure 6. Plot of ðγ
k (z) when λ = k = 2, and n = 2, 3, respectively.
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4. Conclusions

New symmetric Schur functions associated with integral and integro-differential
operators in a complex domain are suggested. Geometric results are investigated using the
Janowski functions of the starlike formula. The two processes admitted special functional
coefficients, the Zeta function, and the hypergeometric function, respectively. We computed
the upper bounds of the coefficients for joining the normalized function based on these
special functions. The consequences are introduced by describing functional formulas
of the maximum bound, including the Mittag-Leffler function and integral functional
presentation.

This study will serve as a model for many properties in subsequent works because
it is the first to examine a symmetric process from the perspective of the geometric func-
tion theory.
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