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#### Abstract

In an era where people in the world are concerned about environmental issues, companies must reduce distribution costs while minimizing the pollution generated during the distribution process. For today's multi-depot problem, a mixed-integer programming model is proposed in this paper to minimize all costs incurred in the entire transportation process, considering the impact of time-varying speed, loading, and waiting time on costs. Time is directional; hence, the problems considered in this study are modeled based on asymmetry, making the problem-solving more complex. This paper proposes a genetic algorithm combined with simulated annealing to solve this issue, with the inner and outer layers solving for the optimal waiting time and path planning problem, respectively. The mutation operator is replaced in the outer layer by a neighbor search approach using a solution acceptance mechanism similar to simulated annealing to avoid a local optimum solution. This study extends the path distribution problem (vehicle-routing problem) and provides an alternative approach for solving time-varying networks.
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## 1. Introduction

With increasing global concerns about environmental issues, the greenhouse effect is gaining more attention. Greenhouse gases are one of the causes of the greenhouse effect. According to the United Nations Framework Convention on Climate Change-UNFCCC (1997) Kyoto protocol, definite measures have to be taken to curb carbon emissions [1]. The transportation sector is the largest contributor to global carbon emissions [2]. Therefore, one effective method to improve the greenhouse effect is to control carbon dioxide emissions produced during the distribution process. Carbon dioxide emissions and fuel consumption are positively correlated to some extent, and fuel consumption depends on vehicle type, traffic conditions, and environmental conditions. Many companies are exploring methods to account for environmental pollution from transportation based on lower fuel costs. For example, Walmart, General Mills, and Anheuser-Busch are all exploring methods to reduce fuel consumption in their transportation fleets [3-5]. Reducing the energy consumption of vehicles is a crucial issue in the logistics distribution process [6-8]. Thus, research aimed at reducing fuel consumption in the distribution process, namely, the green path problem, has been conducted.

Existing models for calculating vehicle energy consumption for the green path problem fall into two types, one only considers the fixed condition of the vehicle itself but does not consider the speed [9]. However, the actual road conditions will change at any time, so the fuel consumption of cars is unstable. Therefore, some studies have suggested that changes in vehicle speed due to road conditions should be considered when calculating vehicle fuel consumption [10,11]. Bektas [12] used an integrated emission model to calculate fuel
consumption and pollution emissions, considering speed as a factor for the first time. Most existing studies assume that cars travel at a constant speed, largely ignoring the effects of congestion, especially in urban areas. Therefore, Kuo et al. [13] made the first attempt to include the time-varying speed, that is, a speed that varies continuously with time, in the consideration of the path problem, and applied Taboo Search to solve the VRP for the objective function related to fuel consumption. Most existing studies on time-varying processes are mainly based on two types of speed representations: piecewise constant function [14] and piecewise continuous function [15]. The Federal Highway Administration highlights that speed does not change at a single moment, but rather smoothly. Therefore, the method of expressing vehicle speed as a piecewise continuous function is more realistic.

Simultaneously, a new model of "multi-depot collaboration" has been naturally formed to improve efficiency and make goods reach customers in time due to the boom in e-commerce. "Multi-depot cooperation" means that goods are shared between each depot, and vehicles are also shared between depots so that vehicles can leave from any depot and return to any other depot. The application of "multi-depot collaboration" in the distribution process has drastically improved efficiency, effectively integrated resources [16], and reduced labor and transportation costs. Thus, the new model of "multi-depot collaboration" has become the primary choice of many companies. Here, we take Figure 1 as an example to introduce the specific distribution process under the environment of "multi-depot collaboration," in which there are four depots and five customers, which are served by two vehicles. The vehicles can be driven from any depot and finally returned to any depot because the resources owned by the four depots are openly shared in the distribution process, and the resources needed by the customers are available in each depot in sufficient quantity. Taking vehicle 1 as an example, vehicle 1 loads goods in depot 1 , departs to start distribution, passes through customers 1 and 2, and, finally, returns to depot 2 .


Figure 1. Example of distribution route results.
The customer's receipt time is usually a soft time window in a natural multi-depot environment. For this problem, this study considers dividing the cost into the time window cost, fixed cost, and fuel consumption cost. Clearly, the speed is different at different times, and when a vehicle is found to be congested at a customer's point of delivery, perhaps waiting at that customer's point until the road conditions are suitable before departing
will effectively reduce the fuel consumption cost of transportation. In Figure 1, for each customer node, in addition to the unloading area, an additional waitable area is set up, assuming that vehicle 1 is serving customer 2 . When it is found that the road conditions become congested, the vehicle chooses to wait in the waitable area at customer 2 after the service is completed, up to the moment when the road conditions are better or conducive to reducing fuel consumption costs before departing for depot 2 .

Therefore, the cost is divided into time-window cost, fixed cost, and fuel-consumption cost in an environment with time-varying speed and multi-depot coordination. The goal is to minimize the total cost of the three costs accumulated, use fewer vehicles, consume less fuel, and meet the time-window requirements of most customers. Furthermore, calculating whether to wait and how long to wait for the lowest cost is important. The proposed time-varying multi-depot green vehicle routing problem with an elective waiting policy is a green path extension problem. It considers resting on the node to wait for a better departure time in a time-varying case.

Arijit proposed a hybrid particle swarm optimization algorithm with a basic variable neighborhood search algorithm to solve carbon emissions in the field of marine transportation [17]. Inspired by this, this study proposes a hybrid dual-layer genetic algorithm based on variable neighborhood searches. The time distance between two points is closely related to the selection of the starting point because of the directivity of time and asymmetry of the graph. The outer layer of the algorithm generates an initial population after grouping customers according to their spatio-temporal distances. It then iteratively optimizes them using an adaptive neighborhood search strategy and an adaptive genetic algorithm. The inner layer of the algorithm uses an adaptive genetic algorithm to obtain a better path and the waiting time of the corresponding path under the elective waiting strategy. The experimental results show that the multi depot green path obtained under the elective waiting strategy can effectively reduce the cost in the transportation process.

The contributions of this paper are as follows:

- Considering that the real road conditions are always changing, a waiting mechanism is introduced to allow vehicles to wait at some nodes to optimize the vehicle path.
- A dual-layer genetic algorithm is developed to solve the proposed problem, and the advantages of neighborhood search and simulated annealing are introduced to make the algorithm more effective.
The remainder of this paper is organized as follows. Section 2 introduces related literature on several types of problems closely related to this study. Section 3 introduces the problems and mathematical models proposed in this study. Section 4 introduces the algorithms and the components proposed in this study. Section 5 presents the experimental results. Finally, Section 6 presents a summary of our study and future research ideas.


## 2. Related Work

The problem studied in this paper is the extension of the green path problem, considering reality and finding a better planning result. This article reviews three types of issues: the time-dependent vehicle-routing problem (TDVRP), multi-depot vehicle-routing problem (MDVRP), and waiting vehicle-routing problem (WVRP).

### 2.1. Time-Dependent Vehicle Routing Problem, TDVRP

To the best of our knowledge, Beasley [18] was the first to consider time-varying and divided a day into several non-overlapping time slots, with different transmission times within each time slot. The solution was obtained using the savings algorithm proposed by Clarke and Wright [19]. One of the most significant drawbacks of using transmission time is that it does not fit the 'FIFO' strategy, that is, when two cars start from the same point, then the vehicle that starts later may even reach the end before the car that starts first, which is not in line with the reality. Subsequently, Hill [20] proposed a simple model of time-varying speed. The speed changed only between cycles, and the speed in each cycle was constant. Several methods for estimating the parameters of this model have also
been presented. This approach also has some drawbacks: it is apparent that there will not be a constant state of speed in daily life because it is constantly changing with time. Horn [21] approximated the velocity in different periods using a function to represent a continuously varying velocity with a segmented linear function. Ichoua [14] discussed the model's characteristics. Experiments were conducted to evaluate the model in static and dynamic environments. The experimental results show that the time-dependent velocity model exhibits a more significant improvement than the fixed velocity model. Jie [22] used piecewise continuous functions to simulate speed. A time-varying vehicle-routing problem with a soft time window was constructed. The goal of this problem is to minimize the total distribution cost. A hybrid algorithm, HA, is proposed to solve the problem by combining the scanning algorithm with the improved PSO algorithm. Ming [23] investigated the low-carbon vehicle path problem for cold chain logistics, considering time-varying traffic circumstances, and offered a low-carbon cold-chain logistics path optimization model that aimed to lower carbon emissions and distribution costs. The model was solved using an optimized non-dominated ranking genetic algorithm II (NSGA-II) engine to convert a Pareto frontal solution set.

### 2.2. Multi-Depot Vehicle Route Problem, MDVRP

Tillman [24] first proposed the multi-depot vehicle route problem (MDVRP) and solved it using a preservation algorithm. Wren and Holliday [25] successfully solved the MDVRP problem for 176 customer points in two depots using the Sweep Method. Raft et al. [26] used a two-stage clustering strategy before routing to address the MDVRP problem. Sadati [27] demonstrated a variable taboo neighborhood search (VTNS) mechanism for creating a class of multi-depot vehicle routing problems (MDVRP) that make use of taboo in a variable neighborhood. The forbade jitter mechanism is practiced during the search's diversification phase. Furthermore, the approach allows for the violation of problem-specific restrictions during the search process to eliminate the local optimum and converge to a high-quality viable solution. Lim [28] proposed a new single-stage approach for solving MDVRP that differs from the two-stage approach commonly used internationally but solves the MDVRP problem effectively. Gulczynski, Golden, and Wasil [29] proposed a heuristic algorithm based on integer programming that aims to handle vehicles located in the same parking lot and vehicles located between the fact that orders can be delivered in batches to reduce the travel distance. Cornillier, Boctor, and Renaud [30] stated a MILP model for solving the multi-network issue for heterogeneous fleets to maximize operating income while considering maximum and minimum demand limitations. Allahyari [31] put forward a hybrid heuristic method to solve MDVRP that reflects the greedy randomized adaptive search, ILS, and SA multiple heuristics. Bezerra [32] outlined a technique for rebutting the multi-depot vehicle routing problem based on the generalized variable neighborhood search metaheuristic (MDVRP). The technique is evaluated in a classic example of this allegation and generates a random variable neighborhood descent as a local search framework. Brando [33] devised an iterative local model in which the actions performed during the local search were executed and, subsequently, used to describe the perturbation processes. The issue at hand is a multi-depot open vehicle path problem, which differs from the classic vehicle path problem in two ways: there are multiple depots. Thus, the vehicle does not return to the depot after delivering the goods to the customer; that is, the starting point is not at the end of the route.

### 2.3. Waiting Vehicle Routing Problem, WVRP

To the best of our knowledge, Halpern [34] was the first to propose the waiting shortest path problem. He discussed the issue of finding the shortest path between any two nodes in the graph, but the time-cost in a path might change at different moments. The proposed method is based on Dijkstra's shortest path algorithm, optimized by postponing departure at a specific moment to resolve this problem. Subsequently, Orda [35] presented a technique for determining the shortest path with the least delay under various waiting limitations
and analyzed the aspects of the resultant paths. The shortest-path problem is classified into three varieties by Cai [36]: arbitrary waiting, no waiting, and finite waiting. Then, several approaches are offered for answering the typical finite waiting problem. The general model of time-varying shortest paths considered by Cai [37] restricts waiting at the vertex with a waiting cost and accelerates on an arc with an acceleration cost. Dean [38] investigated the issue of the lowest cost in time-varying networks by waiting at particular nodes to lower the cost through the arc and discussed various elective waiting approaches. Lei [39] proposed the MORT problem, which exploits parking facilities in a road system and reduces road trip time. He, subsequently, developed an approximation method and two new algorithms to resolve this issue more swiftly. Omer [40] considered a time-varying network of shortest paths where waiting is empowered, the total waiting time is bounded for continuous and segmented linear arc travel time functions, and each waiting period at each node is bounded. The goal of this solution is to reduce the general travel time instead of the travel time to the destination. He [41] explored two different methods for shortest paths, the first of which allowed waiting at some nodes but at a cost. The second limitation is the total maximum waiting time.

In the above WVRP problems, most of them use time-varying transmission time to directly represent the transmission cost between two points. That is, the transmission time between two points is directly determined by the departure time, and some effective solutions to the waiting problem are proposed. However, this does not conform to FIFO characteristics because late departure vehicles may arrive at the destination earlier than early departure vehicles. In this paper, piecewise continuous function is used to express time-varying speed, so the algorithm conforms to the FIFO characteristics and is more practical. Most of the existing ones consider the waiting strategy on the shortest-path problem. This paper extends it to vehicle routing problem, and uses waiting strategy to reduce the total distribution cost.

The latest research of MDVRP is that Fan [42] proposed an integer programming model with the minimum total cost for the multi-depot vehicle routing problem under the time-varying road network, considering the fixed cost of vehicles, the penalty cost of advance and delay, the fuel cost, the impact of vehicle speed, as well as load and road slope on fuel consumption. Therefore, we add the elective waiting policy to the problem and extend it to obtain the MDVRP problem with the elective waiting policy proposed in this study.

## 3. Problem and Mathematical Model

### 3.1. Problem Definition

The multi-depot vehicle routing problem presented in this study is an extension of the vehicle routing problem. This study considers the multi-depot distribution path problem in a time-varying situation. Specifically, the path network can be described as a completely undirected graph in which the velocity on each edge continuously changes with time. All vehicles in the path network were of the same type and capacity. At some point, all vehicles leave the depot where they are located, visit the customers on the vehicle segment, and deliver goods to the customers according to their requirements for the time window; early arrival or late arrival is charged with a corresponding penalty. The vehicles return to any depot after completing the delivery service to all customers. Delivery costs consist of fixed costs, fuel consumption, and time window penalties and are affected by speed, load, etc. There is an optimal departure time for transportation between the two points to minimize the cost of transportation because the speed varies with time. This study investigates the multi-depot vehicle routing problem with time windows under an elective waiting policy. The parameters and definitions used in the text are shown in Table 1.

The problem proposed in this paper is how to solve the access sequence of each vehicle to the designated customer point. The output is also the access order of the corresponding vehicles; therefore, the variable is an integer. However, in the calculation process, the
variable of the internal genetic algorithm is the waiting time, which is not an integer but a decimal value. Therefore, this paper proposes a mixed-integer model.

Table 1. Parameter description.

| Parameters | Definitions |
| :--- | :--- |
| $D$ | The set of depots |
| $C$ | The set of customers |
| $V$ | The set of all nodes, The union of D and C |
| $E$ | The edge set |
| $K$ | the set of all vehicles |
| $Q$ | Maximum load capacity of the vehicle |
| $W$ | Maximum waitable time per node |
| $\left[T_{s}, T_{f}\right]$ | The time window of the depot |
| $T_{s}$ | The earliest time the vehicle can leave the depot |
| $T_{f}$ | The latest time a vehicle can arrive at the depot |
| $\left[E T_{i}, L T_{i}\right]$ | Time window for node $i$ |
| $d_{i j}$ | Distance between node $i$ and node $j$, in km |
| $d_{i}$ | Demand for node $i$ |
| $t_{i k}^{d}$ | Time of departure of vehicle $k$ at node $i$ |
| $t_{i k}^{a}$ | Time of arrival of vehicle $k$ at node $i$ |
| $t_{i k}^{w}$ | Time of waiting of vehicle $k$ at node $i$ |
| $t_{i}^{s}$ | Service time required for node $i$ |
| $q_{i j k}$ | Load weight on the path from node $i$ to node $j$ on vehicle $k$ |
| $t_{i j}$ | travel time between node $i$ and node $j$ |
| $c_{f u e l}$ | Cost per liter of fuel |
| $c_{f i x e d}$ | Fixed cost per vehicle |
| $c_{e}$ | Early arrival time window penalty for early arrival at the node |
| $c_{l}$ | Late time window penalty for arriving at the node overtime |
| $E_{i j}$ | Emissions of the vehicle from node $i$ to node $j$ |
| $F_{i j}$ | Fuel consumption of the vehicle driving from node $i$ to node $j$ |
| $x_{i j k}$ | If vehicle $k$ drives from node $i$ to node $j, x_{i j k}=1$, else $x_{i j k}=0$ |
| $y_{i j}$ | If the customer i is served by the depot $j, y_{i j}=1, e l s e y_{i j}=0$ |

### 3.2. Fuel Consumption

Bektas [12] proposed a relationship function between fuel consumption $F$ and $\mathrm{CO}_{2}$ emissions $E$, as expressed in Equation (1).

$$
\begin{equation*}
F=E \mu_{1}+\mu_{2} \tag{1}
\end{equation*}
$$

Therefore, the emissions of a section of a path can be obtained first to determine the fuel consumption, and then the fuel quantity is calculated.

The proposed method uses the MEET model proposed by Hickman [43] to calculate emissions. This model considered the effects of vehicle speed, road gradient, and vehicle load on $\mathrm{CO}_{2}$ emissions and is more in line with the real environment in realistic situations, as expressed in Equation (2).

$$
\begin{equation*}
e=\left(110+0.000375 v^{3}+8720 / v\right) \times L C \times G C \tag{2}
\end{equation*}
$$

In this equation, e is the emission generated per kilometer $(\mathrm{g} / \mathrm{km}), v$ is the vehicle speed in $\mathrm{km} / \mathrm{h}$, and $L C$ is the vehicle load correction factor, as expressed in Equation (3). The road gradient modification is referred to as GC, as expressed in Equation (4).

$$
\begin{gather*}
L C=0.27 \delta+1+0.0614 \zeta \delta-\zeta^{3} \delta-0.00235 v \delta-(1.33 / v) \delta  \tag{3}\\
G C=\exp \left(\left(0.0059 v^{2}-0.775 v+11.936\right) \zeta\right) \tag{4}
\end{gather*}
$$

In the above equation, $\zeta$ represents the road slope, where a percentage is used to represent the road slope, $v$ denotes the vehicle's speed in kilometers per hour, and $\delta$ is the load divided by the total load of the vehicle. Load refers to the total demand of the remaining customer points in the corresponding path of the node, that is, the remaining goods to be delivered on the vehicle, which is a variable between $[0,1]$.

$$
\begin{equation*}
E=e \times D \tag{5}
\end{equation*}
$$

In Equation (5), $D$ is the distance of the path that is known in advance and has a fixed value. Therefore, according to the Equation (2), it is only necessary to find the emission factor $e$ to obtain the corresponding total emissions $E$.

Previous studies have shown that $e(\mathrm{~g} / \mathrm{km})$ is affected by the vehicle speed $v(\mathrm{~km} / \mathrm{h})$, the vehicle load $\delta$, the road slope $\zeta$, as well as the vehicle load $\delta$ and road slope $\zeta$ are fixed and known in advance on a path. Therefore, this study only needs to consider the impact of speed $v(\mathrm{~km} / \mathrm{h})$ on $e(\mathrm{~g} / \mathrm{km})$. The speed changes with time; therefore, we used calculus to calculate $e$ on a path.

To calculate, the start and arrival times of a path must first be obtained. Suppose that there is a path from leaving node $i$ to node $j$. The time of leaving node $i$ is $t_{i}^{d}$, and $t_{i}^{d}$ lies in the time interval $\left[T_{\alpha}, T_{\alpha+1}\right]$. Then, the arrival at node $j$ is divided into two cases.

1. In the first case, the moment of arrival at node $j$ remains in the interval [ $T_{\alpha}, T_{\alpha+1}$ ], which in this case means that the distance traveled by the vehicle during the time from $t_{i}^{d}$ to $T_{\alpha+1}$ is greater than the distance $d_{i j}$ from node $i$ to node $j$, i.e., $d_{i j} \leqq \int_{T_{i}^{d}}^{T_{\alpha+1}} v(t) d t$. Then, find the moment $t_{j}^{a}$ of arrival at node $j$ according to the Equation (6).

$$
\begin{equation*}
d_{i j}=\int_{T_{i}^{d}}^{T_{j}^{a}} v(t) d t \tag{6}
\end{equation*}
$$

2. The other case is the opposite of the above, $d_{i j}>\int_{T_{i}^{d}}^{T_{\alpha+1}} v(t) d t$. In this case, the time of arrival at node $j$ and the time of departure from node $i$ will not be in the same time interval. Thus, it is necessary to cross the time slot and reach node $j$ in the next time slot. Then, find the moment $t_{j}^{a}$ of arrival at node $j$ according to the Equation (7).

$$
\begin{equation*}
d_{i j}-\int_{T_{i}^{d}}^{T_{\alpha+1}} v(t) d t=\int_{T_{\alpha+1}}^{T_{j}^{a}} v(t) d t \tag{7}
\end{equation*}
$$

Thus, the emissions between nodes $i$ and $j$ are calculated using Equation (8).

$$
\begin{equation*}
E_{i j}=\int_{T_{i}^{d}}^{T_{j}^{a}} e(v) d v \times d_{i j} \tag{8}
\end{equation*}
$$

According to Bektas [12] 2.3 kg of $\mathrm{CO}_{2}$ is produced per liter of fuel to convert emissions to fuel consumption. Therefore, 0.00043 L of fuel produces 1 g of $\mathrm{CO}_{2} . \mu_{1}=0.00043 \mu_{2}=0$ for Equation (1). Thus, Equation (1) can be converted into Equation (9).

$$
\begin{equation*}
F_{i j}=0.00043 \times E_{i j}=0.00043 \times \int_{T_{i}^{d}}^{T_{j}^{a}}\left(\left(110+0.000375 v^{3}+8720 / v\right) \times L C \times G C\right) \times v d t \tag{9}
\end{equation*}
$$

### 3.3. Mathematical Model

The objective of this study is to lower the overall cost; therefore, the mathematical model was developed as follows:

$$
\begin{gather*}
\min \mathrm{C}=c_{\text {fuel }} \sum_{i \in V} \sum_{j \in V} \sum_{k \in K} x_{i j k} F_{i j}+c_{\text {fixed }} \sum_{i \in D} \sum_{j \in C} \sum_{k \in K} x_{i j k}+c_{e} \sum_{i \in V} \sum_{j \in C} \sum_{k \in K} x_{i j k} \max \left\{\left(E T_{j}-t_{j}^{a}\right), 0\right\} \\
+c_{l} \sum_{i \in V} \sum_{j \in C} \sum_{k \in K} x_{i j k} \max \left\{\left(t_{j}^{a}-L T_{j}\right), 0\right\}  \tag{10}\\
\sum_{i \in D} \sum_{j \in C} \sum_{k \in K} x_{i j k} \leq|K| \\
\sum_{i \in V} \sum_{j \in C} x_{i j k} d_{j} \leq Q, \forall k \in K  \tag{11}\\
\sum_{i \in V} \sum_{k \in K} x_{i j k}=\sum_{i \in V} \sum_{k \in K} x_{j i k}=1, \forall j \in C  \tag{12}\\
\sum_{i \in D} \sum_{j \in C} x_{i j k}=\sum_{i \in C} \sum_{j \in D} x_{j i k} \leq 1, \forall k \in K  \tag{13}\\
t_{i}^{w} \leq W, \forall i \in V  \tag{14}\\
\sum_{i \in D} y_{i j}=1, \forall j \in C  \tag{15}\\
\sum_{i \in S} \sum_{j \in S} x_{i j k} \leq|S|-1, \forall k \in K,|S|=\sum_{j \in C} x_{i j k}, \forall i \in D, k \in K  \tag{16}\\
T_{s}+\sum_{i \in V} \sum_{j \in V} t_{i j} x_{i j k}+\sum_{i \in V} \sum_{j \in C} t_{i}^{s} x_{i j k}+\sum_{i \in V} \sum_{j \in V} t_{i}^{w} x_{i j k} \leq T_{f}, \forall k \in K  \tag{17}\\
x_{i j k} \in\{0,1\}, \forall i \in V, \forall j \in V, \forall k \in K, a n d\{i \in D\} \cap\{j \in D\}=\oslash  \tag{18}\\
y_{i j}=\{0,1\}, \forall i \in D, \forall j \in C \tag{19}
\end{gather*}
$$

Equation (10) shows the solution aim of the problem, namely, to minimize the entire cost. It is separated into three sections: fuel consumption, fixed vehicle use cost, and penalty cost of time frames. Equation (11) indicates that the number of vehicles used in the planning process should not exceed the upper limit of the number that can be used. Equation (12) implies that the total demand on each path should not exceed the maximum load of the vehicle. Equation (13) indicates that a vehicle visits a customer only once, and a customer is visited by only one vehicle. Equation (14) indicates that a vehicle that is selected for distribution can only start from one depot and end at one depot. Equation (15) indicates that the waiting time at each node did not exceed the maximum of the waitable time. Equation (16) shows that each customer is served by only one depot, that is, each customer appears in only one distribution path, and the demand cannot be split. Equation (17) eliminates the sub-loop constraint. Equation (18) implies that the time to leave the repository plus the inter-node transmission time on a path, node service time, and waiting time on the node should be no greater than the time limit to return to the repository. Equations (19) and (20) are decision variables.

## 4. Algorithm Description

In this study, the proposed algorithm adopts an internationally recognized concept: transforming the multi-depot routing-distribution problem into multiple single-depot pathdistribution problems and then planning for each single-network path-distribution problem to find the best path, that is, the cluster first and then the route method.

To calculate the appropriate departure time, Ibaraki [44] proposed that for a given order, a better solution can be obtained by using an analysis method, which effectively solved the problem. However, the transmission time between two points is not fixed
because of the time-varying speed used in this study, so using the above method to obtain the solution is difficult; therefore, the use of a heuristic algorithm is more conducive to the solution of the algorithm.

Traditional algorithms always produce the optimal solution [45]. However, it is difficult for a traditional algorithm to find a solution owing to several constraints of the problem. Therefore, this study improved the genetic algorithm to obtain a dual-layer genetic algorithm. Genetic algorithm uses the coding of decision variables as the operation object and can directly operate on a variety of different structures. This makes the genetic algorithm easier to expand and use.

Figure 2 illustrates the flow of the algorithm.


Figure 2. Dual-layer GA algorithm flow chart.

### 4.1. Customer Clustering

Most of existing problems on vehicle routing with time windows only consider the effect of spatial distance when clustering delivery customers, but not the effect of time windows. In the subsequent planning process, if a customer and his subsequent customers are spatially close to each other, the time windows that are far apart can also lead to an increase in cost and even infeasible solutions. In this study, we consider the influence of
both time and space on the clustering results and adopt the measure of spatio-temporal distance proposed by Wang et al. [46] to calculate the distance between customer nodes.

### 4.1.1. Temporal-Spatial Distance

The time distance here is not used to calculate the similarity of the time windows of the two nodes. It is used to calculate whether there can be a smaller time window penalty from the first node to the second node if two nodes are adjacent. This can reduce the cost of the delayed or early arrival of nodes in a cluster.

The method proposed by Wang et al. [46] divides the time-window distance into four cases. This study assumes that the time window of node $i$ is $\left[E T_{i}, L T_{i}\right]$ and that of node $j$ is $\left[E T_{j}, L T_{j}\right]$. Then, the travel time between nodes $i j t_{i j}=\frac{d_{i j}}{v}$. Assume that the vehicle is now located at node $i$ and the moment of arrival at node $i$ is $t_{i k}^{a}$ and $t_{i k}^{a} \in\left[E T_{i}, L T_{i}\right]$. Then, the vehicle arrives at node $j$ at moment $t_{j k}^{a}$ and lies between the interval $\left[E T_{i}+t_{i j}+t_{i}^{s}, L T_{i}+\right.$ $\left.t_{i j}+t_{i}^{s}\right]$. Use $[\mathrm{a}, \mathrm{b}]$ to represent the interval above.

Then, the comparison between the two intervals is divided into four cases: a set all greater than another set, a set all smaller than another set, a set with intersection, and a set all located inside another set. In the following section, the time distance represented by each of the four cases is described in detail:

1. The first case is when one set is larger than the other, which means that the maximum value in one set is smaller than the minimum value in the other set. The maximum value b is smaller than the earliest arrival time $E T_{j}$ in time window $\left[E T_{j}, L T_{j}\right]$ of node $j$, as shown in Figure 3, indicating starting from node $i$ will inevitably arrive at node $j$ in advance. Then, the time distance between node $i$ and node $j$ is $c_{1}\left(E T_{j}-b\right)$.


Figure 3. First case of temporal distance.
2. The second case is where one set is smaller than the other; that is, the minimum value of one set is larger than the maximum value of the other set. Here, it represents the minimum value a is greater than the latest arrival time $L T_{j}$, as shown in Figure 4. This indicates that it is necessarily late from node $i$ to node $j$. Then, the time distance between node $i$ and node $j$ is $c_{2}\left(a-L T_{j}\right)$.


Figure 4. Second case of temporal distance.
3. The third case is where the two sets have intersecting parts. It signifies the relationship between the time interval $t_{j k}^{a}=[\mathrm{a}, \mathrm{b}]$ and the time window $\left[E T_{j}, L T_{j}\right]$ of node $j: a \in$ $\left[E T_{j}, L T_{j}\right], b>L T_{j}$ or $b \in\left[E T_{j}, L T_{j}\right], a<E T_{j}$, as shown in Figure 5. Then, the spatial distance between node $i$ and node $j$ in this case is $c_{3}\left(t_{i j}+t_{i}^{S}\right)$.


Figure 5. Third case of temporal distance.
4. The last case is the best case, where one set contains another set. It means that $[a, b] \subseteq\left[E T_{j}, L T_{j}\right]$, which implies that the time when the vehicle starts from node $i$ and arrives at node $j$ must be in the time window $\left[E T_{j}, L T_{j}\right]$ of node $j$, as shown in Figure 6. The time distance in this case is $t_{i j}+t_{i}^{s}$.


Figure 6. Last case of temporal distance.
The above four cases are summarized in a complete formula, as expressed in Equation (21).

$$
D_{i j}^{t}=\left\{\begin{array}{lc}
c_{1}\left(E T_{j}-b\right) & E T_{j}>b  \tag{21}\\
c_{2}\left(a-L T_{j}\right) & a>L T_{j} \\
c_{3}\left(t_{i j}+t_{i}^{s}\right) & a<E T_{j}<b \quad \text { or } \quad a<L T_{j}<b \\
t_{i j}+t_{i}^{s} \quad E T_{j}<a<b<L T_{j}
\end{array}\right.
$$

Since the temporal distance is directional, i.e., $D_{i j}^{t} \neq D_{j i}^{t}$, the greater of the two is utilized as the temporal distance between node $i$ and node $j$.

The spatial distance $D_{i j}^{s}$ between nodes $i$ and $j$ was then calculated using the simplest Euclidean distance.

This study standardized the time and space distance to facilitate the subsequent calculation of the space-time distance because time and space are measured in different ways. Thus, the final spatio-temporal distance between node $i$ and node $j$ is shown in Equation (22).

$$
\begin{align*}
D_{i j}= & \alpha_{1} \times \frac{\left(D_{i j}^{s}-\min _{m, n \in C, m \neq n} D_{m n}^{s}\right)}{\left(\max _{m, n \in C, m \neq n} D_{m n}^{s}-\min _{m, n \in C, m \neq n} D_{m n}^{s}\right)} \\
& +\alpha_{2} \times \frac{\left(D_{i j}^{t}-\min _{m, n \in C, m \neq n} D_{m n}^{t}\right)}{\left(\max _{m, n \in C, m \neq n} D_{m n}^{t}-\min _{m, n \in C, m \neq n} D_{m n}^{t}\right)}, \alpha_{1}+\alpha_{2}=1, i, j \in C \tag{22}
\end{align*}
$$

### 4.1.2. K-Medoids Clustering Algorithm

The optimal solution of each subpath is different, and the final solution results are also different. Therefore, an efficient, accurate, and reasonable partitioning method is essential to solving the entire problem. A suitable partitioning algorithm can also reduce the computational effort of the entire problem, thereby reducing the time required for the entire solution process. The problem to be solved in this study is the multi-depot vehicle path problem with a vehicle time window with an elective waiting strategy, which must satisfy the following by the first part of the partitioning. The customers in each partitioned sub-region do not overlap; the customer points located in the same sub-region are relatively concentrated, thus saving transportation time and cost; and the load in each interval should be approximately the same to avoid a region with a particularly high demand of the situation.

The basic idea of the K-medoids algorithm is that, given the initial customers' clustering centroids, the customer points closest to them are grouped. The values of the cluster centers are continuously updated using an iterative method until the best clustering result is obtained [47]. The traditional K-medoids algorithm has difficulty to solve large-scale data, although it is the most famous divisional clustering algorithm and the most widely used of all clustering algorithms owing to its simplicity and efficiency. This study uses a solution based on the genetic algorithm clustering proposed by Qi et al. [48] to perform the clustering operation. The objective function is expressed in Equation (23).

$$
\begin{equation*}
\min F=\sum_{i=1}^{k} \sum_{\text {jassigned to } i} D_{i j} \tag{23}
\end{equation*}
$$

Because specific load constraints are not considered in clustering, some clusters with demands exceeding the maximum load of vehicles will occur; thus, the clustering results will be optimized. Set up a virtual car park $D_{0}$, start visiting from the customer closest to the virtual car park in each cluster, and visit the next customer point according to the spatio-temporal distance. Finally, if the remaining capacity is no longer sufficient to satisfy any of the remaining customers, then the remaining customers will go to see whether the neighboring clusters can satisfy the remaining customers according to the nearest principle. If so, the customer point is categorized into neighboring clusters, and then loop this operation for all clusters. Finally, a clustering result that satisfied the vehicle constraint was obtained.

### 4.2. Outer Layer Genetic Algorithm

The classical genetic algorithm is very effective for solving NP-hard problems [49-51]. However, it seems a bit overwhelming to solve optimization problems with multiple constraints, and not easy to obtain stable and efficient solutions. Therefore, the two-layer genetic algorithm proposed in this paper presents a more effective solution to this class of problems. The two-layer genetic algorithm is characterized by the outer layer providing specific conditions and parameters for the inner layer and the inner layer returning partial results to the outer layer. The two-layer genetic algorithm used in this problem is roughly described as follows: the outer layer genetic algorithm generates the distribution path scheme, the inner layer provides the optimal time sequence with the minimum cost for each distribution scheme with an elective waiting strategy, and the minimum cost is returned to the outer layer as the outer adaptation degree to select the optimal distribution scheme. The whole algorithm is shown in Algorithm 1.

A GA is an evolutionary algorithm [52-56] that finds the optimal solution by imitating the selection mechanism and heredity in nature. However, they are prone to premature convergence and fall into locally optimal solutions. The variable neighborhood search (VNS) algorithm searches all solutions using various domain structures and has the function of jumping out for locally optimal solutions and accelerating convergence for other solutions [42]. Here, a combination of both was used to optimize the outer distribution-path scheme problem.

```
Algorithm 1 Dual-layer genetic algorithm
Require: Out_pop_size: Outer layer population size
Require: Out_max_iter: Outer layer maximum number of iterations
Require: Inner_max_iter: Inner layer maximum number of iterations
Require: Inner_pop_size: Inner layer population size
Require: \(N_{k}=\left\{N_{1}, N_{2} \cdots, N_{m}\right\}\) : neighborhood structure \(N_{m}\) is the mth neighborhood
    structure
    Initialize pop_0;Generate initialized populations
    for \(g e n=1\) to Out_pop_iter do
        for \(i=1\) to Out_pop_size do
            Initialize timelist_0;Generate initialized Waiting time series
            for \(j=1\) to Inner_max_iter do
                calculate the fitness timelist_j-1;Calculate the cost of the ith individual on the set
                of waiting times
                select timelist_j from timelist_j-1;Select elite retention and roulette strategies
            crossover_mutate timelist_j
            end for
            Best fitness with waiting strategy
        end for
        select pop_gen from pop_gen-1;Select elite retention and roulette strategies
        crossover pop_gen;
        for \(i=1\) to Out_pop_size do
            for \(j=1\) to \(M A X \_N\) do
                pop_gen(i) disturbed from the first neighborhood structure \(N_{1}\)
                Initialize timelist_0;Generate initialized Waiting time series
                for \(j=1\) to Inner_max_iter do
                    calculate the fitness timelist_j-1;Calculate the cost of the neighborhood of the
                    ith individual on the set of waiting times
                    select timelist_j from timelist_j-1;Select elite retention and roulette strategies
                    crossover_mutate timelist_j
            end for
            Best fitness with elective waiting strategy
            if \(p \geq p_{0}\) then
                pop_gen(i) \(=\) pop_gen_ \(N_{1}(\mathrm{i})\)
                break
            end if
            pop_gen(i) continues to be disturbed by the next neighborhood structure \(N_{m}\)
            repeat
            end for
        end for
    end for
    Best solution
```


### 4.2.1. Encode and Decode

In the chromosome coding approach used in this study, the chromosome consists of genes, that is, Chrom $=\left\{G_{1}, \cdots \cdots, G_{n}\right\}$, where n refers to the number of regions divided. Each gene is composed of all clients of a subregion, and each gene $G_{i}\{i \in(1,2, \cdots, n)\}$ represents the path-planning result for each subregion. The gene $G_{i}$ is encoded by a set of integers, and inside it is the distribution sequence consisting of the customers of the region.

As shown in Figure 7, the chromosome represented here has ten customer points, and this chromosome has a total of four genes, from which the whole network can be divided into four sub-regions. $G_{1}$ contains three customer points, 4,5 , and 3 , and in this chromosome the order of customer access is first from the depot to visit node 4, then visit node 5 , and finally visit node 3 and return to the depot.


Figure 7. Chromosome instance of the outer genetic algorithm, which has four paths and eight customer points.

Chromosomes alone are not sufficient because it is not yet known from which depot and back to which each car leaves, so a decoding operation is needed for chromosomes. The main task of the decoding process is to assign the starting and ending depots of each gene to the corresponding gene so that the entire chromosome becomes a feasible solution. The strategy used in this study is to assign the closest car yard to the first and last client in the gene according to the proximity principle and insert it into the first and last position of the gene. A valid solution is shown in Figure 8.


Figure 8. Output results of an outer genetic algorithm with four paths and warehouse nodes added.

### 4.2.2. Crossover

With continuous research, there are various crossover operators about genetic algorithms, except for the common one- and two-point crossovers. The above-mentioned methods are simple and can yield good results for some simple problems. However, in our problem, infeasible paths were often generated. Therefore, this study uses the ordered crossover (OX) method to perform cross operations.

The first step is to select two individuals at random from the population and use an ordered crossover for each gene in parallel. Ordered crossover (OX) is also available in various versions, so the specific operation used in this study is as follows. First, two customers are selected at random from the path, which can be the same or different. Then, the point between the two customers of the father is saved in the same position as the child, and the other customer points are placed in the corresponding positions of the child at one time in the order of the mother. The following is an example that illustrates this, as shown in Figure 9.

In Figure 9, customer points 3 and 7 are the endpoints of the retention interval. Hence, the customer points in the parent generation will be saved to the same location as the child generation without change. That is, customer points 3,8 , and 7 are saved to the corresponding location of the child as is. The sub generation still lacks five customer points $1,5,2,6$, and 4 . Delete customer points 3,8 , and 7 in the mother generation, and place the remaining nodes in the blank position of the child generation one by one in order.


Figure 9. Genetic crossover example of the outer genetic algorithm, which contains eight customer nodes.

### 4.2.3. Local Search

In this study, the local search algorithm plays an important role in preventing the situation from falling into a local optimum, such as the genetic algorithm, and is an effective means to drive the algorithm to continuously find the best. The proposed algorithm adopts the concept of VNS to deal with a local search.

1. Neighborhood structure
(a) Exchange

Arbitrarily select two customer points i and j, and then swap the positions of the two. As shown in Figure 10.

| 5 | 1 | 4 | 3 | 8 | 7 | 6 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Exchange

| 5 | 1 | 7 | 3 | 8 | 4 | 6 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure 10. Example of exchange; there are eight customer points in one path.
(b) Insert

Select two customer points i and j randomly and insert customer point i after the customer point. As shown in Figure 11.


Figure 11. Example of insert; there are eight customer points in one path.
(c) $2-\mathrm{opt}$

Arbitrarily select two client points i and j, and then invert the interval between these two points. As shown in Figure 12.

| 5 | 1 | 4 | 3 | 8 | 7 | 6 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Figure 12. Example of 2-opt; there are eight customer points in one path.

## 2. Solution acceptance

This study used an acceptance mechanism similar to simulated annealing to prevent the algorithm from falling into local optima while expanding the search space. If the solution after the neighborhood is better adapted than the itself, then it is replaced. Otherwise, the worse solution is accepted according to a certain probability. The solution acceptance formula is shown in Equation (24). Here, $f_{x}$ refers to the current chromosome fitness, where $f_{x}^{\prime}$ is the chromosome fitness after the neighborhood, fitness is obtained using an inner-layer genetic algorithm, and iter is the number of current iterations.

$$
p=\left\{\begin{array}{rr}
1 & f_{x}<f_{x}^{\prime}  \tag{24}\\
\exp \left(\frac{f_{x}-f_{x}^{\prime}}{i t e r}\right) & f_{x} \geq f_{x}^{\prime}
\end{array}\right.
$$

### 4.2.4. Select Operation

The selection operations in both the inner and outer layers use a combination of elite retention and roulette; that is, the optimal chromosome is first preserved in the offspring, and then the other chromosomes are inherited into the progeny based on fitness probabilities using the roulette. This paper takes fitness as the reciprocal of the total cost and transforms the minimization problem into the maximization problem to use roulette strategy.

### 4.3. Inner Layer Genetic Algorithm

The internal genetic algorithm is designed to find the best waiting time while making the total cost smaller. Therefore, for each path, it is necessary to determine the waiting time that minimizes the cost of the path under the maximum waiting time constraint. Because the internal genetic algorithm only calculates the waiting time on a single path, the problem is solved on a small scale; therefore, the internal layer uses a genetic algorithm, which has good scalability, strong robustness, and is convenient to connect with the external algorithm.

### 4.3.1. Encode and Decode

Here, we use the floating-point coding method. In this study, we set the maximum waiting time W to 0.1 h . Each gene represents the waiting time for each path under the maximum waiting time constraint, as illustrated in Figure 13.

| 0.0537 | 0.0474 | 0.0945 | 0.0745 | 0.0125 | 0.0489 | 0.0452 | 0.0159 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure 13. Inner genetic algorithm chromosome example; there are seven customer points in one path.
We know that every two points will generate a path. The number of paths is equal to the number of nodes minus one, with the depot at the beginning and end of the path. Then, each path will decide whether to wait, so the length of the chromosome represents the total number of paths. As shown in Figure 13, there are eight waiting decision variables; therefore, this chromosome represents a route with eight sub-paths. Therefore, it can be inferred that there are nine nodes: seven customer nodes and two depot nodes.

### 4.3.2. Crossover and Mutation

Single-point crossover method is used to select any position in the chromosome and merge the chromosome part before this point in the father with the chromosome after this point in the mother to form offspring, as shown in Figure 14.


Figure 14. Crossover operator of the inner genetic algorithm, the chromosomes here have a dimension of 8 , including eight waiting times.

The mutation operator first determines whether a chromosome is subject to mutation, then randomly generates a set of floating-point numbers satisfying the maximum waiting time constraint to replace the floating-point number at the chromosome, as shown in Figure 15.

| 0.0537 | 0.0474 | 0.0945 | 0.0745 | 0.0125 | 0.0489 | 0.0452 | 0.0159 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

## 】



Figure 15. Mutate operator of the inner genetic algorithm; the chromosomes here have a dimension of 8 , including eight waiting times.

Since the crossover mutation operator here is the most basic method, it will not be further introduced.

## 5. Experiment

This section presents some of the DGAVNS proposed in this study for evaluating the W-MDVRPTW problem. The algorithms in this study were implemented in MATLAB 2021b, compiled, and run on a Windows 10 operating system using an Intel Core i5-9500 processor system at 3.00 GHz with 8 GB RAM.

Since there is no dataset matching this article, this article chooses to modify common datasets. The case used in this study was adapted from the example of MDVRP proposed by Cordeau et al. [57]. The coordinate positions of each dataset are preserved, and the demand is generated by taking a random decimal in the interval $[0,1]$ and then randomly adding or subtracting 0.05 . The time window is generated by randomly generating an integer in the interval $[6,18$ ] and then randomly adding or subtracting 0.5 , and the service time is 0.5 of the demand times the demand. The specific information is shown in Table 2.

Here, we modified the speed model proposed by Horn [21] to obtain the speed model used in this study. Figure 16 illustrates the time-varying speed function.


Figure 16. Time-varying speed function.

Table 2. The dataset obtained by modifying the dataset P01.

| Node | $\mathbf{x}$ | $\mathbf{y}$ | $\boldsymbol{d}_{\boldsymbol{i}}$ | $\boldsymbol{E} \boldsymbol{T}_{\boldsymbol{i}}$ | $\boldsymbol{L} \boldsymbol{T}_{\boldsymbol{i}}$ | $\mathbf{N o d e}$ | $\mathbf{x}$ | $\mathbf{y}$ | $\boldsymbol{d}_{\boldsymbol{i}}$ | $\boldsymbol{E} \boldsymbol{T}_{\boldsymbol{i}}$ | $\boldsymbol{L} \boldsymbol{T}_{\boldsymbol{i}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 37 | 52 | 0.15 | 8.0 | 9.0 | 2 | -49 | -49 | 0.2 | 12.5 | 13.0 |
| 3 | -52 | 64 | 0.8 | 7.5 | 9.0 | 4 | 20 | -26 | 0.75 | 8.5 | 18.0 |
| 5 | 40 | -30 | 0.55 | 11.5 | 16.0 | 6 | -21 | 47 | 0.75 | 13.5 | 18.5 |
| 7 | 17 | 63 | 0.7 | 10.0 | 18.5 | 8 | 31 | -62 | 0.5 | 14.5 | 16.0 |
| 9 | -52 | 33 | 0.65 | 7.5 | 13.0 | 10 | 51 | 21 | 0.95 | 14.0 | 17.0 |
| 11 | 42 | 41 | 0.2 | 12.0 | 15.0 | 12 | -31 | -32 | 0.85 | 13.5 | 13.0 |
| 13 | -5 | -25 | 0.1 | 13.5 | 14.5 | 14 | 12 | -42 | 0.9 | 8.5 | 9.0 |
| 15 | -36 | -16 | 0.65 | 11.0 | 13.5 | 16 | 52 | -41 | 0.4 | 6.5 | 12.0 |
| 17 | -27 | -23 | 0.35 | 13.5 | 14.5 | 18 | 17 | -33 | 0.8 | 8.0 | 17.5 |
| 19 | 13 | 13 | 0.2 | 6.0 | 9.0 | 20 | -57 | 58 | 0.6 | 8.0 | 18.0 |
| 21 | 62 | -42 | 0.1 | 12.5 | 15.0 | 22 | -42 | 57 | 0.01 | 11.0 | 17.5 |
| 23 | -16 | -57 | 0.05 | 11.5 | 13.0 | 24 | -8 | 52 | 0.4 | 8.0 | 10.5 |
| 25 | 7 | -38 | 0.35 | 11.5 | 13.0 | 26 | -27 | -68 | 0.7 | 14.0 | 17.0 |
| 27 | 30 | 48 | 0.3 | 12.5 | 17.5 | 28 | -43 | 67 | 0.45 | 8.5 | 8.0 |
| 29 | 58 | -48 | 0.8 | 9.0 | 11.0 | 30 | -58 | 27 | 1.05 | 7.0 | 18.0 |
| 31 | 37 | 69 | 0.95 | 10.0 | 13.0 | 32 | 38 | 46 | 0.6 | 13.5 | 14.5 |
| 33 | -46 | 10 | 0.2 | 11.0 | 15.0 | 34 | 61 | -33 | 1.0 | 10.0 | 12.0 |
| 35 | 62 | 63 | 0.6 | 10.5 | 15.5 | 36 | -63 | -69 | 0.65 | 13.0 | 17.5 |
| 37 | 32 | 22 | 0.8 | 10.0 | 18.5 | 38 | 45 | -35 | 0.25 | 12.0 | 12.0 |
| 39 | -59 | 15 | 0.9 | 13.5 | 13.5 | 40 | 5 | -6 | 0.75 | 7.5 | 9.0 |
| 41 | 10 | -17 | 0.35 | 11.5 | 17.5 | 42 | 21 | -10 | 0.35 | 9.5 | 12.5 |
| 43 | -5 | 64 | 0.01 | 8.0 | 12.0 | 44 | -30 | 15 | 0.6 | 6.0 | 16.0 |
| 45 | 39 | -10 | 0.65 | 8.5 | 14.5 | 46 | -32 | 39 | 0.75 | 8.5 | 16.5 |
| 47 | -25 | 32 | 0.2 | 12.0 | 16.5 | 48 | 25 | 55 | 0.35 | 10.5 | 15.0 |
| 49 | -48 | -28 | 0.1 | 11.0 | 14.0 | 50 | 56 | 37 | 0.65 | 10.5 | 11. |
| D1 | 20 | 20 |  | 6.0 | 18. | D2 | -30 | 40 |  | 6.0 | 18.0 |
| D3 | 50 | -30 |  | 6.0 | 18.0 | D4 | -60 | -50 |  | 6.0 | 18.0 |

First, we will discuss the internal genetic algorithm. First, we conducted an experimental analysis of different mutation rates. We set Inner_pop_size $=50$, Inner_max_size $=1000$, and calculate a path $[9,30,33,39,44]$. We conducted 50 experiments using different mutation parameters and compared their average values. The crossover rate is fixed at 0.9 , and the comparison chart of different mutation rates is shown in Figure 17. The figure clearly shows that when the mutation rate is 0.2 , it has a better fitness, so the mutation rate is fixed at 0.2 for later experiments.

Then, the fixed mutation rate is 0.2 , and the average values of 50 experiments with different crossover rates are compared. The results are shown in Figure 18. Evidently, it has good fitness when the crossover rate is 0.97 .

However, in the above comparison, the number of iterations is set to 1000 . The running time reached 7 s because the internal genetic algorithm needs to continuously solve the integral and function. However, this is only the calculation time for a single path. For the outer-layer genetic algorithm, a chromosome represents all paths in the entire path network. Assuming that the number of outer paths is 5, the number of outer populations is 50 , and the number of outer iterations is 200 , the operation time of the outer layer is not included. The time required to calculate the fitness of each path is only $7 \times 5 \times 50 \times 200=35,000 \mathrm{~s}=97.2 \mathrm{~h}$, which is much more than expected. As shown in Figure 18, when the number of iterations is 100, the fitness of the red curve reaches 632.2 , while it only decreases by 0.2 yuan from 100 to 1000 generations, and it only takes 1 s to reach 100 generations. The above time becomes $1 \times 5 \times 50 \times 200=13 \mathrm{~h}$. At this time, the time remains large. However, from the characteristics of the genetic algorithm, there are duplicate genes and chromosomes in each population. In addition, there are an increasing number of repeated calculations in the later iteration stage. Therefore, in this
study, a global variable is set to save the calculated path fitness to accelerate the algorithm. According to the experimental test, the proportion of fitness calculated using the internal genetic algorithm again accounts for only $2 \%, 2 \% \times 13 \mathrm{~h}=15 \mathrm{~min}$. The running time of the algorithm is reduced by reducing the number of iterations and setting the global variables, and the efficiency of the algorithm is improved.


Figure 17. Fitness values of the inner genetic algorithm under different mutation rates.


Figure 18. Fitness values of the inner genetic algorithm under different crossover rates when the mutation rate is 0.2 .

Next, the influence of different population numbers on fitness is discussed. The crossover rate was set to 0.97 , the mutation rate was set to 0.2 , and 50 experiments were performed on different populations to obtain the average value, as shown in Figure 19. From the figure, when the population sizes are 50 and 60, the fitness values are close. Therefore, a population size of 50 was selected to save operation time and memory space.


Figure 19. Fitness values of different population numbers under the condition of 0.2 mutation rate and 0.97 crossover rate of the inner genetic algorithm.

After discussing the inner layer genetic algorithm, the outer layer genetic algorithm is discussed. The outer-layer genetic algorithm removes the mutation operation and individual transformation using a neighborhood search. Therefore, only the impact of different crossover rates on the outer-layer genetic algorithm is discussed. The results are shown in Figure 20. It is found that the results of 0.8 and 0.9 are the same. Thus, 0.9 is used here as the crossover rate.

The algorithm proposed in this paper is based on the a hybrid genetic algorithm with variable neighborhood search considering the temporal-spatial distance (HGAVNS_TS) algorithm proposed by Fan [42]. The effectiveness of the algorithm has been effectively proved by Fan [42], so here only compare it with HGAVNS_TS. Similarly, here we compare only considering the space distance to ensure the effectiveness of this algorithm. The parameters of the algorithm are set as follows: Out_pop_size $=20$, Out_max_iter $=150$, $Q=5, W=0.1, p=0.99$. First, 50 iterations were conducted for each algorithm to compare the average values. The results are presented in Figure 21. The cost of adopting the selective waiting strategy is reduced by about one percent compared with the cost of non-waiting. Because this article limits the waiting time to 0.1 h , the cost reduction is not obvious, but it also shows that the optional waiting strategy can effectively reduce the delivery cost.

Figure 22 is the comparison chart of the iteration curve with the lowest cost, and Figure 23 is the comparison chart of the iteration curve with the highest cost.


Figure 20. Fitness values of the outer layer genetic algorithm under different crossover rates with the inner layer genetic algorithm's mutation rate of 0.2 , crossover rate of 0.97 , and population size of 50 .


Figure 21. Average fitness values of the outer layer genetic algorithm's crossover rate of 0.9 with the inner layer genetic algorithm's mutation rate of 0.2 , crossover rate of 0.97 , and population size of 50 .


Figure 22. Min fitness values of the outer layer genetic algorithm's crossover rate of 0.9 with the inner layer genetic algorithm's mutation rate of 0.2 , crossover rate of 0.97 , and population size of 50 .


Figure 23. Max fitness values of the outer layer genetic algorithm's crossover rate of 0.9 with the inner layer genetic algorithm's mutation rate of 0.2 , crossover rate of 0.97 , and population size of 50 .

## 6. Conclusions

In today's e-commerce platforms, multi-depot shipping has become an advantage for merchants. Most companies choose to disperse their depots to different locations
for the timely and prompt shipping, as well as cost reduction. In the real world, traffic conditions are also constantly changing. Therefore, considering this factor and seeking a better allocation scheme, this paper proposed an MDVRPTW problem with an elective waiting policy. A mixed-integer programming model was proposed based on the proposed problem, and a two-layer genetic algorithm was proposed to solve this problem. In this study, multiple-route genes were encoded by forming a chromosome. In this case, it is more intuitive and convenient to obtain specific routes from a chromosome. In addition, the use of simulated annealing for the reception of the solution combined with the search method of VNS allows the algorithm to accelerate convergence without falling into a local optimum solution. Experiments demonstrate that the proposed algorithm can effectively solve the proposed problem.

The proposed problem extends the common MDVRPTW problem, making it more realistic. Simultaneously, it can reduce the distribution cost to increase the profit of the enterprise, providing a feasible solution to the distribution problem of multi-depot enterprises.

The shortcomings of this paper are also evident. When solving the inner genetic algorithm, the algorithm is not iterated to stable convergence, but is limited to 100 generations, which effectively reduces the calculation time, but also makes the algorithm unstable and unable to converge. Simultaneously, a heuristic algorithm is used to calculate the fitness of the inner layer. The greatest disadvantage of the heuristic algorithm is that it is unstable. Therefore, the solutions obtained vary within a range, resulting in different fitness values for the same chromosome at different calculation times. In addition, the results of the first solution were saved for subsequent use instead of repeated calculations for the same path to reduce the calculation time. It will also lead to the limitation of the required fitness.

In future work, determining the appropriate maximum waiting time to make it more suitable for real situations will be a new problem. Solving the waiting time stably and quickly is also an important problem.
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