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Abstract: In this paper, W-graph, called the notion of graphs on Wajsberg algebras, is introduced such
that the vertices of the graph are the elements of Wajsberg algebra and the edges are the association
of two vertices. In addition to this, commutative W-graphs are also symmetric graphs. Moreover,
a graph of equivalence classes of Wajsberg algebra is constructed. Meanwhile, new definitions as
complement annihilator and4-connection operator on Wajsberg algebras are presented. Lemmas
and theorems on these notions are proved, and some associated results depending on the graph’s
algebraic properties are presented, and supporting examples are given. Furthermore, the algorithms
for determining and constructing all these new notions in each section are generated.
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1. Introduction

Generally, because different algebraic structures are important for mathematics, logic
algebraic structures are also very significant. In particular, algebraic structures related to
non-classical logic are suitable structures for many-valued reasoning under uncertainty
and vagueness. For these reasons, many researchers have presented new and important
algebras for mathematics and logic [1–7]. Moreover, they have studied several areas related
to these algebraic structures for years [8–14]. These structures have been used to solve
issues in a variety of disciplines of mathematics and computer sciences, including fuzzy
information with rough and soft ideas.

Firstly, the notion of Wajsberg algebras (shortly, we use W-algebras) was introduced in
1958 by Rose et al. [15]. Then, A. J. Rodriguez presented Wajsberg algebras functioning as
the algebraic counterpart of infinite-valued propositional calculi of Lukasiewicz [16]. C.
Chang introduced the fundamental operations, which are called implication and negation,
considered by Lukasiewicz, in Wajsberg algebras [17,18]. Furthermore, the axioms match
those employed by M. Wajsberg to axiomatize the infinite-valued propositional calculi
following a Lukasiewicz conjecture. The definition of implicative filters and the family of
implicative filters in lattice W-algebra were examined and some of their properties were
investigated by Font et al. [19]. Basheer et al. presented the concepts of a fuzzy implicative
filter and an anti-fuzzy implicative filter of lattice Wajsberg algebras and examined some of
its features [20,21].

Using graphs to investigate algebraic structures has grown into a significant topic
in recent times. As a result, many academics assign a graph to a ring or other algebraic
structures and then investigate the algebraic features of these structures using the associated
graphs [22–28]. Rings and algebras were first studied in this way in 1988 by Beck [25].
Beck establishes a link between graph theory and commutative ring theory in the paper.
The zero-divisor graph has been extended to other algebraic structures in [26–28]. Many
academics have examined graphs with classical structures such as commutative rings [29],
commutative semirings [30], commutative semigroups [31], near-rings [32], and Cayley
vague graphs [33]. In 1999, Anderson and Livingston gave another definition that is unlike
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the earlier work of Anderson and Naseer in [22] and Beck in [25]. In other words, this
definition excludes zero and all zero divisors of the ring. Mulay is interested in the new zero
divisor graph [34]. The author classifies the cycle-structure of this graph. Moreover, Mulay
establishes some group-theoretic properties of graph-automorphisms Γ(R). Redmond [35]
introduces zero divisor graphs for noncommutative rings. Also, Bozic and Petrovic study
the relationship between the diameter of the zero-divisor graph of a commutative ring and
that of the matrix ring [36]. Moreover, many researchers labor over commuting graphs of
some rings [37]. For example, in [38–40], the authors analyze the diameters and connectivity
of the commuting graphs of matrix rings. The orthogonality graphs ΓO(R) of matrix rings
were studied in [41–43], almost at the same time.

To date, the notion of annihilator has been applied to graphs built on algebraic struc-
tures [23,44,45]. Gursoy et al. present a new notion of complement annihilator on MV-
algebras [46]. We give the structure of graphs in this study by connecting them with an
algorithmic technique on W-algebras. For researchers taking action in different areas of
science using W-algebras, introducing alternative constructions of graphs and developing
related fundamental algorithms are the main contributions of this paper. Section 2 contains
some fundamental definitions, lemmas, notions for W-algebras and graphs. In Section 3,
4-connection operator is defined. Then, the graph of W-algebras is constructed by using
this notion and algorithms are presented. In Section 4, the complement annihilator on
W-algebras is defined and some fundamental properties are examined. Section 5 constructs
the equivalence class of W-algebras using the 4-connection operator and complement
annihilator. The graph of equivalence classes of W- algebras is proposed as a construction.
Moreover, the notions given in each section are supported by algorithms. Another feature
that makes this paper different and novel is that, because the W-algebra structure has an
upper bound, the notion of complement annihilator was established and W-graphs and
graphs of equivalence classes were formed using this notion.

2. Preliminaries

We offer fundamental lemmas, definitions, theorems, and results of Wajsberg algebras
and graphs in this section. Firstly, we recall some properties of Wajsberg algebras.

Definition 1 ([47]). Let A be a nonempty set such that the binary operation→, the unary operation
¬ and the distinguished element 1. If a system A = 〈A,→,¬, 1〉 satisfies the following, then it is
called a Wajsberg algebra (for short, a W-algebra).

(W1) 1→ x = x
(W2) (x → y)→ ((y→ z)→ (x → z)) = 1
(W3) (x → y)→ y = (y→ x)→ x,
(W4) (¬x → ¬y)→ (y→ x) = 1.

A binary relation ≤ in a W-algebra A is defined by

x ≤ y⇔ x → y = 1.

We imagine that the binary relation ≤ has a boundary POS(A,≤) where zero is the
smallest element of A such that ¬1 = 0.

Lemma 1 ( [47]). Let A = 〈A,→, 1〉 be a W-algebra. Then the following properties hold:

(W5) x → x = 1,
(W6) If x→ y = y→ x = 1 then x = y,
(W7) x → 1 = 1,
(W8) x → (y→ x) = 1,
(W9) If x→ y = y→ z = 1 then x → z = 1,
(W10) (x → y)→ ((z→ x)→ (z→ y)) = 1,
(W11) x → (y→ z) = y→ (x → z)
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where x, y and z are in A.

Lemma 2 ([47]). The following equations are satisfied in every W-algebra A:

(i) ¬1→ x = 1,
(ii) ¬x = x → ¬1,
(iii) ¬¬x = x,
(iv) x → y = ¬y→ ¬x.

Chang is the first person to introduce MV-algebra as a generalized boolean algebra [48].
Cignoli et al. [47] show the categorical equivalence between MV-algebras and `-groups
using a strong unit. Mostly, rather than a set-theoretic significance, the operations � and
⊕ are distinctly arithmetic. Furthermore, there is no fundamental difference of expressive
power between the additive connectives and the implication connective, according to the
identities x → y = ¬x⊕ y and x⊕ y = ¬x → y. So, replacing the � and ⊕ operations with
the implication connective→ is more convenient. The following theorem is produced in
this manner.

Theorem 1 ( [47]). Let 〈A,→,¬, 1〉 be a W-algebra. Upon defining x⊕ y = ¬x → y and 0 = ¬1,
the system 〈A,⊕,¬, 0〉 is an MV-algebra.

Now, we give some fundamental notions in graph theory. A graph is indicated by
G = (V(G), E(G)) in which V(G) demonstrates the vertex set and E(G) demonstrates the
edge set. If u, v ∈ V(G

′
) while (u, v) ∈ E(G

′
), V(G

′
) ⊆ V(G) and E(G

′
) ⊆ E(G), then G

′

is called a subgraph of G. Furthermore, if there is a path in G between any two distinct
vertices u and v for u, v ∈ V(G), that is, there are no isolated vertices, then G is said to be
connected [49,50].

Set NG(v) contains all neighbors of vertex v in G such that NG(v) = {u | (u, v) ∈
E(G)}. d(v) demonstrates the degree of vertex v, that is, the number of edges connected to
v, where d(v) = |NG(v)|.

If G has a one-edge path between every pair of distinct vertices, then G is named a
complete graph. If G has a vertex sequence as v1, v2, . . . , vn−1, vn where d(v1) = d(vn) = 1,
d(vi) = 2 for i = 2, 3, . . . , n− 1 and E(G) =

⋃
j=1,2,...,n−1(vj, vj+1), then G becomes a path

graph. If E(G) =
⋃

i=2,3,...,n(v1, vi) and d(v1) = n− 1, d(vi) = 1 for i = 2, 3, . . . , n, then G
with n vertices is called a star graph [49,50].

G is called a bipartite graph if V(G) can be separated into two subsets as V1 and V2,
where V1 ∩V2 = ∅ and V1 ∪V2 = V(G), for u ∈ V1, v ∈ V2 and (u, v) ∈ E(G). Furthermore,
G is called a complete bipartite graph if each vertex in V1 is connected to each vertex in V2 .

d(u, v), the distance between u and v, points out the length of the shortest path
between u and v for u, v ∈ V(G). Besides, the diameter of G, namely diam(G), denotes the
maximum of the shortest paths in G, diam(G) = max{d(u, v) | u, v ∈ V(G)}.

Considering any two graphs G and H, if f : V(G) −→ V(H) is a bijective map-
ping where ( f (u), f (v)) ∈ E(H) when (u, v) ∈ E(G), then G and H are isomorphic and
represented by G ∼= H. Otherwise, graphs G and H are not isomorphic.

3. 4-Connection Operator and Graphs on W-Algebras

In this section, we first present an algorithm for determining if a structure is a W-
algebra or not. Following that, we describe4-connection operator and demonstrate some
of its characteristics. Lastly, we give a notion of the graphs on W-algebra and present
Algorithms 1 and 2.

3.1. Determining W-Algebras Using an Algorithm

Using Definition 1, we give an algorithm for determining whether or not an alge-
braic structure is a W-algebra in this subsection. This algorithm is the initial stage of an
algorithmic outlook.
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Algorithm 1: Determining W-algebra
Data: Set A,→ operation, ¬ negation table
Result: A is a W-algebra or not.
W-ALGEBRA(A,→,¬)

1 if A = ∅ OR 0 /∈ A OR 1 /∈ A then
2 Return f alse

3 foreach x in A do
4 if 1→ x 6= x then
5 Return f alse

6 foreach y in A do
7 if (x → y)→ y 6= (y→ x)→ x then
8 Return f alse

9 if (¬x → ¬y)→ (y→ x) 6= 1 then
10 Return f alse

11 foreach z in A do
12 if (x → y)→ ((y→ z)→ (x → z)) 6= 1 then
13 Return f alse

14 Return true

W-ALGEBRA (A,→,¬) (Algorithm 1) decides whether a given set A is a W-algebra
with ¬ operator and→ operation. If set A is a W-algebra, then the algorithm returns true,
otherwise f alse.

Lines 1–2 of Algorithm 1 investigate whether or not the set A is empty, and whether
or not 0 and 1 are elements of A. Then, axioms W1, W3, W4, and W2 are scrutinized in
lines 4–5, 7–8, 9–10, and 12–13, respectively. Finally, in line 14, set A, satisfying all of the
conditions in lines 1–13, is a W-algebra and returns to the value true.

3.2. The Notion of4-Connection Operator on W-Algebras

In this subsection, we describe a4-connection operator on W-algebras. After that, we
look into some of this operator’s fundamental characteristics and develop a method for
acquiring graphs using4-connection operator on W-algebras.

Definition 2. Let A be a W-algebra. The4-connection operator is described as
a4b = (a→ b)→ b for each a, b ∈ A.

Proposition 1. The following properties are satisfied on each W-algebra:

(i) 14a = 1,
(ii) a ≤ a,
(iii) If a ≤ b then (b→ c) ≤ (a→ c),
(iv) If a ≤ b then (c→ a) ≤ (c→ b),
(v) a ≤ (b→ a),
(vi) If a ≤ b and b ≤ c then a ≤ c,
(vii) a ≤ (a4b) and b ≤ (a4b),
(viii)(a4b)→ (b4a) = 1

for all a, b, c ∈ A.

Proof. (i) Let a be an element of A. Then, we obtain

14a = (1→ a)→ a = a→ a = 1.
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(ii) It is clear from W5.
(iii) Since a ≤ b, we have a→ b = 1 from the definition of relation. So, we get the following
equality from W2

(b→ c)→ (a→ c) = 1→ ((b→ c)→ (a→ c))

= (a→ b)→ ((b→ c)→ (a→ c))

= 1.

Hence, we conclude that (b→ c) ≤ (a→ c).
(iv) Since a ≤ b, we have a→ b = 1 from definition of relation. Then, we have from W10

(c→ a)→ (c→ b) = 1→ ((c→ a)→ (c→ b))

= (a→ b)→ ((c→ a)→ (c→ b))

= 1.

Hence, we attain (c→ a) ≤ (c→ b).
(v) We obtain the following equality from W11

a→ (b→ a) = b→ (a→ a)

= b→ 1

= 1.

Therefore, a ≤ (b→ a).
(vi) We have a → b = 1 and b → c = 1 by assumption. Hence, we obtain a → c = 1, i.e.,
a ≤ c.
(vii) By definition4, we have

a→ ((a→ b)→ b) = a→ ((b→ a)→ a) (by W3)

= 1. (by W8)

Hence, we conclude that a ≤ (a4b). The rest of the proof is similar.
(viii) The following equality is taken from the definition of4. By using W3 and W5, we
obtain that

(a4b)→ (b4a) = ((a→ b)→ b)→ ((b→ a)→ a)

= 1.

Lemma 3. The4-connection operator is commutative.

Proof. It is obvious from W3.

Lemma 4. Let A be a W-algebra and a, b, x, y ∈ A such that a ≤ (x4y) and b ≤ (x4y). Then,
the equality (a4b) = (x4y) is verified.

Proof. We have a ≤ (x4y) and b ≤ (x4y) for all a, b, x, y ∈ A. Since a ≤ (x → y) → y,
we get

((x → y)→ y)→ b ≤ a→ b (by Proposition 1 (iv))
((a→ b)→ b) ≤ (((x → y)→ y)→ b)→ b (by Proposition 1 (iv))
((a→ b)→ b) ≤ (b→ ((x → y)→ y))→ ((x → y)→ y) (by W3)
((a→ b)→ b) ≤ 1→ ((x → y)→ y) (by assumption)
((a→ b)→ b) ≤ ((x → y)→ y)
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Hence, we obtain a4b = x4y.

Because of its commutativity,4-connection operator provides various advantages for the
algebraic technique. The following example indicates an analysis of4-connection operator.

Example 1. Let→ binary operation and ¬ unary operation describe on A = {0, a1, a2, a3, a4, 1}
as indicated in the following Cayley tables:

→ 0 a1 a2 a3 a4 1
0 1 1 a1 1 a1 1
a1 a3 1 0 a3 a1 1
a2 1 1 1 1 1 1
a3 a1 a4 a4 1 a4 1
a4 a3 1 a3 a3 1 1
1 0 a1 a2 a3 a4 1

¬ 0 a1 a2 a3 a4 1
a1 a2 0 1 a4 a3

Then the structure A = (A,→,¬, 0) is a W-algebra. In addition, the following Cayley table
is obtained for4−connection operator by using the definition of4 as below:

4 0 a1 a2 a3 a4 1
0 0 a1 0 a3 a1 1
a1 a1 a1 a1 1 a1 1
a2 0 a1 a2 a3 a4 1
a3 a3 1 a3 a3 1 1
a4 a1 a1 a4 1 a4 1
1 1 1 1 1 1 1

The4−connection operator’s commutativity property is obviously achieved from the Cayley
table above on this W-algebra.

3.3. Graphs on W-Algebras

This section introduces the W-graph and provides examples. Then, we prove lemmas
and theorems. First, Algorithm 2 is presented, which constructs the4-operation Cayley
table. We offer a new approach named Algorithm 3 that uses this algorithm to build the
graph of a given W-algebra.

Definition 3. A W-algebra A = (A,→,¬, 0) corresponds to an undirected graph G(A), where
V(G(A)) consists of the elements of A and two distinct elements a, b ∈ A are called adjacent if
and only if a4b = 1. If G provides these conditions, then it is said to be a W-graph.

Example 2. LetA = (A,→,¬, 0) be a W-algebra on A = {0, a1, a2, a3, a4, a5, a6, 1}. The Cayley
table for4−connection operator is as follows:

4 0 a1 a2 a3 a4 a5 a6 1
0 0 a1 a2 a3 a4 a5 a6 1
a1 a1 a1 1 a3 a5 a5 a3 1
a2 a2 1 a2 1 a2 1 a2 1
a3 a3 a3 1 a3 a3 a3 a3 1
a4 a4 a5 a2 a3 a4 a5 a6 1
a5 a5 a5 1 a3 a5 a5 a3 1
a6 a6 a3 a2 a3 a6 a3 a6 1
1 1 1 1 1 1 1 1 1

Using Definition 3, the adjacency matrix of the graph of A can be obtained as follows:
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Adj(G(A)) =



0 a1 a2 a3 a4 a5 a6 1

0 0 0 0 0 0 0 0 1
a1 0 0 1 0 0 0 0 1
a2 0 1 0 1 0 1 0 1
a3 0 0 1 0 0 0 0 1
a4 0 0 0 0 0 0 0 1
a5 0 0 1 0 0 0 0 1
a6 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1


The elements of A form the vertex set of the graph in Figure 1. Hence, the graph of A, namely

G(A), is a W-graph.

0

1

a1

a2

a3

a4

a5

a6

Figure 1. G(A) of Example 2.

Lemma 5. In a W-graph, vertex 1 is adjacent to all vertices in G(A).

Proof. It is obtained that a41 = (a→ 1)→ 1 = 1→ 1 = 1 for each a ∈ A by the Definition 2.
Therefore, vertex 1 and vertex a are connected with an edge in every W-graph.

Theorem 2. W-graph G(A) is connected by having diam(G(A)) ≤ 2.

Proof. Let a, b ∈ A be any two distinct vertices of G(A). Firstly, we suppose a4b = 1.
Thereby, we have d(a, b) = 1, so this provides diam(G(A)) ≤ 2. Then, we suppose a4b 6= 1.
By Lemma 5, we have a41 = (a→ 1)→ 1 = 1→ 1 = 1 and b41 = (b→ 1)→ 1 = 1→
1 = 1. So, a is adjacent to 1 and also b is adjacent to 1. Therefore, we get d(a, b) = 2, which
means that diam(G(A)) ≤ 2.

Accordingly, we acquire diam(G(A)) ≤ 2 in a W-graph G(A).

Example 3. Let A = (A,→,¬, 0) be a W-algebra on A = {0, a1, a2, a3, a4, a5, a6, a7, 1}. The
Cayley table for4−connection operator is as follows:
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4 0 a1 a2 a3 a4 a5 a6 a7 1
0 0 a1 a2 a3 a4 a5 a6 a7 1
a1 a1 a1 a2 a1 a4 a1 a4 a2 1
a2 a2 a2 a2 a2 1 a2 1 a2 1
a3 a3 a1 a2 a3 a4 a1 a6 a2 1
a4 a4 a4 1 a4 a4 a4 a4 1 1
a5 a5 a1 a2 a1 a4 a5 a4 a7 1
a6 a6 a4 1 a6 a4 a4 a6 1 1
a7 a7 a2 a2 a2 1 a7 1 a7 1
1 1 1 1 1 1 1 1 1 1

The V(G(A)) in Figure 2 occurs from the elements of A. As a result, the vertices of the
W-graph below correspond to the elements of the W-algebra above.

0

1

a1a2

a3

a4

a5 a6

a7

Figure 2. G(A) of Example 3.

G(A) is a connected graph because it has no isolated vertices. Furthermore, because the longest
length of the shortest path between a1 and a2 is 2 for all a1, a2 ∈ V(G(A)), diam(G(A)) ≤ 2.

Definition 4. Let A be a W-algebra. If a → b = b → a for all a, b ∈ A, then it is called
commutative W-algebra.

Lemma 6. Let A be a commutative W-algebra. Then a4b = 1 for all a, b ∈ A.

Corollary 1. If A is a commutative W-algebra then its graph is complete.

Corollary 2. If A is a commutative W-algebra then G(A) is a symmetric graph.

Now, Algorithm 2 is presented for4-operation’s Cayley table by using Algorithm 1.

Algorithm 2:4-operation’s Cayley table
Data: Set A, operation→, and operation ¬
Result: 4-operation’s Cayley table
4-OPERATION(A,→,¬)

1 4-Table[ , ] = null // initializing all elements to null
2 foreach x in A do
3 foreach y in A do
4 4-Table[x, y] = (x → y)→ y

5 Return4-Table

Using a given set A,→ binary operation and ¬ unary operation,4-OPERATION(A,→
,¬) (Algorithm 2) creates the4 operation’s Cayley table.
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In line 1,4-Table is declared as a two-dimensional array with all of its elements set
to null. (a→ b)→ b operation, namely a4b, is executed in line 4 and the result of the4
operation is placed in the cell of row a and column b in the Cayley table. In line 5, the4
operation’s Cayley table is eventually returned.

Using Algorithm 2, we achieve Algorithm 3 to construct the W-graph.

Algorithm 3: Constructing of a W-graph
Data: W-algebra A, Cayley tables of→ and ¬ operations
Result: Graph of W-algebra A
GRAPH(A,→,¬)

1 V = A
2 E = ∅
3 4 = 4-OPERATION(A,→,¬)
4 foreach x in A do
5 foreach y in A do where y > x
6 if x 4 y = 1 then
7 E = E ∪ (x, y)

8 G(A) = (V, E)
9 Return G(A)

For a given W-algebra A, ⊕ and ¬ operations, the preceding method (Algorithm 3)
generates the W-graph G(A). In line 1, the vertex set is initialized as the set A and the edge
set is initialized to an empty set for G(A) in line 2. The Cayley table of4 is then described
in line 3 by Algorithm 2, 4-OPERATION, using → binary and ¬ unary operations over
A. In addition, in lines 6-7, if x4y = 1 where x, y ∈ A, the (x, y) becomes an edge and it
is added to the set of edges (E = E ∪ (x, y)). As a result, in lines 8-9, V and G determine
G(A), and it is returned as the graph of the specified W-algebra A.

4. Complement Annihilating in W-Algebras

This section introduces the notion of the complement annihilator on W-algebras
and investigates some important properties of complement annihilating on the algebraic
construction. Besides, we initiate a relationship between complement annihilator sets and
filters on W-algebras.

Definition 5. Let A be a W-algebra. The complement annihilator of M is described as

annc(M) = {x ∈ A | a4x = 1, ∀a ∈ M}

such that M is a subset of A.

Lemma 7. If a ≤ b for a, b ∈ A, then annc(a) ⊆ annc(b) for a W−algebra A = (A,→,¬, 0).

Proof. Suppose that x ∈ annc(a). So, we get x4a = 1 and the following equality:

(x → a)→ a = (a→ x)→ x = 1.

We have

a ≤ b

(b→ x) ≤ (a→ x)

(a→ x)→ x ≤ (b→ x)→ x

using Proposition 1(iii). Hence, we attain that (b → x) → x = 1 since (a → x) → x = 1.
That is, x ∈ annc(b).
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Lemma 8. If M, N ⊆ A, then the following results are obtained on a W-algebraA = (A,→,¬, 0).

(i) If M ⊆ N then annc(N) ⊆ annc(M),
(ii) annc(M ∪ N) = annc(M) ∩ annc(N),
(iii) annc(M) ∪ annc(N) ⊆ annc(M ∩ N).

Proof. (i) We assume that x ∈ annc(N). From Definition 5, we have

c4x = 1

for all c ∈ N. As M ⊆ N, we attain b4x = 1 for all b ∈ M. That is, x ∈ annc(M), i.e.,
annc(N) ⊆ annc(M).
(ii) M ⊆ M ∪ N and N ⊆ M ∪ N. By using (i), we have

annc(M ∪ N) ⊆ annc(M) and annc(M ∪ N) ⊆ annc(N).

So, we get
annc(M ∪ N) ⊆ annc(M) ∩ annc(N). (1)

Conversely, suppose that x ∈ annc(M) ∩ annc(N). Then, b4x = 1 for all b ∈ M and
c4x = 1 for all c ∈ N. For any a ∈ M ∪ N ⇒ a ∈ M or a ∈ N and so a4x = 1 for all
a ∈ M ∪ N. If x ∈ annc(M ∪ N) then this implies:

annc(M) ∩ annc(N) ⊆ annc(M ∪ N). (2)

We attain annc(M ∪ N) = annc(M) ∩ annc(N) using the relations (1) and (2).
(iii) We have M ∩ N ⊆ M and M ∩ N ⊆ N. We get

annc(M) ⊆ annc(M ∩ N)

and
annc(N) ⊆ annc(M ∩ N)

from (i). So, annc(M) ∪ annc(N) ⊆ annc(M ∩ N) is obtained.

Lemma 9. annc(M) =
⋂

b∈M annc(b) if M is a non-empty subset of A.

Proof. By the help of Lemma 8(ii), we deduce that

annc(M) = annc{
⋃

b∈M

{b}} =
⋂

b∈M

annc(b).

Lemma 10. aβb⇔ annc(a) = annc(b), β is a relation on W-algebra.

Definition 6. Suppose that FW is a subset of A and A = (A,→,¬, 0) be a W-algebra. Then, FW
is a filter of A if and only if

(i) 1 ∈ FW ,
(ii) If x ∈ FW and x → y ∈ FW then y ∈ FW for all x, y ∈ A.

Theorem 3. annc(M) is a filter of A for each M ⊆ A.

Proof. (i) We obtain that 14b = (1 → b) → b = b → b = 1 using the definition of
annc(M), for all b ∈ M. Hence, 1 ∈ annc(M).
(ii) By assumption, we have m1 ∈ annc(M) and m1 → m2 ∈ annc(M). Therefore m14b =
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(m1 → b) → b = 1 and (m1 → m2)4b = ((m1 → m2) → b) → b = 1 for all b ∈ M. From
the properties of W-algebra and our assumptions, we derive the following.

(b→ m1)→ m1 = (x → y)→ (z→ ((z→ x)→ y)) (by W10, W11, and W3) (3)

(b→ m1)→ m1 = x → (y→ x) = 1 (by W8) (4)

(b→ m1)→ m1 = x → x = 1 (by W5) (5)

((b→ m1)→ m1)→ x = x (by W1) (6)

((x → y)→ z)→ z = x → ((z→ (x → y))→ y) (by W3 and W11) (7)

We get equation (8) by using (3), W3, (4) and W11, respectively.

x → ((x → ((y→ ((y→ x)→ z))→ z))→ z) = y→ ((y→ x)→ z) (8)

((b→ m1)→ m1) = x → (y→ (z→ x)) (by W9 and (4)) (9)

We suppose that ((b→ m1)→ m1) 6= ((b→ m2)→ m2). Then, we have

((b→ m2)→ m2) 6= x → (y→ x) (from (4)) (10)

m1 → b = b (by W6, (4), and W3) (11)

and we have

b→ m1 = m1 (12)

using W6 and (4).

(m1 → m1) = x → (y→ (z→ x)) (by (9) and (12)) (13)

(m1 → m1)→ x = x (by (6) and (12)) (14)

and

(m1 → m1) = x → x (by (5) and (12)) (15)

Since we have ((m1 → m2)→ b)→ b = 1, we obtain

m1 → ((b→ (m1 → m2))→ m2) = (b→ m1)→ m1 (16)

by using W3 and W11.

m1 → ((b→ (m1 → m2))→ m2) = m1 → m1 (by (16) and (12)) (17)

m1 → (x → b) = x → b (by (11) and W11) (18)

(b→ m2)→ m2 6= x → x (by (14) and (10)) (19)

(x → x)→ y = y (by (15) and (14)) (20)

When applying the properties of W3 and W11 using equations (18) and (8), we obtain

x → ((x → (m1 → ((b→ (m1 → x))→ x)))→ b) = (m1 → x)→ b (21)

(x → (y→ (z→ x)))→ u = u (by (13) and (20)) (22)

for u ∈ A.

(m1 → x)→ b = x → b (by (21) and (22)) (23)

(b→ m2)→ m2 = m1 → t1 (by (17), (7), (23), and W3) (24)

A contradiction results from (19) and (24).
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To obtain complement annihilator sets of A, we construct Algorithm 4 by using the4
Cayley table on A.

Algorithm 4: Determination of complement annihilator sets
Data: Set A and the4-operation
Result: Sets of complement annihilators of A
anncSETS(A,4)

1 annc[ ] = ∅ // initializing all elements to ∅
2 foreach x in A do
3 foreach y in A do
4 if x 4 y = 1 then
5 annc[x] = annc[x] ∪ y

6 Return annc[a]
∀a∈A

By4 operation, this method (Algorithm 4) concludes a set of complement annihilators
of each element in A.

annc is determined as a one-dimensional array initializing all elements to an empty set in
line 1. The set of annc[x] is then generated in lines 4-5 using x which produces the x4y = 1.
In line 6, the array of complement annihilator sets is returned for each element of A.

Lemma 11. The4−connection operator provides associativity property on W-algebras.

Proof. Since y ≤ y4z, we get
x4y ≤ x4(y4z). (25)

Similarly, we have z ≤ y4z and y4z ≤ x4(y4z). Therefore,

z ≤ x4(y4z). (26)

Using inequalities (25),(26) and Lemma 4, we attain

(x4y)4z ≤ x4(y4z). (27)

On the other hand, since y ≤ x4y, we get y ≤ (x4y)4z and z ≤ (x4y)4z. Therefore, we
have

y4z ≤ (x4y)4z. (28)

Since x ≤ x4y and x4y ≤ (x4y)4z, we get

x ≤ (x4y)4z. (29)

From (28) and (29), we attain

x4(y4z) ≤ (x4y)4z. (30)

We achieve associativity from (27) and (30).

Lemma 12. If annc(a) = annc(x) and annc(b) = annc(y) then annc(a4b) = annc(x4y).

Proof. Suppose that annc(a) = annc(x) and annc(b) = annc(y). If m ∈ annc(a) = annc(x)
then we have m4a = 1 and m4x = 1. Similarly, if t ∈ annc(b) = annc(y), then we have
t4b = 1 and t4y = 1. Assume that m ∈ annc(a4b); and by using associative, we get
m ∈ annc(x4y) since

m4(x4y) = (m4x)4y = 14y = 1.
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Therefore, annc(a4b) ⊂ annc(x4y). A similar procedure is carried out for the other
direction. Thus, we attain annc(a4b) = annc(x4y).

5. Equivalence Classes on W-Algebras and Their Graphs

In this section, we first establish the equivalence classes of W-algebras using the4-
connection operator and the complement annihilator notion. The graphs of equivalence
classes are developed as a result of this foundation. We also investigate their properties
and their connection to W-graphs.

Now, with the help of equivalence classes of A, we set a graph, which is indicated by
GE(A). The vertex set of GE(A) corresponds to the equivalence classes of A, {[a] : a ∈ A}.

Definition 7. Vertices [a] and [b] are called adjacent in GE(A) if and only if [a]4[b] = {1} where
[a] and [b] are two distinct equivalence classes of A.

Example 4. Let A = {0, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, 1} be a set. The4-operation is defined
on A and the Cayley table is obtained as follows:

4 0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 1
0 0 0 0 1 0 0 1 0 1 0 0 1
a1 0 a1 a1 a3 0 a7 a6 a7 a8 a9 a9 1
a2 0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 1
a3 1 a3 a3 a3 1 a8 a6 a8 a8 a6 a6 1
a4 0 0 a4 1 a4 a4 1 0 1 0 a4 1
a5 0 a7 a5 a8 a4 a5 1 a7 a8 0 a4 1
a6 1 a6 a6 a6 1 1 a6 1 1 a6 a6 1
a7 0 a7 a7 a8 0 a7 1 a7 a8 0 0 1
a8 1 a8 a8 a8 1 a8 1 a8 a8 1 1 1
a9 0 a9 a9 a6 0 0 a6 0 1 a9 a9 1
a10 0 a9 a10 a6 a4 a4 a6 0 1 a9 a10 1
1 1 1 1 1 1 1 1 1 1 1 1 1

Then, the structure A = (A,→,¬, 0) is a W-algebra. From this Cayley table, we have a ver-
tex and edge sets such as V(G(A)) = {0, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, 1} and E(G(A)) =
{(0, a3), (0, a6), (0, a8), (0, 1), (a3, a4), (a4, a6), (a4, a8), (a5, a6), (a6, a7), (a6, a8), (a8, a9), (a8,
a10), (1, a1), (1, a2), (1, a3), (1, a4), (1, a5), (1, a6), (1, a7), (1, a8), (1, a9), (1, a10)}, respectively.

In addition, we get V(GE(A)) = {[0], [a1], [a3], [a5], [a6], [a8], [a9], [1]} for the reason that

annc(0) = {1}, annc(1) = A, annc(a1) = {1},
annc(a2) = {1}, annc(a3) = {0, 1, a4}, annc(a4) = {1, a3, a6, a8},
annc(a5) = {1, a6}, annc(a6) = {0, 1, a4, a5, a7, a8}, annc(a7) = {1, a6},
annc(a8) = {0, 1, a4, a6, a9, a10}, annc(a9) = {1, a8}, annc(a10) = {1, a8}.

Also, we obtain the edge set of GE(A) as E(GE(A)) = {([0], [1]), ([0], [a3]), ([0], [a6]),
([0], [a8]), ([a5], [a6]), ([a6], [a8]), ([a8], [a9]), ([1], [a1]), ([1], [a3]), ([1], [a5]), ([1], [a6]), ([1],
[a8]), ([1], [a9])}. Therefore, the adjacency matrix for the graph of equivalence classes of A is as
follows.

Adj(GE(A)) =



[0] [a1] [a3] [a5] [a6] [a8] [a9] [1]

[0] 0 0 1 0 1 1 0 1
[a1] 0 0 0 0 0 0 0 1
[a3] 1 0 0 0 0 0 0 1
[a5] 0 0 0 0 1 0 0 1
[a6] 1 0 0 1 0 1 0 1
[a8] 1 0 0 0 1 0 1 1
[a9] 0 0 0 0 0 1 0 1
[1] 1 1 1 1 1 1 1 1


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Then, the following graph corresponds to the graph of equivalence classes of W-algebra in
Figure 3.

[0]

[1]

[a1]

[a2]

[a3]

[a4]

[a6]

[a7]

Figure 3. Graph GE(A) of Example 4.

Theorem 4. For all a, b ∈ A, it is satisfied that [a]4[b] = [a4b].

Proof. Let m be an element of [a]4[b]. Then, we attain m = x4y for any x ∈ [a] and
y ∈ [b]. As a result, we have the following equality:

annc(m) = annc(x4y) = annc(a4b).

So, m ∈ [a4b], that is, [a]4[b] ⊆ [a4b]. Also, we get [a4b] ⊆ [a]4[b], similarly. Hence, it
is accomplished that [a]4[b] = [a4b].

Lemma 13. If N([1]) = {a | a ∈ A \ {1}}, then the graph of W-algebra A is a star graph.

Proof. Let G(A) not be a star graph and N([1]) = A \ {1}. So, a and b are adjacent in G(A)
where a, b ∈ V(G(A)) with a 6= 1 and b 6= 1. Then, G′ = (V′, E′) becomes a subgraph of
G(A) as in Figure 4 such that V′ = {a, b, 1} and E′ = {(a, b), (a, 1), (b, 1)}.

...

...

. . .

...1

a b

Figure 4. Subgraph of G(A).

We have a41 = 1 because a and 1 are adjacent. Therefore, it is obtained that [a] = [1]. Then,
we attain [b] = [1], similarly. Hence, a, b ∈ [1].

Hence, N([1]) does not contain elements a and b. Thus, it is obtained that N([1]) 6=
A \ {1}. We get a contradiction with our hypothesis.

Corollary 3. The graph of equivalence classes, GE(A), consists of an edge if and only if G(A) is a
star graph.

Lemma 14. GE(A), the graph of equivalence classes, is a subgraph of G(A).
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Proof. Suppose that [v] ∈ V(GE(A)). Using Definition 3 and Definition 7, we obtain
that v ∈ V(G(A)). Let ([v1], [v2]) ∈ E(GE(A)). Then, we have [v1]4[v2] = {1}. Since
{1} = [v1]4[v2] = [v14v2], we obtain [v14v2] = {1}, i.e., v14v2 = 1. Hence, we conclude
that (v1, v2) ∈ E(G(A)). Then, GE(A) is a subgraph of G(A).

Lemma 15. The elements a and 1 are adjacent in G(A) for each a ∈ G(A).

Proof. We have a41 = 1 for each a ∈ G(A). Accordingly, (a, 1) ∈ E(G(A)). This means
that vertices a and 1 are adjacent.

Theorem 5. A star graph with n−vertex is a subgraph for every graph G(A).

Proof. By Lemma 15, we have a41 = 1 for all a ∈ A. In other words, a is adjacent to vertex
“1” for each a ∈ A. The degree of the vertex “1” is n− 1 and the degree of the other n− 1
vertices is 1 where n = |A|.

Theorem 6. Let GE(A) be the graph of equivalence classes ofA having any distinct vertices [a], [b].
If vertex [a] and vertex [b] are adjacent, then annc(a) and annc(b) become separated W-complement
annihilators of A.

Proof. We suppose that annc(a) = annc(b). This means that a and b are in the same
equivalence class. We get [a] 6= [b] since [a] and [b] are adjacent. This implies that a and b
are in different equivalence classes. This is a contradiction with our hypothesis. Then, it is
obtained that annc(a) 6= annc(b), that is, annc(a) and annc(b) are distinct W-complement
annihilators of A.

Theorem 7. If W-graph G(A) is a complete graph, then GE(A) is isomorphic to G(A).

Proof. We assume that A = {a1, a2, . . . , an}. Elements of A correspond to vertices of G(A)
by Definition 3. Then, we get vi ∈ V(G(A)) for i ∈ {1, 2, . . . , n}.

Since G(A) is a complete graph, two distinct vertices vi and vj are adjacent where
i 6= j. Accordingly, we have

N(vi) = {a1, a2, . . . , ai−1, ai+1, . . . , an} = annc(vi)

for i ∈ {1, 2, . . . , n}. Then, we get

[vi] = annc(vi) 6= annc(vj) = [vj]

for i, j ∈ {1, 2, . . . , n} and i 6= j. Consequently, each distinct vertex in G(A) coincides with
a distinct equivalence class of A.

Now, we describe a mapping between vertex sets of G(A) and GE(A) as follows:

g : V(G(A)) −→ V(GE(A)).
vi 7−→ g(vi) = [vi]

for i ∈ {1, 2, . . . , n}. The mapping is an isomorphism between G(A) and GE(A).
Furthermore, we depict a mapping between edge sets of G(A) and GE(A) as follows:

g : E(G(A)) −→ E(GE(A)).
(vi, vj) 7−→ g((vi, vj)) = ([vi], [vj])

g, the mapping of edges, is a well-defined bijection. GE(A) is also a complete graph
because G(A) is complete and g is an isomorphic mapping between G(A) and GE(A).
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Lemma 16. If GE(A) consists of an edge, then this edge consists of two vertices such that [1] and
[a1] = [a2] = · · · = [an] where vi 6= 1 for i ∈ {1, 2, . . . , n}.

Proof. We suppose that there exists an vj ∈ V(G(A)) such that [1] = [vj] for any j ∈
{1, 2, . . . , n}. Since annc(1) = A, we get A = [1]. For all aj ∈ A, annc(vj) = N(vj) =
A \ {vj}. So, [vj] must be distinct from [1]. However, our assumption has led us to a
contradiction. Therefore, there are no different equivalence classes like [vj], which is
equivalent to the equivalence class [1]. Because the graphs of equivalence classes have one
edge and two vertices, one of these vertices corresponds to the equivalence class [1], while
the other vertex likewise corresponds to the [vj] equivalence class, which consists of all
elements of the A \ {1}.

Theorem 8. W-graph G(A) is a complete bipartite graph if and only if GE(A) consists of an edge.

Proof. (⇒:) Since G(A) is a complete bipartite graph, there exist

V1 = {a1, a2, . . . , an} ⊆ V(G(A)) and V2 = {b1, b2, . . . , bm} ⊆ V(G(A))

such that V1 ∩V2 = ∅ and A = {a1, a2, . . . , an, b1, . . . , bm}. Therefore, we get the following
set of edges

E(G(A)) = {(vi, uj) | i ∈ {1, . . . , n} and j ∈ {1, . . . , m}}.

We attain the following neighborhoods by using E(G(A))

N(vi) = {uj | j ∈ {1, . . . , m}}, ∀vi ∈ V1

and
N(uj) = {vi | i ∈ {1, . . . , n}}, ∀uj ∈ V2.

Thus, we have N(vi) = V2 for all vi ∈ V1 and N(uj) = V1 for all uj ∈ V2. This implies
that there exist only two adjacent and distinct equivalence classes [v] = {u1, . . . , um} and
[u] = {v1, . . . , vn} in GE(A). Hence, GE(A) consists of only one edge.
(⇐:) It is obvious from Lemma 16.

Lemma 17. Assume that h : G1 −→ G2 is an isomorphism where G1 and G2 are two graphs of
W-algebra. If h(v) = u for v ∈ V(G1) and u ∈ V(G2), then h(N(v)) = N(u).

Proof. It is obvious.

Theorem 9. Suppose that G(A) and G(B) are two graphs of W-algebras A and B, respectively.
There also exists an isomorphism between GE(A) and GE(B) if there exists an isomorphism between
G(A) and G(B).

Proof. We assume that there exists an isomorphism between G(A) and G(B). As a result,
an isomorphism exists as follows

h : G(A) −→ G(B)
vi 7−→ h(vi) = ui

such that |V(G(A))| = |V(G(B))|, for all i ∈ {1, . . . , n} . We obtain h(N(vi)) = N(ui), i.e.,
h(annc(vi)) = annc(ui) with the help of Lemma 17.
Herein, we describe a mapping between the edges of E(GE(A)) and E(GE(B)) such that

h : E(GE(A)) −→ E(GE(B))
([vi], [vj]) 7−→ h([vi], [vj]) = ([ui], [uj]).
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Hence, the mapping h is a well-defined bijection. As a consequence, we attain that GE(A) ∼=
GE(B).

Now, Algorithm 5 is developed to represent the graph of equivalence classes of A.

Algorithm 5: Determination of graph of equivalence classes of A
Data: Set A and the→ operation, the ¬ operation
Result: Graph of equivalence classes of A
EQUIVALENCEGRAPH(A,→,¬)

1 if W-ALGEBRA(A,→,¬) = f alse then
2 Print A is not a W-algebra
3 Return

4 4 = 4-OPERATION(A,→,¬)
5 G =GRAPH(A,→,¬) // G = (V, E)
6 NG = anncSETS(A,4)

7 V
′
= V, E

′
= ∅

8 mark[ ] = f alse // Initializing all elements to false
9 foreach u in V do

10 if mark[u] = true then
11 continue

12 foreach v in V do where v > u
13 if NG(u) = NG(v) then
14 mark[v] = true
15 V

′
= V

′ \ {v}

16 foreach u in V
′

do
17 foreach v in V

′
do where v > u

18 if v ∈ NG(u) then
19 E

′
= E

′ ∪ (u, v)

20 GE(A) = (V
′
, E
′
)

21 Print GE(A)

The algorithm of determining the graph of equivalence classes of A establishes the
graph of equivalence classes of a W-algebra where the inputs are set A,→ operation and ¬
operation (Algorithm 5, or EQUIVALENCEGRAPH(A,→,¬)).

The algorithm investigates whether set A produces a W-algebra in lines 1–3. If A does
not become a W-algebra, the algorithm is stopped. 4 Cayley table is described with the
4-OPERATION algorithm by using binary operation→ and unary operation ¬ on set A in
line 4. Then, in line 5, G(A) = (V, E), the graph of A, is specified using GRAPH(A,→,¬)
algorithm. Following that, the anncSETS(A,4) algorithm constructs a set of complement
annihilators of each element in A and returns the set of complement annihilators to NG as
neighborhood sets of each vertex in G(A) in line 6.

In accordance with this, line 7 initializes the vertex set of G
′

to V and the edge set to
an empty set. Additionally, in lines 9–15, it is assessed that v ∈ V vertices have the same
neighborhood sets for each u ∈ V. Such v vertices are demonstrated by u in the graph G

′
,

and v is removed from V
′
. After that, in lines 16–19, it is checked whether v ∈ NG(u). If

v ∈ NG(u), then the edge (u, v) is added to E
′
. Finally, the EQUIVALENCEGRAPH(A,→,¬)

algorithm achieves GE(A) = (V
′
, E
′
), the graph of the equivalence classes of A, in line 20

and prints this graph.
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6. Conclusions

In this paper, we present an algorithmic strategy for building graphs by associating
with W-algebras. On W-algebras, we introduce concepts such as4-connection operator
and complement annihilator to achieve this goal. So far, the concept of annihilator has been
used in graph structures created on algebras. The novelty of this work is that, because the
W-algebra structure is limited with an upper bound, the concept of complement annihilator
was introduced and W-graphs and graphs of equivalence classes were produced using this
notion. Simultaneously, we provide algorithms to support our results gained throughout
the paper. As a result, this paper attempts to build algorithms for researchers working
in various fields of science who use W-algebras and graphs by employing a novel notion
known as complement annihilating.
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