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Abstract: Cloud computing, an emerging computing paradigm, has been widely considered due to
its high scalability and availability. An essential stage of cloud computing is the cloud virtual machine
migration technology. Nevertheless, the current trigger timing of virtual machine migration in cloud
data centers is inaccurate, resulting in insufficient virtual machine consolidation. Furthermore, the
high and low workload fluctuations are also a potential symmetrical problem worthy of attention.
This paper proposes a virtual machine energy-saving merging method based on a three-way decision
(ESMM-3WD). Firstly, we need to calculate the load fluctuation of the physical machine and divide
the load fluctuation into three parts. Furthermore, the corresponding mathematical model predicts
the load according to the different classification categories. Then, the predicted load value is used
to dynamically adjust the threshold to improve the virtual machine merge probability. Finally, the
simulation experiment is carried out on the cloud computing simulation platform cloudsim plus.
The experimental results show that the virtual machine energy-saving merging method based on the
three-way decision proposed in this paper can better reduce the number of migrations, increase the
number of physical machines shut down, better improve the probability of virtual machine merger,
and achieve the purpose of reducing the energy consumption of the data center.

Keywords: three-way decision; cloud computing; dynamic thresholds; virtual machine migration;
energy consumption optimization

1. Introduction

Cloud computing is a service related to information technology, software, and the
Internet, and it is centered on the Internet and provides fast and secure cloud computing
services and data storage on websites so that everyone can use enormous computing re-
sources and convenient services through the Internet [1–3]. With the vigorous development
of cloud computing, users’ requirements for cloud computing have increased dramatically,
and the needs are also diverse [4–6]. However, the vast energy cost of data centers is
becoming more and more prominent, and the utilization of computing resources of data
centers is low. It is estimated that the average resource utilization of a data center is below
30% [7]. At the same time, the energy consumption of idle physical machines accounts for
more than 70% of the peak energy consumption [8].

The utilization of computing resources is an important factor affecting the energy
consumption of cloud computing. To make better use of the computing resources and
reduce the energy consumption of the data center, an effective and commonly used method
to solve the problem of huge energy consumption in data centers is virtual machine con-
solidation. Virtual machine consolidation refers to virtual machine migration, placing
it on fewer servers according to the resource requirements of virtual machines and then
shutting down some servers. However, frequent and large-scale migration also generates
a lot of energy consumption. Therefore, minimizing the number of virtual machine mi-
grations is also necessary to achieve balanced energy consumption optimization in virtual
machine consolidation.
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Note that reducing the number of virtual machine migrations is one of the most critical
in the timing of the virtual machine migration. When the timing is accurate enough, it
will improve the whole process of the virtual machine integration process. Judging the
virtual machine migration trigger time requires setting an appropriate threshold. Threshold
setting is generally divided into two types. One is static the threshold setting, which cannot
be changed while the workload of the cloud datacenter is constantly changeable, and it
also cannot be adjusted dynamically according to the dynamic change of load, making it
difficult for the dynamic merging of virtual machines to improve the rate of computing
resources. The other is the dynamic threshold setting, which effectively alleviates this
problem and can adaptively adjust the threshold according to the change in the historical
workload and achieve better resource allocation under the condition of complex resource
requirements [9].

The problem of the frequent fluctuations and changes of cloud data centers is not
suitable for a static threshold setting. The setting of dynamic thresholds with a single
model is not efficient. There is a potential symmetrical problem with the high and low
fluctuations, which is worthy of attention. We propose a virtual machine energy-saving
merging method based on a three-way decision (ESMM-3WD), which firstly divides the
fluctuation of historical load utilization into three parts based on the three-way decision.
Then, using different mathematical models to predict the workload and adjust the threshold
according to the predicted load for dynamically achieving virtual machine integration.

Three-way decision (3WD) is a native three-level decision theory proposed by Yao [10],
essential elements including trisecting, acting, and outcome, i.e., the TAO model. In recent
years, this theory has been widely used in cloud computing, and there are many “3 phe-
nomena” in cloud data centers, such as cloud tasks, which include long-time, medium-time,
and short-time tasks. The workload can be divided into low, medium, and high loads.
The physical machine can be divided into active, sleep, shutdown three states, etc. This
paper divides the fluctuation value of physical machine historical load into three types
based on the three-way decision: high, medium, and low, and uses the corresponding
mathematical model to predict the load. Finally, the predicted load is used to set the
threshold dynamically, and then a virtual machine energy-saving combination method
based on the three-way decision is proposed [11–14]. The main contributions of the current
article are as follows:

1. We establish the correlation between virtual machine migration and granular comput-
ing theory to deeply analyze the widespread granularity phenomenon in the process
of virtual machine migration. Then, we design the corresponding multi-granularity
intelligent decision-making scheme to optimize the energy consumption;

2. Compared with other methods, this paper studies the performance of virtual machine
migration under a particular granularity, that is, a magic number 3, and constructs
the dynamic migration mechanism of the virtual machine and the analysis method of
three-way decision;

3. Based on the three-way decision model, we propose a novel cloud resource pre-
diction algorithm to study the quasi-periodic effect of cloud resource demand and
dynamically adjust the virtual machine migration mechanism via predicting the cloud
resource demand.

The remainder of this paper is organized as follows: Section 2 mainly introduces
some related research on the threshold-triggered virtual machine. Section 3 describes the
problems that need to be solved, establishes mathematical models, and describes the core
algorithms. Section 4 puts forward the measurement indicators and compares and analyzes
some algorithms. Finally, this paper is concluded with further work in Section 5.

2. Related Work

Threshold-based triggering methods are divided into two types: one is the static
threshold triggering method, and the other is the dynamic threshold triggering method.
As we all know, a static single threshold triggering strategy only determines that the
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physical machine is overloaded when the utilization rate of the physical machine is more
significant than 85% to trigger the migration of the virtual machine. However, this single
threshold static triggering of the migration of the virtual machine will lead to a surplus of
physical machine resources, resulting in a significant waste of resources. Virtual machine
migration will be triggered when the CPU utilization of physical machine load is lower
than the lower threshold and higher than the upper threshold. However, static thresholds
cannot adapt to the complex changes in workload, which leads to the low efficiency of
resource integration.

For virtual machine migration, Arshad et al. [15] propose the Energy Efficiency Heuris-
tic with VM Consolidation, which reduces power consumption while reducing SLA vio-
lations. Bahrami et al. [16] propose using the time series prediction method and double
smooth development technique to predict the processor efficiency in the future and also
propose the optimal relationship by the dynamic threshold that improves SLA performance,
reducing VM migrations and optimizing energy consumption. Liu et al. [17] propose an
enhancing energy-efficient and QoS dynamic VM consolidation method, which consists of
four algorithms that correspond to different stages in VM consolidation, guaranteeing QoS,
reducing VM migrations, and optimizing energy consumption. Khan et al. [18] propose
a normalization-based VM consolidation strategy that places virtual machines in an on-
line strategy while minimizing energy consumption, SLA violations, and the number of
VM migrations.

For the study of dynamic thresholds, Seth et al. [19] propose that using dynamic
thresholds has significant effects in reducing the number of VM migrations, improving
SLA performance, and optimizing energy consumption. Yan et al. [20] propose a virtual
machine migration algorithm based on dynamic threshold adjustment. The algorithm
mainly takes the historical workload as the main parameter, analyzes the historical load,
and predicts the load. Adjust the virtual machine migration threshold dynamically to
achieve a more accurate timing for triggering virtual machine migration.Deafallah et al. [21]
use the remaining capacity and the difference between the predicted value and the current
value to predict the threshold. This algorithm can convert the physical machine load
fluctuation data into stable data, calculate the difference between the predicted load and
the current load, add or subtract the calculated value and the current threshold, and finally
obtain the dynamic change of the threshold. In ref. [22], a distributed mathematical
model calculates the intervals of physical machine loads to achieve dynamic adjustment
thresholds. The above study of dynamic thresholds only uses a single mathematical model
to predict load utilization, which is unsuitable for complex and variable workload change.

The basic theory of a three-way decision is to think with three, and the subsequent
research has established the trisection-acting-outcome model (TAO model of three-way de-
cision) [23,24], and there are numerous “3” phenomena in the cloud data center. According
to the three-way decision model, the workload fluctuation is divided into three regions,
and then different prediction models are used to predict the load. Finally, the threshold
is adjusted dynamically to carry out the virtual machine consolidation for improving
resource [2,25,26]. The related studies are shown in Table 1.
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Table 1. Research comparison of dynamic thresholds.

Ref Utilized Algorithm Evaluation Metric Strengths Weaknesses Year

Arshad et al. [15] EEHVMC

SLA, energy
consumption, VM

migrations,
Performance
degradation,

Execution time

Meet SLA, save
energy consumption,
reduce the number
of VM migrations

I/O intensive tasks
are not considered 2022

Bahrami et al. [16] OMMD
SLA, energy

consumption, VM
migrations

The number of
migrations of virtual

machines, energy
consumption and the

rate of SLA
violations are

improved

On the real cloud
infrastructure is not

exactly clear
2021

Liu et al. [17] EQVC QOS, VM migrations,
energy consumption

Reduce the amount
of VMs migrations,
low operating costs,

meet SLA

Neglects the
essential factors like

workload, type
of host,

and temperature

2018

Khan et al. [18] NVMC
SLA, energy

consumption, VM
migrations

Improvement in
Quality of Service,

Meet SLA

Performance
degradation 2021

Seth et al. [19] STA
SLA, power

consumption, VM
migrations

Meet SLA, save
power consumption,
reduce the number
of VM migrations

Host type is not
considered 2017

Yan et al. [20] AOTS-VMDC SLAV, energy
consumption

Meet SLAV, save
power consumption,
reduce the number
of VM migrations

The influence of
memory, network

adn disk is ignored
2016

Deafallah et al. [21] DTFA
SLAV, energy

consumption, VM
migrations

The number of
migrations of virtual

machines, energy
consumption and the

rate of SLA
violations are

improved

Memory and
bandwidth are not

considered
2018

Beloglazov et al. [22]

A novel technique
for dynamic

consolidation of VMs
based on adaptive

utilization thresholds

SLA, enegry
consumption, VM

migrations

Meet SLA,
save power

consumption,reduce
the number of VM

migrations

Multiple system
resources are
considered

2010

Given the shortcomings of the above research on the dynamic threshold, and combined
with the three-way decision, this paper proposes a virtual machine energy-saving merger
method based on the three-way decision. This method divides the workload fluctuation
into three parts based on the three-way decision and uses different mathematical models
to predict the load, respectively [27,28]. Finally, the predicted load adjusts the double
threshold dynamically, making the virtual machine trigger more accurate. This method not
only optimizes the number of computing nodes, but also dramatically reduces the number
of migrations to achieve the purpose of optimal energy consumption optimization.
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3. Preliminaries

This section mainly introduces some basic models, such as the process of VM consoli-
dation, prediction model, workload model, and three-way decision model.

3.1. Process of the Virtual Machine Dynamic Consolidation

Virtual machine dynamic consolidation mainly includes three processes: (1) trigger
of VM migration timing; (2) select the virtual machine to be; and (3) placement of virtual
machines. Figure 1 depicts the process of virtual machine dynamically consolidation,
and PM represents the physical machine.

Figure 1. Virtual machine dynamic consolidation.

As shown in Figure 1, when a large number of user requirements are transmitted to
the cloud, the cloud data center receives them through the interfaces and then allocates
computing resources to users according to various decisions to meet the needs of users.
However, due to users’ complex and diverse requirements, VM migration is required
to optimize resource allocation. The specific migration process includes the following
three parts:

(1) Virtual machine migration trigger timing
Virtual machine migration trigger means that the system detects the resource uti-

lization of the physical machine. It will trigger the migration if it finds that the resource
utilization exceeds the set threshold. Virtual machine migration triggers are generally
divided into two types, one is triggered by low load, and the high load triggers the other.
The low load trigger is that when the load of the physical machine is lower than the lower
threshold, all the virtual machines in the physical machine are migrated out, and the phys-
ical machine is converted into a sleep state. The high load trigger is when the workload
is higher than the upper threshold, some suitable virtual machines are migrated out so
that the workload status returns to normal, and the SLA quality of service is guaranteed.
Static threshold triggered virtual machine migration cannot allocate computing resources
according to the various load changes. In contrast, a dynamic threshold triggering virtual
machine migration can dynamically adjust the threshold according to the workload, which
can fully integrate computing resources and make more physical machines shut down to
save energy consumption.

(2) Virtual machines selection
When it is detected that the resource utilization of a physical machine exceeds the

predetermined threshold, the physical machine will trigger the virtual machine migration,
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which requires selecting some virtual machines for migration. There are many methods
to select virtual machines, and different methods have different consideration angles.
Including considering the cost of virtual machine migration and the minimum time of
virtual machine migration;

(3) Virtual machines placement
The data center consists of hundreds or thousands of physical machines, and many

virtual machines are waiting to be migrated simultaneously, so there are many ways to
place virtual machines. Different placement methods also have different effects. It is
necessary to use an appropriate way and method to achieve the best energy consumption
optimization under the condition of ensuring QoS.

3.2. Prediction Model for Cloud Workload

(1) Exponential sliding model

si = αxi + (1− α)si−1, 0 ≤ α ≤ 1. (1)

where, si is the smoothed value at time step i (understood as the ith time point), and xi is
the actual data at this time step. α can be any value between 0 and 1, which controls the
balance between old and new information: when α approaches 1, only the current data
point is retained; when α approaches 0, only the previous smoothing value is retained (the
whole curve is flat). The recurrence relation is:

si = αxi + (1− α)si−1
= αxi + (1− α)[αxi−1 + (1− α)si−2]
= αxi + (1− α)[αxi−1 + (1− α)[αxi−2 + (1− α)si−3]]
= α[xi + (1− α)αxi−1 + (1− α)2xi−2 + (1− α)3si−3]
= ...

= α
i

∑
j=0

(1− α)jxi−j

(2)

According to the recurrence relation, it can be seen that in the exponential smoothing
method, all previous observations have an impact on the current smoothed value, but their
role gradually decreases as the power of the parameter α increases. Those relatively early
observations play a relatively minor role. The result of an exponential smoothing calculation
can be extended beyond the dataset and range and thus can be used for forecasting.
The prediction method is:

xi+h = si (3)

where, this si is the last value that has been calculated. When h is equal to 1, it represents
the next value of the predicted.

(2) Holt’s two-parameter exponential smoothing models
In Holt’s two-parameter smoothing model, the prediction consists of two parts. One

part is the horizontal part, which is updated by a simple exponential smoothing method
based on the horizontal part of the previous period. The other part is the trend part, which
is adjusted smoothly based on the trend part of the previous period and updated by a
simple exponential smoothing method; the sum of the two will get the predicted value.
The model is established as follows:

St = αxt + (1− α)(St−1 + bt−1) (4)

bt = γ(St − St−1) + (1− γ)bt−1 (5)

x̂t+1 = St + bt (6)

where α and γ are smoothing coefficients, which can reflect the impact of recent data on the
prediction results, xt is the monitoring value of state data at time t, and x̂t+1 is the predicted
value of state data at the next time. St is the smoothing value predicted at time t, reflecting
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the overall level of previous state data. bt is the trend value, reflecting the changing state
data trend. The state prediction model based on Holt Exponential Smoothing predicts the
smooth value of state data in the sliding window and its trend value. Adding the trend
value to the smooth value eliminates the disadvantage of prediction lag existing in other
prediction models, and prediction accuracy is improved. Selecting optimal parameters by
step acceleration method, the definition is as follows:

F = α + n(α− γ), n > 0 (7)

where, n is the coefficient, this method mainly calculates the parameters of Holt’s two-
parameter exponential smoothing model to find the smoothing parameters α and γ that
minimize the value F in the every step.

3.3. The Fluctuation Model of Workload

This subsection mainly introduces the workload fluctuation function, which can
calculate the fluctuation of workload.

Pload =

√
1
n

n

∑
i=1

(xi − xavg)
2 (8)

where, n is the number of historical CPU utilization, xi is the workload at the ith mo-
ment, and xavg is the average historical load. The smaller the Pload value, the smaller the
fluctuation of the workload, and on the contrary, the greater the fluctuation.

3.4. Three-Way Decision Model

The basic idea of the three-way decision is to divide the whole into three different
regions according to a pair of thresholds (α, β) in the rough set, namely the positive region
POS(X), the negative region NEG(X), and the boundary region BND(X). Let OB be a
set of objects, and Pr(X|[x]) represents the conditional probability that an object in the
equivalence class belongs to the set X. Then, we have:

POS(α,β)(X) = {x ∈ OB|Pr(X|[x]) ≥ α}
BND

(α,β)(X) = {x ∈ OB|β < Pr(X|[x]) < α}
NEG(α,β)(X) = {x ∈ OB|Pr(X|[x]) ≤ β}

. (9)

The decision-making scheme is given as D= {aP,aB,aN}, which represent that the
decision-making is accepted immediately, the decision-making is delayed, and the decision-
making is rejected, respectively. Let λij(i = P, B, N, j = P, N) represent the loss value for
different actions, we can obtain the Formula (10) and Table 2.

R(aP|[x]) = λPPP(X|[x]) + λPN P(XC|[x])
R(aB|[x]) = λBPP(X|[x]) + λBN P(XC|[x])
R(aN |[x]) = λNPP(X|[x]) + λNN P(XC|[x])

(10)

Table 2. Load period partition cost function.

aP aB aN

X λPP λBP λNP
XC λPN λBN λNN

According to the Bayes minimization criterion, the optimal decision scheme is the
action set with the minimum expected loss, and follows the following decision rules:

(P) If R(aP|[x]) ≤ R(aB|[x]) and R(aP|[x]) ≤ R(aN |[x]) are satisfied, it can obtain
x ∈ POS(X);



Symmetry 2022, 14, 1865 8 of 17

(B) If both R(aB|[x]) ≤ R(aP|[x]) and R(aB|[x]) ≤ R(aN |[x]) are satisfied, it can obtain
x ∈ BND(X);

(N) If both R(aN |[x]) ≤ R(aP|[x]) and R(aN |[x]) ≤ R(aB|[x]) are satisfied, it can obtain
x ∈ NEG(X);

The thresholds α and β are as follows:

α= λPN − λBN
(λPN − λBN) + (λBP − λPP)

, (11)

β= λBN − λNN
(λBN − λNN) + (λNP − λBP)

. (12)

where, λij(i = P, B, N, j = P, N) represents the loss value for different actions aP, aB, aN .

4. A Virtual Machine Energy-Saving Merging Method Based on Three-Way Decision

The specific process of the virtual machine energy-saving merging method based
on the three-way decision is first to calculate the fluctuation of load history rate. Then,
we divide the workload fluctuation into three parts based on the three-way decision
and predict the workload using different mathematical models through different types
of division. Finally, adjust the upper and lower thresholds dynamically through the
predicted workload.

The block diagram of the steps of the proposed approach is shown in Figure 2. First,
by analyzing the workload data of the cloud data center, the historical data fluctuations
are divided into three parts, and then different prediction algorithms are used for each
part to obtain the virtual machine trigger migration threshold. When the trigger condition
of the VM migration is satisfied, VM integration is performed according to the predicted
threshold to achieve the purpose of energy consumption optimization.

Figure 2. Block diagram of steps of the proposed approach.

The algorithm flow is shown in Figure 3, and this process mainly consists of two parts:
(1) Workload predictor
First, obtaining the historical workload usage from the cloud datacenter, and then

calculating the fluctuation value δ by Formula (8). When the fluctuation value is low,
the workload is relatively stable, and the change is small. When it is a high fluctuation
value, the workload has changed significantly, but when it is not high or low, considering
global changes.

(2) VM integration
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When VM migration trigger conditions are met, the data center will give the decision
to consolidate the VMs. The threshold is adjusted by predicting the workload, and the
selected virtual machine is triggered to migrate, and then the virtual machine is placed
in the suitable physical machine. The Algorithm 1 is inspired from [29] and described
as follows:

Algorithm 1 Dynamic threshold adjustment algorithm.

Input:
Historical CPU utilization (CPU(x)) obtained from GoogleTrace (capacity:CPU(%)) =
{x1, x2, x3, . . . , xn}; The number of PM is m

Output:
UT , LT;

1: Calculate α and β from Equations (10) and (11);
2: Initialize UT← 70%, LT← 30%, Over_utilizedList, Low_utilizedList;
3: Put the load value less than 30% into Low_utilizedList;
4: Put the load value higher than 70% into Over_utilizedList;
5: if Over_utilizedList.Size < n/5 or Low_utilizedList.Size < n/5 then
6: The threshold remains unchanged;
7: end if
8: Calculate δ from Equation (8);
9: if δ ≤ β then

10: Load predicting using exponential smoothing method;
11: if |the predicted load − the threshold| ≤ 5% then
12: The threshold← the predicted load;
13: else
14: The threshold remains unchanged. The maximum threshold cannot exceed 90%,

and the minimum cannot be lower than 10%.
15: end if
16: end if
17: if δ ≥ α then
18: Load predicting using Holt’s double-parameter exponential smoothing method;
19: if |the predicted load − the threshold| ≤ 5% then
20: The threshold← the predicted load;
21: else
22: The threshold remains unchanged. The maximum threshold cannot exceed 90%,

and the minimum cannot be lower than 10%.
23: end if
24: end if
25: if β < δ < α then
26: if (85% of the physical machine CPU usage exceeds the threshold) or (within 5% of

the threshold) then
27: Load predicting using exponential smoothing method;
28: The threshold← the predicted load;
29: else
30: The threshold remains unchanged;
31: end if
32: end if

There are n2 historical loads in each physical machine of the algorithm, and the number
of physical machines is O(m). First, the time complexity of calculating the upper and lower
thresholds is O(n), and calculating the load fluctuation is also O(n). The prediction of each
physical host is O(n). So, the time complexity of this algorithm is O(m× n2).
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Figure 3. Energy saving combination method of VM based on workload prediction.

4.1. Virtual Machine Selection Strategy

MMT (minimum migration time) algorithm [29] is an effective single target virtual ma-
chine selection algorithm, which selects virtual machines based on the minimum migration
time. Divide the amount of RAM used by the bandwidth required for the VM migration to
get the migration time. The MMT formula is as follows:

v ∈ Vj∀a ∈ Vj,
RAMu(v)

NETj
≤ RAMu(a)

NETj
(13)

where, RAMu(a) is the amount of ram utilized by virtual machine a, and NETj is the
bandwidth utilized by physical machine j.

4.2. Virtual Machine Placement Strategy

Best fit algorithm (best fit) [30], which always assigns the minimum free partition that
meets the job’s requirements. In order to speed up the search, the algorithm requires that
all accessible areas are sorted by their size to form a blank chain in increasing order. This
way, the first free area that satisfies the requirements found each time must be optimal,
and the algorithm is very convenient.

5. Performance Analysis

This paper adopts the CloudSim Plus platform, which has more models and algo-
rithms, which include heuristic algorithms, more VM migration algorithms, higher accuracy,
scalability, and ease of use [31]. The algorithm in this paper compares the performance
of the STA algorithm [19] and DTA algorithm [32] from five aspects: data center energy
consumption, number of virtual machine migration, SLA violation rate, closing computer
nodes, and virtual machine migration efficiency.The dataset uses Google clusters, which
is a randomly-picked 1-s sample of CPU usage from within the associated 5-min usage-
reporting period for that task, and using this data, it is possible to build up a stochastic
model of task utilization over time for long-running tasks on a cluster of about 12.5 k
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machines [33]. The link to the dataset is https://github.com/google/cluster-data (access
on 1 December 2021).

5.1. Experiment Setup

The experiment creates a simulated cloud datacenter on the cloudsim plus platform
and constructs various resources such as physical machines and virtual machines of a
specific scale. The experimental environment uses idea2021 2.2, jdk8, and cloudsim plus5
0.4. The symbols and definitions are shown in Table 3. The configuration of the physical
machine and the virtual machine is shown in Table 4.

Table 3. Symbols and definitions.

Symbol Definition

n The number of historical CPU utilization
x Workload value
m The number of physical machine
α Lower fluctuation
β Upper fluctuation
δ Workload fluctuation

UT Upper threshold
LT Lower threshold

VM Virtual Machine
PM Physical machine

Table 4. Configuration of PMs and VMs.

Parameters Physical Machine Virtual Machine

Memory 2 GB 1 GB
Bandwidth 100 Gbps 100 Mbps

Disk 1 TB 1 GB
CPU 1000 MIPs 1000 MIPs
PEs 4 1

5.2. Performance Metrics

(1) Number of virtual machine migrations: the number of virtual machines in the
migration queue is NUM.

(2) Calculate the number of closed nodes: Bc(i) is a binary decision variable indicating
whether the physical machine i is powered on and working, i equal to 1 means that the
physical machine i is in the active state,Bc(i) equal to 0 means that the physical machine i
is in the shutdown state, PMList means the complete set of physical machines, PMList′

represents an active set of physical machines.
(3) Service Level Agreement Violation Rate (SLAViolations, SLAV) In order to test the

performance of the algorithm, the default rate of SLA mainly depends on two aspects: one
is the time that each active physical machine violates the SLA (SLATAH) [29], and the other
is the performance degradation due to virtual machine migration (PDM).

SLATAH is defined as the percentage of the time that the active physical machine is
under 100% CPU utilization and the service time:

SLATAH =
1
N

N

∑
i=1

Tsi
Tai

(14)

where, N is the number of active physical machines, Tsi is the time of the i-th physical
machine under 100% utilization of CPU; and Tai represents the total time that the i-th
physical machine provides services.

https://github.com/google/cluster-data
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PDM is defined as the percentage of virtual machine performance degradation due
to migration:

PDM =
1
M

M

∑
j=1

Cdj

Crj
(15)

where, M represents the number of virtual machines. Cdj represents an approximation
of the performance degradation caused by the migration of the jth virtual machine; Crj
represents the CPU performance required by the jth physical machine during operation.

Then, the SLA violation rate can be defined by SLATAH and PDM together as:

SLAV = SLATAH × PDM (16)

5.3. Experiment Results

This subsection includes two parts: the first part demonstrates the performance and
hypothesis testing analysis of the cloud load prediction algorithm, and the second is the
performance evaluation and analysis of the proposed virtual machine migration algorithm.

5.3.1. Prediction Analysis

This part presents the analysis of the proposed algorithm showing the prediction
performance under various scenarios and hypothesis testing analysis. The prediction
evaluation indicators under different scenes are shown in Table 5. The comparison of actual
values and predicted values are shown in Figure 4.

Figure 4. Comparison of actual values and predicted values.

Table 5. Prediction evaluation indicators under different scenes.

Numbers of Cloud Task
Evaluation Indicator

Numbers of Cloud Task
Evaluation Indicator

RMSE MAPE MAE RMSE MAPE MAE

50 0.072 0.565 0.06 550 0.165 0.238 0.129
100 0.093 0.279 0.073 600 0.164 0.237 0.127
150 0.112 0.241 0.084 650 0.165 0.238 0.127
200 0.13 0.204 0.097 700 0.165 0.24 0.126
250 0.146 0.271 0.112 750 0.163 0.237 0.124
300 0.152 0.251 0.123 800 0.164 0.24 0.124
350 0.155 0.243 0.126 850 0.162 0.238 0.122
400 0.158 0.237 0.127 900 0.162 0.24 0.122
450 0.162 0.239 0.129 950 0.16 0.24 0.12
500 0.162 0.236 0.128 1000 0.159 0.238 0.118

5.3.2. Performance Analysis

Through cloud platform simulation experiments, the results will show in this subsec-
tion. The experiment is to compare the number of cloud tasks under different conditions.
As seen from Figures 5 and Table 6, the proposed algorithm has fewer migrations times
than the others, which are found via different mathematical models to obtain the double
thresholds according to different load fluctuations, and the effect is noticeable.
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Table 6. VM migration times.

Numbers of Cloud Task
Algorithm

Numbers of Cloud Task
Algorithm

DTA STA ESMM-3WD DTA STA ESMM-3WD

50 23 15 12 550 265 195 145
100 45 33 26 600 275 216 162
150 75 55 42 650 295 228 172
200 110 85 64 700 310 244 184
250 150 111 84 750 330 258 194
300 190 132 98 800 350 271 204
350 210 113 114 850 375 281 212
400 215 162 122 900 390 297 212
450 225 166 125 950 405 312 235
500 245 180 136 1000 415 331 250

Figure 5. VM migration times.

Figure 6 and Table 7 show the comparison of the number of closed physical machines.
The proposed algorithm is similar to the STA algorithm on the number of the closed
physical machine. The STA algorithm is the best in static threshold situations. In comparing
the number of closed physical machines, the performance of the STA algorithm is similar
to the proposed algorithm.

Table 7. The number of closed PMs.

Numbers of Cloud Task
Algorithm

Numbers of Cloud Task
Algorithm

DTA STA ESMM-3WD DTA STA ESMM-3WD

50 10 5 5 550 132 66 66
100 22 11 11 600 138 68 68
150 36 18 18 650 146 73 73
200 54 27 27 700 154 77 77
250 74 37 37 750 164 82 82
300 94 50 50 800 174 87 87
350 104 52 52 850 186 93 93
400 106 53 53 900 194 97 103
450 112 56 56 950 202 101 101
500 122 61 61 1000 206 103 103

Figure 7 and Table 8 show the comparison of SLAV. The DTA algorithm has certain
fluctuations, ESMM-3WD and the STA algorithm is more effective in ensuring the SLA
service quality and the SLAV of STA algorithm is similar to the ESMM-3WD algorithm.
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Figure 6. The number of closed PMs.

Table 8. Comparison results of SLAV.

Numbers of Cloud Task
Algorithm

Numbers of Cloud Task
Algorithm

DTA STA ESMM-3WD DTA STA ESMM-3WD

50 0.33 0.06 0.05 550 0.91 0.06 0.07
100 0.44 0.06 0.06 600 0.58 0.06 0.07
150 0.54 0.06 0.06 650 0.65 0.06 0.07
200 0.54 0.06 0.06 700 0.57 0.06 0.06
250 0.70 0.06 0.06 750 0.62 0.06 0.06
300 0.88 0.06 0.06 800 0.64 0.06 0.06
350 0.98 0.06 0.06 850 0.77 0.06 0.06
400 0.69 0.06 0.06 900 0.71 0.06 0.06
450 0.80 0.06 0.07 950 0.67 0.06 0.07
500 0.90 0.06 0.07 1000 0.52 0.06 0.06

Figure 7. Comparison results of SLAV.

Figure 8 and Table 9 show the comparison of energy consumption. It can be seen from
the figure that the energy consumption of ESMM-3WD algorithm is lower than that of the
other two algorithms under various conditions of the number of virtual machines.

Table 9. Comparison of energy consumption.

Numbers of Cloud Task
Algorithm

Numbers of Cloud Task
Algorithm

DTA STA ESMM-3WD DTA STA ESMM-3WD

50 283,798 238,931 235,523 550 3,400,377 3,010,653 2,746,698
100 594,089 526,726 501,743 600 3,654,381 3,330,206 3,036,504
150 959,948 849,061 783,741 650 3,917,211 3,537,579 3,226,389
200 1,427,668 1,296,176 1,182,015 700 4,149,745 3,777,007 3,448,343
250 1,904,193 1,697,087 1,547,134 750 4,404,565 3,983,717 3,625,197
300 2,377,261 2,005,019 1,819,867 800 4,653,212 4,202,847 3,827,010
350 2,627,820 2,309,121 2,091,915 850 4,897,536 4,356,494 3,993,306
400 2,758,826 2,471,964 2,254,208 900 5,137,882 4,615,868 4,004,202
450 2,901,305 2,554,697 2,361,617 950 5,378,853 4,859,284 4,448,659
500 3,146,223 2,781,776 2,548,082 1000 5,626,801 5,137,607 4,708,651
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Figure 8. Comparison of energy consumption.

In order to test whether there are significant differences between different algorithms,
we adopt Wilcoxon pairwise test to compare these experimental results. Given that the test
threshold is 0.05, we can find that all the test P-values are smaller than the threshold in
Table 10, where the units of p-values is ×10−4. Thus, we could consider that ESMM-3wd is
significantly different from other comparison algorithms (i.e., DTA, STA) in most cases.

Table 10. The Wilcoxon test results and mean value of ESMM-3WD and other methods.

Methods VM Migration
Times p-Value Number of

Closed PMs p-Value SLAV p-Value Energy
Consumption p-Value

DTA 244.90 0.8832 121.50 0.8857 0.67 0.8845 3,210,084.70 0.8857
STA 184.25 0.8857 60.85 0.8857 0.06 0.8820 2,877,091.00 0.8857

ESMM-3WD 139.65 - 61.15 - 0.06 - 2,619,540.20 -

Finally, the ESMM-3WD algorithm combines the theories of three-way decision, firstly
dividing the workload fluctuation into three parts and then using different mathematical
models to predict the load and dynamically adjust the threshold. The predicted load
improves the integration probability of virtual machines to optimize energy consumption.
From the effectiveness of the above indicators, the proposed algorithm has better perfor-
mance than other algorithms in reducing the number of migrations and saving energy
consumption, user service experience, and it is suitable for the dynamic and complex
environment of cloud data centers.

6. Conclusions

At present, the energy consumption of cloud datacenters is increasing daily, but most
of the waste of energy consumption is caused by the number of idle physical machines
and the excessive migration of virtual machines. In order to solve the above problems,
the proposed algorithm in this paper divides the load fluctuation into three categories: high,
medium, and low based on the three-way decision and uses different mathematical models
to predict the load according to different fluctuation categories. Finally, the predicted
load value adjusts the double threshold dynamically for virtual machine integration and
reducing energy consumption. In further research, we will focus on virtual machine
selection and placement under the cloud environment and propose a more significant
algorithm for energy savings.This paper does not consider the type of physical machines,
such as compute-intensive, memory-intensive, or storage-intensive, when migrating
virtual machines.
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