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Abstract: Compilation often takes a long time, especially for large projects or when identifying
better optimization options. Currently, compilers are mainly installed on local machines and used
as standalone software. Despite the availability of several online compilers, they do not offer an
efficient all-in-one package for private account management, command line interface (CLI), code
advisors, and optimization techniques. Today, the widespread usage of Software as a Service (SaaS) is
ever-growing, and compilers are not an exception. In this paper, we describe a symmetric approach to
compilation and how to compile code on distributed systems. Although some improvements in cloud
compilers have been made, it is possible to harness the potential of the most-modern technologies
and architecture patterns toward designing efficient, in-cloud compilers. In this paper, we propose an
architecture design of a cloud-based compiler that is fully compatible with orchestration technologies,
such as Kubernetes, providing a higher level of scalability, reliability, security, and maintainability.
Microservice architecture alongside containerization and orchestration technologies assist us in
making a scalable system that provides a high level of availability. We propose this architecture so
that the system can handle a higher workload as it receives a large number of compilation requests
per second. Distributed compilation is a prominent benefit of this approach, as each phase of the
compilation can be executed in a separate server, which supplies a kind of workload mitigation to
the whole system. In other words, we propose a new perspective for an intelligent way of advisor,
error detection, and optimization of compilers. We also propose an implementation example of
the developed architecture. Finally, we analyze the results from an experimental implementation,
proving that we can compile code from more than 100k requests concurrently on a cloud cluster with
one master node and three worker nodes.

Keywords: compilation; optimization; distributed systems; cloud computing; Kubernetes; microservice
architecture

1. Introduction

The amount of data to be processed, the complexity of algorithms, data collection to
feed neural network training [1], hardware resource restrictions, and new optimization
techniques for new microarchitectures lead us toward a new approach to data processing
and highly accessible computing resources. Thus, the idea of migrating compilers to the
cloud environment and deploying them as a microservice architecture is quite promising [2].

With the current situation (high complexity of centralized, monolithic, and standalone
applications) of compilers, the whole source code goes to the compilation pipeline as soon
as the compiler starts to compile.

The list below reveals some other restrictions with the current situation of compilers
as monolithic applications that the idea proposed in this paper is going to solve.

¢  Limited hardware resources;
e  Parallel compilation (we can perform some compilation stages in parallel, but we do
not take advantage of this opportunity);
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*  New phases of compilation should happen inside the compiler;

*  Microarchitecture-specific code generation and optimization;

e  Compiler versioning;

¢  Testing limitations in compiler development: TDD (test-driven development) and
BDD (behavior-driven development)

We focus on these issues in Section 1.1.

The usage of cloud computing and cloud dependencies is ever-growing nowadays.
According to the Haptic [3] analysis, European countries have almost 26% of the share of
cloud computing use. With cloud computing, it is possible to automate software updates
and integration specifically in microservice architectures. Cloud computing also brings
efficiency, cost reduction, automated horizontal and vertical scalability, disaster recovery,
mobility, and data-loss prevention.

Bringing compilers to the cloud environment will provide a multi-purpose and reliable
system for different types of compilers. It will also make compiler development much
faster and easier to control.

To summarize, we make the following contributions:

¢  Provided a method to port compilers to a cloud environment;

¢  Containerize different modules and the compiler;

*  Provide a network layer in front of the modules inside the container;

*  Provide a CLI tool to communicate with the compiler on the cloud;

*  Apply service discovery on the cloud cluster to facilitate services communication.

In Section 1.1, we describe the current state of compilers and their limitations. In
Section 2 we analyze related works. We introduce the proposed microservice approach in
Section 4. Then, the technical description of this approach is described in Section 5. The
implementation details of compiler deployment in a cloud environment are described in
Section 7. We present the results of our experiments in Section 8. We discuss the provided
approach in Section 6. Finally, in Section 9, we provide a conclusion and a discussion about
future work.

1.1. Limitations of the Current State

Hardware plays a crucial role in compilation and code execution, as more-powerful
hardware resources make the compilation process faster and more accurate. For example,
cache memory usage, pipelining, out-of-order execution, simultaneous multithreading,
vectorization, accelerators, and others technologies can be optimized by a compiler only
with the full awareness of the machine architecture.

As an example, 12th generation Intel Core i9 (Alder Lake) processors have the fol-
lowing most-highlighted technologies: Gaussian and Neural Accelerator, Thread Director,
Deep Learning Boost (Intel DL Boost), Optane Memory Support, Speed Shift Technology,
Turbo Boost Max Technology 3.0, Turbo Boost Technology, Hyper-Threading Technology,
Virtualization Technology (VT-x), Virtualization Technology for Directed I/O (VT-d), and
VT-x with Extended Page Tables (EPT).

Having the opportunity to use these technologies may not be possible for many
users or developers because they might not have the most-recent hardware. Thus, they
cannot compile their source code according to the hardware on which it will be exe-
cuted. With the proposed idea, the most-recent technologies can be provided to users in a
shared environment.

1.2. Parallelization of Compilation

The compilation process is naturally sequential (each phase happens just after the
previous one), as the input of each stage fully depends on the output of the previous one.
Further, it is almost impossible to use parts of a compiler concurrently with other tasks
when it is busy with other compilations by multiple users or applications. This means
when a compiler is processing code, practically speaking, we cannot use modules for other
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purposes [4]. With architecture provided on the cloud, we can use each module of the
compiler at any time. As an example, when a lexical analyzer is parsing code and busy
with Abstract Syntax Tree (AST) generation, we can use code generation as an independent
microservice with another intermediate representation (IR) as input. Figure 1 below shows
such a scenario.

Lexical analyser Code generator

Lexical analyser RTL

Figure 1. Compiler multi-usage.

1.3. Adding New Compilation Phases

If we add new plugins, passes, and modules for a compilation, we have to use the same
programming language that the compiler source code has been written in. For example, if
we want to create a new plugin for the GCC compiler, we have to use C or C++ to create a
shared library [5]. Thus, this is a restriction. In our method, however, any programming
language or technology can be used because it is going to act as a completely independent
microservice. In this approach, we can take the output of a pass and pass it as an input to
another microservice to do some processes, and then take its output and send it to another
microservice that is written in a completely different language and technology [6]. Later, in
Section 1.5, we talk about this technique in detail.

It is possible to add new phases to compilers by making new plugins or passes as
separate modules that can be loaded by a compiler. These plugins and passes need to
be used inside the main compilation process and, indeed, they are injected into the main
compilation pipeline. Figure 2 below shows a hierarchy of GCC plugin modules and
libraries that can be used to create custom plugins [7].

gec-plugin.h

config.h hashtab.h

[ ]

plugin.def

‘ coretypes.h | I highlev-plugincommon.h }

stdarg.h stdio.h safe<type.h sysitypes.h ermo.h signal.h filenames.h amp.h libiberty.h

Figure 2. GCC plugin class hierarchy.

To produce such new passes, we need to have access to the source code of a compiler,
then rebuild it with the pass manager. This may be a time-consuming process causing
various issues (such as different versions of a compiler). This can be solved by a SaaS
(Software as a Service) approach, By introducing new pods (the smallest execution unit in
Kubernetes’s model) to the cluster worker nodes from a separate microservice. New passes
can be written in any programming language and independently, because microservices
are technology independent. Then, we can use the new microservice for any stage of the
compilation process. Thus, it is not limited to the functionalities of the compiler core.

1.4. Code Generation and Optimization

When source code is compiled on a local computer, the machine code is generated
by the compiler specifically for that machine’s architecture and operating system (OS) [8].
With our approach, this problem can be solved as a user can choose the most desirable
architecture or OS for which the code needs to be compiled. The cloud service can provide
a vast range of architectures and OS types based on account settings [9].
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1.5. Technology Independence

Compilers are mostly written in low-level languages, and any contribution to them
should happen at the same level. The back-end of the compiler is responsible for generating
the actual machine code. Thus, any pass in the back-end should be written in a low-level
language due to the higher accessibility to the hardware and processor level. There are still
some parts of the compiler, specifically the front-end and middle-end, that can function in
a higher language or technology. For instance, suppose we need to add a new phase to the
compiler that can analyze an IR code, prepare a report, and generate advice, or we need to
apply some transformations.

With the current structure of compilers, it is not possible to involve a different technol-
ogy in the compilation process. One of the problems that hs been solved by our proposed
architecture is the possibility of using any low or high level technology in the compilation
time. By using such a microservice-based architecture, the modules of a compiler can
be written in different technologies. Consequently, the whole compiling system can be
expanded regardless of the technology or language.

LLVM, as a collection of modular and reusable compiler and tool-chain technologies,
helps us to create new front-ends for the specific language. The front-end reads the actual
source code and after lexical and syntax analysis, it generates the first IR for the middle-end.
Afterward, optimizer in the middle-end apply possible optimization techniques on the
IR-level and then generate the first and second transformed IRs. At the last stage, this
transformed IR code is passed to the back-end to generate the actual machine code. Figure 3
shows such a process.

Front-end
crr — / AR
Middle- Back-
Go | \ iddle-end ack-end, RISCV
L | —»
LLVM IR — LLVM optimizer —# LLVM IR —!-’ LLVM static compiler [
| »

Toy -- - toyc } \\)OwerPC
I _

Figure 3. LLVM compiler pipeline.

LLVM is quite flexible due to the separation of the front-end, middle-end, and back-
end. Due to this flexibility, it is quite possible to write a fully customized sanitizer for a
specific language. We can write a sanitizer as a pass in LLVM to modify or analyze IR
tuples. LLVM pass manager is responsible for attaching the newly written sanitizer as a
pass to the compilation process. Figure 4 shows such a process.

\\ LLVM Inst:

2

Compiler LLVM
front-end N\ Code Gen 1 LLVM module
/\
/ \ LLVM Function
/ Passes o
" 4 LLVM Basic block ;f Sanitizer pass [%q Backend
/
/
/
2

LLVM Inst

Driver/ toolchains ¢ Runtime library.a 1 Runtime library.a

Figure 4. LLVM sanitizer pass.

As we can see, the sanitizer pass is tightly coupled with the LLVM tool-chain. With
the proposed architecture, we break down this dependency and make it possible to write
sanitizer passes by a fully separated microservice. Even though we have the pass in the
middle of the process, we simply use it to send the instruction to the out of the LLVM
tool-chain process. Then we return it to the compilation pipeline, as shown in Figure 5.
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Figure 5. Sanitizer with microservice architecture.

According to this idea, it is possible to involve new microservices in the compiling
process and to use other languages rather than just low-level languages such as C/C++. As
another example, we can write new front-ends to parse a new language and generate the
AST based on grammar that is written in new technology, and introduce it to the LLVM
pass manager.

1.6. Testing Limitations in Compiler Development

Automated tests, one of the vital steps in CI/CD (Continuous Integration/Continuous
Deployment) of the software development process, may sometimes be quite difficult and
time-consuming with the current compilation process. To implement automated tests in
compilers, we need to always run them over the whole application. By porting compilers
from a monolithic architecture to microservice architecture, tests of a single microservice
need to be executed only over that single microservice and not over the whole application.
Because these two processes are completely independent.

We have prepared a fully automated CI/CD pipeline for this purpose. Each microser-
vice is hosted on a separate repository. The repositories are connected to our builder system
(Jenkins) as multi-branch pipelines. With these multi-branch pipelines, we have different
pipelines for different branches. Overall, there are two major branches: Develop and Main.
Bypassing the Develop branch pipeline, we tag the containers as “develop” and push them
to a private Docker registry. From the other side, we deploy and version the containers from
the Main branch with the tag “stable” and deploy them in the production environment.
Figure 6 reveals such a process.

&

Docker

Jenkins

Code-repo

o
Major-version Main
Develop
Fealire’_ ug fix
'

Figure 6. Deployment pipeline.

We produced containers containing LLVM modules with an HTTP front layer and
then prepared an automated CI/CD pipeline on Jenkins, so that by pushing new codes to
the repository, we hook the builder on Jenkins and start a pipeline for test and deployment
automation. Figure 7 is an example of such a pipeline.
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Figure 7. CI/CD pipeline on Jenkins.

This pipeline has eight stages overall. The first tree stages fetch the code from the
repository and build the project. The fourth stage tries to run the tests over the built project
inside the container. Such separation of services and branches makes a safe environment
for testing, quality assurance, and reliable deployment. If any bug happens with one of
the services, we still have the latest stable version in the production environment, and we
simply catch the bug in the staging environment.

Afterward, the next stages try to push the tested container to the docker registry to
make it accessible for the production environments. After this process, all of the modules
are deployed on the Kubernetes cluster as an orchestration of the microservices. Figure 8 is
a schematic of such a resource map on Kubernetes.
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Figure 8. Deployment resource map.

2. Related Works

The authors of [10] proposed deploying a compiler on a private cloud that can be
established and managed inside a company’s internal network. In this paper, the authors
proposed an architecture that takes the code from a client and, after compiling it, produces
an executable file and generates a direct link to it. Most users do not prefer to store their
execution files on a third-party server, and storage issues also appear. Storing executable
files or compilation history should be an option for the user, and the authors of this paper
did not point to such an option, which can also raise security and privacy issues.

The authors of [11] proposed an architecture of the compiler service and the deploy-
ment model. Their approach consisted of the same monolithic compiler installed on the
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server, and there is no module destruction. In this paper, the authors provided an algo-
rithm to dedicate servers to incoming requests by a priority list. In this approach, if the
servers are all busy, then the user waits for a server to be free. In other words, there is no
vertical-scaling mechanism, and the servers are statically allocated for a compiler service.
The approach provided in this paper is completely monolithic, and there is no mechanism
for compiler module separation.

The authors of [12] introduced a theory in which a shared pool of configurable com-
puting resources is provided. The model is proposed based on a private cloud model
provisioned on Ubuntu Enterprise Cloud (UEC). It provides hosted services to a limited
number of clients, and the service is distributed in a heterogeneous manner [13]. In such
a model, the authors provided the resources of a cloud computing system (CCS) with
multi-state devices.

As a sufficient evaluation of such a system, the authors proposed a non-sequential
Monte Carlo simulation (MCS) with a traceable approach to assessment by iteratively
drawing many random samples and observing system behavior. After this assessment,
there is also a classification step of MCS, in which the requested and available system
resources with the device dimensions are compared. At the same time, the utilization of
each device is calculated.

M. Pabitha, T. Selvakumar, and S. P. Devi also proposed a compiler over a private
cloud on a Linux environment in [14]. In this paper, we can see how a cloud environment
can be prepared to serve a compiler as a service. Although it runs the compiler over a
cloud infrastructure, it still uses the same standalone monolithic compiler, and there are no
scalability or high-availability features. It is also accessible for only a limited number of
users. In addition, it does not provide a replication management system, and the whole
system dies if the compiler service stops responding for any reason.

S. Taherizadeh and M. Grobelnik [15] provided a set of key factors to consider in the
development of auto-scaling methods. In their paper, the three key influencing factors
including conservative constants, adaptation interval called control loop period (CLTP),
and stopping at a maximum of one container instance in each CLTP have been introduced.

The authors provided a method to tune the auto-scaling of containerized applications
under the condition of predictable bursting workloads. The CPU-based auto-scaling policy
of Kubernetes causes some container miss-instantiating problems with minor fluctuations
of the containers. The authors of this paper also provided one further step to be considered:
various adaptation intervals rather than a fixed period by the Kubernetes CLTP. Most cloud
auto-scaling practices are done according to infrastructure-level rules, such as CPU-based
auto-scaling policies which are related to the average of the CPU utilization threshold. For
example, if the threshold is set at 80%, a new replication will be created at 81% utilization.
The authors of this paper proposed an algorithm with a conservation constant (a) that is
the constant for auto-scaling.

The authors of [16] examined some compilers and evaluated the generated code from
each of them with respect to the ISA (instruction-set architecture). They examined some
parameters of the code generated by the compilers, including dynamic instruction count,
performance, generated code size, power consumption, and execution time. Using different
compilers can result in large performance values even on the same target machine. Thus,
selecting a compiler for system development is very important to get the highest perfor-
mance. The authors did a detailed comparison of LLVM and GCC with respect to code size
and dynamic instruction count for EISC-embedded processors. Afterward, they compared
different architectures, such as RISC, CISC, and EISC based on the EEMBC benchmark
(including representatives of various kinds of embedded applications). The experiments
were done with the “-O2” optimization option. Their results showed a best-case of LLVM
reducing dynamic instructions by about 80% in iirflt benchmark. For autocor, the dynamic
instruction count increased by 70%, and LLVM outperformed GCC in some benchmarks
such as iirflt and bezier-fixed. LLVM performs better in loop-unrolling. An innermost loop
is completely unrolled even if it has a loop unrolling factor of eight. Consequently, GCC
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and LLVM are the most popular compilers, and the codes generated with them have the
highest performance.

3. Cloud Infrastructure

Cloud computing architecture consists of a number of coupled distinct components.
Generally speaking, cloud architecture can be divided into two main parts: front-end and
back-end, which are connected through a network [17].

The front-end of the cloud architecture refers to the user side of the cloud computing
system. It is made up of an interface and applications that are useful for accessing and
managing the cloud platform (usually a web application) [18].

The back-end of a cloud system refers to the cloud system on the server. It has all the
resources required to provide cloud computing services. It comprises a huge amount of
data storage, virtual machines, services, security firewalls, deployments, pods, stateful sets,
and replica sets. It is worth noticing that the built-in security mechanism, traffic control,
and protocols are the responsibilities of the back-end of the cloud computing system. The
cloud server employs a set of protocols referred to as middleware that helps the services
communicate with each other.

3.1. Cloud Computing

Cloud computing is a kind of computation that involves several computers located in
different locations around the world connected to the main computer (accessible within
the network) through any accessible network [19]. Cloud computing provides on-demand
network access to a shared pool of configurable computing machines (e.g., computing
resources, networks, storage environments, and applications). Services on the cloud are
classified as Software as a Service (SaaS), Communication as a Service (CaaS), Platform as a
Service (PaaS), Infrastructure as a service (laas), or Network as a service (NaaS).

Deploying the services on a cloud infrastructure reduces the overhead and cost for the
end-user while increasing flexibility.

3.2. Virtualization Concept

Sharing a single physical instance of a machine or application among several users
is referred to as virtualization [20]. It happens by assigning a logical name to a dedicated
physical resource and providing a pointer to that physical resource on demand. A virtual
machine (VM) provides a virtual environment that is separated from the underlying
hardware logically. The machine hosting the virtual machine is called the “host machine”,
and the guest machine is referred to as the “virtual environment” on the host machine. The
technology that makes it possible to provision a virtual machine on a host machine is called
a hypervisor. Since hypervisors are a kind of software layer by which a host computer can
support multiple VMs simultaneously, they became a key element of the technology that
makes cloud computing possible.

In general, there are two different types of hypervisors: bare metal, which executes
on a bare system and handles virtualization tasks directly onto the hardware before the
system; and hosted, which runs within the operating system of the host machine and can
emulate the devices of a VM.

3.3. Containerization and Microservices

Today, encapsulation of an application as a single and independent package of software
that can bundle application codes together with all of the dependencies, libraries, and
configuration files needed to run is possible with containerization. To do so, run-time
engines (e.g., Docker) should be installed on each node of a cloud cluster (master and
worker nodes), which creates a condition for the containers to share a single operating
system kernel inside the same node (independent server) with all other containers. Figure 9
represents an example of a containerized application that contains several independent
microservices and open-source services.
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Figure 9. Containerized microservices.

A containerized application can contain hundreds or thousands of containers. This
issue introduces overwhelming complexity if managed manually. Container orchestra-
tion handles this complexity and makes it more manageable, as it provides a declarative
approach to automation.

Finally, microservices are an architectural approach to software development that
structures software as a network of small and independent services that communicate with
one another [21].

In classical monolithic architectures, the whole application runs as a single service
so that all of its processes are tightly coupled [22]. Thus, if a process of an application
has an issue or a spike in demand, the entire architecture should be redesigned and
scaled. As the code base grows, improvement of a monolithic application’s features become
more convoluted, similar to current compilers installed on clients” machines locally or
in the cloud. Based on microservice architecture, an application is built as small and
independent components that can execute each application process as a service. Each
service is responsible for business logic and performs a single functionality. Due to this
independence, each service can be updated, deployed, and scaled to meet the demand for
a specific feature [23].

The execution model in current compilers such as GCC is quite straightforward, and a
single application is responsible for all features of the compiler (Figure 10).

o »
A 4 »

o R B

machine code

Figure 10. GCC as an example of a monolithic compiler model.

4. Proposed Approach

In the proposed approach, we represent the phases of compilation as different mi-
croservices plus include other microservices such as a linker, assembler, code advisor,
database controller, and user manager (Figure 11).



Symmetry 2022, 14, 1818 10 of 19

o
& docker . & docker
5
g Intermediate_code
@ Preprocessor-msvc @ Lexical_analyzer_msve @ Syntax_analyzer_msve ® Semantic_analyzer_msve H _generator_msve
S & POD
POD POD POD POD 2
lication
feation

¥
3
Replication 1 Replication 1 20 »—% Replication 1 £
: %o &° : H
POD
POD POD POD POD
—— e o g .
lication
Application Application Application Application
o o . . Replication n
Replication n Replication n Replication n Replication n o
: (o33

e

Code_optimization_msve

0D

Almedie

Account
manager
FJ ]
3
=
=
2

Front-end Node

|

& docker

$Ml:hin:_¢ode_gen=ﬂlnr
msve

POD

Application

Replication 1

lication
Config-file Appl

Database

°

0D

Database-
controller-msvc

Application

Replication n
POD

Service

Controller manager

Middle-end

Node

API-gateway

N

———
p;."....";!.rﬁ.m_m.n Master Node

Application

Replication n

i

Back -end
Node

Figure 11. Microservice compiler model.

In this model, each phase of compilation is executed separately as an independent
service. The output of each microservice is transferred to the Kafka microservice (dis-
tributed event streaming platform). The aforementioned architecture focuses on Google
Kubernetes container orchestration technology [24]. Kubernetes is an open-source project
that provides container orchestration to provision multi-node cloud clusters. With this
technology, we deploy the microservices as independent containers using Docker as a
containerization platform. With this model, we can have hundreds or even thousands of
container replications (pods).

Each microservice can have many copies of one pod through a system called “replica
set”. If a pod dies, there are other replications of the same pod to handle the new incoming
requests. And another service called “Kubelet” raises a new pod to replace the died one.
These mechanism helps the system to improve the availability of the whole orchestra as
well as mitigate downtime.

4.1. Inter-Service Communication

In the monolithic style of current compilers, the application is tightly coupled, and
all the layers of the application are accessible to the user as a bottleneck. Thus, there is no
need for inter-service communication (Figure 12).
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Figure 12. Current compiler architecture.

When it comes to microservice architecture, we need to divide the application into
multiple services, and each service has its own storage environment. In our architecture, we
use producer—-consumer-based Kafka broker (Figure 13) as our microservice communication
technology so that each service has full connection with other services. Instead of sending
data between different modules of the compiler in shared memory, we send them through
a network protocol (TCP/UDP or HTTP/HTTPS). For each communication scenario, we
have a defined message pattern as illustrated in Figure 13.

APACHE KAFKA

CLUSTER
———> (__CoNsumMER )
PRODUCER © o © CONSUMER
Sl S [ & [ N
(C_consumer )
PRODUCER = = = CONSUMER
m m m
a ] a
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Figure 13. Kafka structure.

Further, we divide the front-end and back-end of the compiler into two different
namespaces in the cloud environment. Each namespace has its own responsibility, and
the results of the first namespace go to the next namespace through the Kafka broker. An
internally accessible service with a cluster IP type (a service that is accessible internally)
associated with a defined IP is dedicated to a group of pod replications. Each deployment
can be served to a large number of users.

In our microservice architecture, communication between services plays a crucial
role on performance. Thus, according to our requirements, we need to choose the right
approach for inter-service communication.

4.2. Services Routing

We use Nginx as our reverse proxy in the implementation of Kubernetes. ingress [25]
acts as a load balancer in the front line of the cluster. The first destination of the incoming
requests will be our API gateway, which takes the requests, passes them through a security
layer, and spreads them among the microservices.

Figure 14 shows the approach in detail.
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Figure 14. Cloud compiler inter-service communication model.

5. Technical Description

In this article, we use LLVM as a collection of modular and reusable compiler and
tool-chain technologies for our implementation and experiments. To develop such a system,
we need to have a front layer for each LLVM (compiler infrastructure as a collection of
modular and reusable compiler and tool-chain technologies) tool that is going to provide
services to the end-user in HTTP protocol. By providing APIs for each feature, the gateway
layer of our microservice implementation makes a command request in the background to
the appropriate LLVM tool and sends back the result as an HTTP response to the requesting
service. Figure 15 below provides a scheme of this mechanism.

Executable tool
command
3 jor  RE——
B HTTP layer Tesull

input code

LA
. A
2097

command
3 jor  He——
. HTTP layer e~
|

Figure 15. Compile LLVM tools.

LLVM provides several tools separately for each phase of the compilation. For this
purpose, we can build each part of LLVM with its appropriate object files and shared
libraries as shown below in Figure 16.

Compiled llvm tool

compile
source code P

Figure 16. HTTP front layer.

After building a tool with LLVM (each tool will be a different compilation phase) we
prepare an HTTP layer that acts as a front layer for incoming HTTP requests by listening
on a specific port. As an example, an HTTP layer can take a request from a service that
transforms an input file containing human-readable LLVM assembly language, translates it
to LLVM bitcode, and writes the result into a file or to standard output. We can do such an
operation using llvm-as (LLVM assembler tool) [26].
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Below is a short list of available LLVM tools that can be packaged as Docker containers
to be deployed as pods inside a Kubernetes cluster.

¢ dsymutil—manipulate archived DWARF debug symbol files
e  llc—LLVM static compiler

e lli—directly execute programs from LLVM bitcode

* llvm-as—LLVM assembler

¢ llvm-config—Print LLVM compilation options

*  llvm-cov—emit coverage information

¢ llvm-cxxmap—Mangled name remapping tool

e llvin-diff —LLVM structural ‘diff’

*  llvin-dis—LLVM disassembler

¢ clang-tidy syntax analyzer

¢ llvm-dwarfdump—dump and verify DWARF debug information
e llvm-lib—LLVM lib.exe compatible library tool

¢ llvm-libtool-darwin—LLVM tool for creating libraries for Darwin
¢ llvm-link—LLVM bitcode linker

e llvm-lipo—LLVM tool for manipulating universal binaries

¢ llvm-mca—LLVM Machine Code Analyzer

* llvm-otool—Mach-O dumping tool

*  llvm-profdata—profile data tool

¢ llvm-readobj—LLVM Object Reader

¢  llvm-remark-size-diff—diff size remarks

*  llvm-stress—generate random .1 files

¢ llvm-symbolizer—convert addresses into source code locations
e  opt—LLVM optimizer

* llvm-addr2line—a drop-in replacement for addr2line

¢ llvm-ar—LLVM archiver

¢ llvm-cxxfilt—LLVM symbol name demangler

¢ llvm-bcanalyzer—LLVM bitcode analyzer

¢  FileCheck—Flexible pattern matching file verifier

*  llvm-ifs—shared object stubbing tool

¢ llvm-profgen—LLVM SPGO profile generation tool

¢ llvm-tli-checker—TargetLibraryInfo vs. library checker

6. Discussion and Limitations

As compilers, and specifically LLVM/Clang, are not naturally microservice-based, we
need to consider the complexity of the conversion. The proposed approach describes how
it would be possible to migrate the compiler to a cloud environment. With the compiler
as a microservice, we have the opportunity to scale up and down the replicas of the
microservices (Vertical Scaling). However, Horizontal Scaling also can bring some benefits.
With Horizontal Scaling, we can improve the power of the nodes or join new nodes to the
system (as worker nodes); we can maintain the compiler as a service with high availability.

Deploying such a system containing a large number of containers leads to an elabo-
rated CI/CD (continuous integration and continuous delivery) pipeline, and the existence
of a fully automated deployment pipeline is undeniable. To make such a pipeline, we re-
quire a container registry to be accessible from the both testing and production environment.
A full path is necessary from the development environment (where we write the actual
code for a new microservice) to the production environment, so that we can go through the
pipeline to ensure that the whole system is working by adding a new microservices [27].
As we are porting a compiler from a monolithic approach to a microservice approach, it is
quite possible to apply such a pipeline. Another benefit of the provided approach is that
it will be possible to package a single module of a compiler with all its dependencies and
configurations and transfer it to the release environment [28].
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Additionally, by having access to the IR of the compiled code in each microservice, it is
possible to conduct different analyses on the IRs during the compilation process or to even
apply new optimization techniques. By the nature of the microservice pattern, we have
enough freedom to involve different technologies and different programming languages in
the compilation pipeline. By increasing the number of requests and the workload on the
microservices, we benefit from the Canary deployment strategy and divide the network
traffic among compiler microservices logically. Suppose we just added a microservice to
the compilation chain and we need to test the workload or get feedback from users. In such
a situation, by applying Canary deployment to the system, we can dedicate a percentage of
the traffic to that specific service and prevent the whole system to going down in case of
an exception in the new microservice. As a final benefit, it is possible to support several
different compilers for different languages.

In a cloud environment, we need to somehow prepare an automatic scaling mechanism
so that the cluster can grow horizontally and vertically based on demand. The provided
approach is quite appropriate for such a mechanism, as services can be scaled up and down
as they run independent pods and can increase the number of replications and spread them
among the worker nodes.

However, we also see several limitations and hardships in migration. As current com-
pilers have modules tightly coupled as one service, their separation and containerization is
quite complex. We need to have a network layer in front of each module in the container,
and each module has a different list of commands and flags. The front-line network layer
needs to be aware of all of these and provide different TCP or HTTP APIs and then execute
the most appropriate command to manage a service running in the background. A con-
tainer with a module inside should be fully compatible with the compiler service running
in the background in terms of microarchitecture design and limitations.

7. Deployment

The end-user has two possibilities to work with the service: CLI (Command line
interface) and a Web application.

CLI (Command Line Interface)

To use the CLI, the user needs to get authenticated for the first usage by the system
through a 256-SHA access token coupled with the user name and password. Users will get
access to the compilation service only after system authentication. Listing 1 below provides
a list of commands with appropriate flags that can be activated through the CLIL

Listing 1. CLI usage.

root@user: cloud-compiler -h
usage: cloud-compiler [OPTIONS] COMMAND
A multi-language cloud-based compiler

options:

-u upload the code

—-c compile the code

-0 output

-v version

-h help

-w watch

-ol optimization level 1
-02 optimization level 2
-03 optimization level 3
-r download the report
-s get the intermediate representation

-d delete a code or a project



Symmetry 2022, 14, 1818

15 0f 19

-a activate the advisor

command

——auth authenticate the user
——switch switch between accounts
——plugin activate a compiler plugin

—-language specify the desired language
——processor type of the processor
—-—advisor get the appropriate advice
--logout logout from the account

As an example, a CLI code to run a C++ program with code advisor activated and
level 3 optimization will look like Listing 2.

Listing 2. Uploading the code.

root@user: cloud-compiler —c source.cpp -o result -03 -a -w -u -s
uploading the code...
HHHHHAHHHHAHAHH R AR AARRRFEAEREEAS 60 %

Figure 17 is a real deployment graph of the compiler as a cloud service on a Kubernetes
cluster. The system as provided has a front-line gateway that takes the requests from the
users and routes them to the back-end layer through the message broker. Then, all the
compiler modules as well as new modules communicate through the same message broker.
After compilation, the result of each pass can be transferred to the gateway and sent to the
end-user as an HTTP response.

% User controller
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¥ controller
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policies
% User federation

—a Main gateway

% Preprocessor

¥ Machine code
generator

y i secrets
Code advisor 3 /

Linker

Code
Optimizer
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k Code optimizer
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Figure 17. Deployment graph.

8. Experiments

A large part of overall cloud server performance comes from storage and read—write
speed. In this research, we use the Fio benchmark, which is an I/O benchmarking and
stress-test tool available on multiple platforms [29].

The specifications of the cloud service to run the experiments with one master node
and two worker nodes are as follows:
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®  Processor: 2 x Intel Xeon Processor E5-2680 (20 M Cache, 2.70 GHz, 8.00 GT/s Intel(R)
QPI) (16 Cores 32 Threads)

*  Operating System: Ubuntu 20.0.4

¢  Storage: 2 x 300 GB 10K RPM SATA Hot Plug Hard Drive : Raid 1

e RAM: 32 GBRAM

In addition to the Fio benchmark, we also estimate the time for compiling an 8 x 8
matrix multiplication program written in C++ with LLVM/Clang compiler. We compare
compilation time for a different number of worker nodes joined to the master node in the
cluster. According to the experiment, we compile the code with level 3 optimization and
code advisor activated. Then, we compare the time taken to send the code to the server and
get the result. As provided in the plot, increasing the number of worker nodes decreases
the compilation time accordingly.

The experiment is done with 10 replications per deployment in the cluster. The results
are shown in Figure 18.
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Figure 18. Compilation time.

Another experimental result is provided in Figure 19. By increasing the number of
worker nodes joined to the cluster, the number of concurrent requests grows, and the
number of concurrent users that the server can handle also increases. Server downtime
decreases, and compilation speed increases.
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Figure 19. Concurrent users and requests.

9. Conclusions

Cloud computing is now quite ubiquitous, and the migration of standalone appli-
cations from local machines to cloud environments is undeniable. As the demand for
Internet is increasing among users, it is necessary to provide centralized applications to
users. Cloud computing in the software industry plays an important role in this modern
technology. Providing applications as a collection of small units such as microservices
makes auto-scaling easier and improves application accessibility.

In this paper, we have provided a new approach to deploying compilers on cloud
infrastructure as a microservice-based architecture. According to the provided approach,
we split the compiler from a monolithic service into several discrete, small services in
different namespaces (front-end, middle-end, and back-end). Then, we proved we can have
a service up and running with high availability on the cloud and provide a remote compiler
for users to support many languages alongside other services such as an optimizer and an
advisor. Additionally, experimental results showed much better compilation performance,
as we were able to compile the program on more powerful hardware resources and generate
the machine code in a short time and with a higher number of concurrent users.

To continue this research, we plan to add new optimization microservices to conduct
the optimization at the IR level, and also implement an intelligent advisor that can produce
useful advises for the programmer based on the CFG (control flow graph), generated
IR, and machine code. With the data gathered from different code blocks, optimized
algorithm implementation, and code-base designs, we plan to train a set of neural networks
to recommend better optimized and higher-performance code to the programmer.
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Abbreviations

The following abbreviations are used in this manuscript:

CLI command-line interface

SaaS Software as a Service

TDD Test-Driven Development

BDD Behavior-Driven Development

EPT Extended Page Tables

AST Abstract Syntax Tree

GCC GNU Compiler Collection

CI/CD Continuous Integration and Continuous Delivery

CaaS Containers as a Service
PaaS Platform as a Service

TaaS Infrastructure as a Service
NaaS Network as a Service

VM Virtual Machine

LLVM  Low-Level Virtual Machine
UEC Ubuntu Enterprise Cloud
CFG Control Flow Graph
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