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Abstract: It is known that the method of Lyapunov functionals is a powerful method of stability
investigation for functional differential equations. Here, it is shown how the previously proposed
method of stability investigation for nonlinear stochastic differential equations with delay and a high
order of nonlinearity can be extended to nonlinear mathematical models of a much more general
form. An important feature is the combination of the method of Lyapunov functionals with the
method of Linear Matrix Inequalities (LMIs). Some examples of applications of the proposed method
of stability research to known mathematical models are given.

Keywords: stability of equilibria; nonlinear delay differential equations; stochastic perturbations;
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1. Introduction

It is known that after the works of Krasovskii N.N. [1-3], the method of Lyapunov
functionals or the so-called method of Lyapunov—Krasovskii functionals is one of the
most powerful methods of stability investigation for functional differential equations
(see, for instance [4-8] and the references therein). The special procedure of Lyapunov
functionals construction allows for the construction of different Lyapunov functionals for
one differential equation with delay and, as a result, obtains different stability conditions
for the considered equation [4].

The aim of this paper is to show how the application of the method proposed in [9]
for studying the stability of nonlinear stochastic functional differential equations with
a high order of nonlinearity can be extended to mathematical models of a much more
general form.

1.1. Statement of the Problem

Consider the nonlinear differential equation with distributed delays:

() :a+Ax(t)+li{ /0°° Bix(ts)dKi(s)Jré/Oooﬂ(x(t),x(ts))dFi(s), "

wherea, x(t) € R", A, B; € R"*", fi(x1,x2) € R" are nonlinear differentiable functions, and
K;(s) and F;(s) are scalar right-continuous nondecreasing functions of bounded variation
on [0, %), such that

Ki:/ooodK,-(s) < oo, l—"l-:/OOOdFi(s) < o0, ?)

and the integrals are understood in the Stieltjes sense.
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From (1) and (2), it follows that the equilibrium x* of Equation (1) is defined by
the equation

k m
a+ <A+ZKiBi>x*+ZFiﬁ(x*,x*) = 0. 3)
i=1 i=1
We will investigate the stability of Equation (1) equilibrium x* under stochastic per-
turbations of the white-noise type that are directly proportional to the deviation of the
solution x(t) from the equilibrium x* and immediately influence the derivative. In doing
this, Equation (1) takes the form of Ito’s stochastic differential equation [4,10]

dx(t) = <a+Ax +2/ Bix(t — s)dK;(s +2/ filx t—s))dFi(s)>dt
4)
+ ZC x*)dwi(t),  x(s) =¢(s) € Hy, s<0,

where C; € R"™" and wj(t), j = 1,...,1, are mutually independent standard Wiener
processes on the completed probablhty space {Q), §, P} with a nondecreasing family of
o-algebras §, and H, is the space of §p-adapted stochastic processes ¢(s), s < 0, with con-
tinuous trajectories.

Note that stochastic perturbations of the type (4) were firstly used in [11] and later
in many other research works (see, for instance, [4] and references therein). In this, the
equilibrium x* of Equation (1) is also the solution of the stochastic differential Equation (4).

Let us center Equation (4) at the equilibrium x* using the new variable y(t) = x(t) — x*.
From (4) we have

W(t) = <a+Ax+y +Z/ (" + y(t = ))AKi(s)
@)
+Z/ filx* +y(t),x* +y(t —s))dFE(s )dH—Z

It is clear that the stability of the equilibrium x* of Equation (4) is equivalent to the
stability of the zero solution of Equation (5).

Let J; fi(x1,x2), j = 1,2, be the Jacobian matrix of the function f;(x1,x;) € R" with
respect to the variable x;. Using Taylor’s expansion in the form

fi(xi +y1, 23+ y2) = filxi,x0) + 1 fi(x1, x2)y1 + T fi(x1, %3)y2 + o(y1) + 0(y2),

where lim o(y1) =0, i o(y2)
ly1l—0 [y v2l=0 [y2]

= 0, via (2) we have

ARGy, (= s)dr ()
=Fifi(x*,x*) + FJ1fi(x*, x*)y(t) (6)
+ /0 Tafi(x, x* )y (t — s)dFi(s) + 0(y1) + 0(y2)-

Substituting (6) into (5) and using (2) and (3), we obtain the linear approximation of
the nonlinear Equation (5)

dz(t) =

(A Ly Fl-Dll-) 2(1) + i /O°° Byz(t — s)dKi(s)
i=1

i=1

.- )
+;/O Dyiz(t — s)dF;(s)

I
dt+ Y Ciz(t)dw;(t),
j=1
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where

Dy = Jifi(x*,x*), Dy = Lofi(x*,x*). ®)

Remark 1. Using (2), the equalities

dt(f /ts T)dtdK;( )) :Kiz(t)—/omz(t—s)dKi(s),

o ©)
= (/ /t =) )) — Fa(t) — /O 2(t — 8)dF;(s),
and (8), transform Equation (7) into the form of a neutral-type equation
1
dZ(t) = (A+ H)z(t)dt + ) Ciz(t)dw(t), Z(t) = z(t) + G(¢),
j=1
k m 1
H=).K B+ZP Dy; + Da), ZB@ )+ LD, 0

=1

//ts T)dtdK;(s), //ts T)dtdEi(s).

1.2. Some Auxiliary Definitions and Statements

Definition 1 ([4]). The zero solution of Equation (5) with the initial condition y(s) = ¢(s),
s < 0, is called stable in probability if for any €1 > 0 and e > 0 there exists § > 0 such that
the solution y(t, ¢) of Equation (5) satisfies the condition P{sup,~, |y(t, )| > €1} < &5 for any
initial function ¢ such that P{sup,_, |¢(s)| <o} = 1. N

Definition 2 ([4]). The zero solution of Equation (7) with the initial condition z(s) = ¢(s), s <0,

is called:

- Mean square stable if for any ¢ > 0 there exists a § > 0 such that E|z(t,¢)|> < e, t > 0,
provided that ||§||*> = sup,, E|p(s)|* < &;

- Asymptotically mean squarg stable if it is mean square stable and for each initial function ¢
the solution z(t) of Equation (7) satisfies the condition lim;_,c E|z(t)|? = 0.

Remark 2. The representation (6) in particular means that the level of nonlinearity of Equation (5)
is more than one. In this case, it is known that sufficient conditions for the asymptotic mean square
stability of the zero solution of the linear Equation (7) are also sufficient conditions for stability in
probability of the zero solution of the nonlinear Equation (5) and therefore are sufficient conditions
for stability in probability of the equilibrium x* of Equation (4) [4].

Let z(t) be a value of Equation (7) solution in the time moment and ¢, z; = z(t +s),
s < 0 be the trajectory of Equation (7) solution until the time moment t. Consider a
functional V(t,¢) : [0,00) x Hy — R, that can be presented in the form V (¢, ¢) =
V(t,9(0),¢(s)),s <0, and for ¢ = z; put

Vo(t,z) =V(t,@) =V(t,zt) =V(tzz(t+s)), z=¢0)=2z(), s<0 (11)

Denote by D the set of the functionals, for which the function Vi, (¢, z) defined in (11)
has a continuous derivative with respect to t and two continuous derivatives with respect
to z. Let’ be the sign of transpose, V and V2 be the first and the second derivatives,
respectively, of the function V(t,z) with respect to z. For the functionals from D, the
generator L of Equation (7) has the form [4,10]
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oVy(t,z(t))
ot

k m

+ ) Biui(zt) + ) Daivi(z)
i=1 i=1

wi(z2) = /Oooz(t—s)dKi(s),

LV (t,z1) = + VV,(t,z(t))

(A + i F'D1i> Z(t)

i=1

i HCV2V,(tz(h)Ciz(t),  (12)

vilz) = [ 2t~ s)dF(s)

Theorem 1 ([4]). Let there exist a functional V (t, ¢) € D and positive constants c1, ¢, c3, such
that the following conditions hold:

EV(t,z:) > c1E|z(t)[%, V(0,¢) < cllo| ELV(t,z:) < —c3E|z(t)|.

Then the zero solution of Equation (7) is asymptotically mean square stable.

Lemma 1 ([9]). Let R € R™*" be a positive definite matrix, z = fQ y(s)u(ds), where z,y(s) € R",
u(ds) is some measure on Q such that u(Q) < oo and the integral is defined in the Lebesgue sense.
Then

#Re < u(Q) [ ¥/ (5)Ry(s)n(ds) (13)
Definition 3 ([4]). The trace of the k-th order of a n x n matrix A = ||a;;|| is defined as follows:

i iy

1<ip<...<i<n

Sk = k=1,...,n.

Aiiq iy

n
Here, in particular, Sy = Tr(A), S, = det(A), S,—1 = ¥ Aj;, where A;; is the algebraic
i=1

complement of the diagonal element a;; of the matrix A.

Lemma 2 ([4]). A 2 X 2 matrix A is the Hurwitz matrix if and only if S; < 0, S > 0. A3 x 3
matrix A is the Hurwitz matrix if and only if S < 0, 5152 < S3 < 0.

2. Stability

In this section, we obtain sufficient conditions for the asymptotic mean square stability
of the zero solutions of Equations (7) and (10), which, following Remark 2, are also sufficient
conditions for stability in probability of the equilibrium x* of Equation (4).

Note that the sign “*” inside of a matrix indicates a symmetric element of a symmetric
matrix, and the matrix inequality ¥ < 0 indicates that the symmetric matrix ¥ is a negative
definite one.

Theorem 2. Let there exist positive definite n x n matrices P, Q1,...,Qrand Ry, ..., Ry, such
that the LMI is satisfied:
[®y PB; PB, PDy PD»,;,T
x  —Qq 0 0 0
Yy = * —Qk 0 0 <0,
* * —Rq 0 (14)
| * * * * —Ry; |

m
Oy = P(A + Y EDy;

i=1

m
) + (A + ZFiDli

i=1

! ! k m
) P+ ) CiPCi+) KiQi+) F'R;.
j=1 i=1 i=1
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Then the equilibrium x* of Equation (4) is stable in probability.

Proof. Following Remark 2, it is enough to prove that the zero solution of the linear
Equation (7) is asymptotically mean square stable. Let L be the generator of Equation (7) [4,10].
Following the procedure of Lyapunov functional construction [4], we will construct the
Lyapunov functional for Equation (7) in the form V = V; + V,, where V; (z(t)) = 2/ (¢) Pz(t),
P > 0. Using (12) for V;(z(t)), we have

LVi(2(t)) =27/ (1) P

i=1 i=1 i=1

(A + i PiD1i> z(t) + i Biui(zt) + i DZivi(zt)]
I

+ )2 (HCPCyz(t)

=

=2(1

(15)
z(t)

m m ! I}
P (A + Y EDy; |+ (A +) FiD1i> P+ CiPC;

i=1 i=1 j=1

m
+2 Zz t)PBjui(z¢) +2 Y 2 (t)PDyvi(zy).
i=1

Let us choose the additional functional V5 in the form

Va(t, z1) ZK/ /ts T)dTdK;(s)
+2F/ /ts T)dtdF(s), Qi R;> 0.

Using (2) and the inequality (13), we have

ul(t)Q <I</ (t —s)Qiz(t — s)dK;(s),
£)R;v;(t <F/ (t — s)Riz(t — s)dF;(s).

So, for the functional V5, we obtain

k k oo
LV2 i‘ Zt ; ; / t_S)Ql (i‘—S)dK,'(S)

+ZF2’ PRz (t ZF/ '(t — §)Riz(t — s)dFi(s) (16)

i=1
k k m
! i‘) ZK?Ql + Z FlzRi Z(i‘) — Z uﬁ(t)Qiui(t) — ZU;(t)RiUi(t).
i=1 i=1 i=1 i=1
From (15) and (16) for the functional V = V; 4 V3, it follows that

m

LV (t,z;) <z'(t)Poz(t +222 t)PBjuj(z¢) +2 Y 2 (t)PDyvi(z)

i=1
k
- Lt

=’ (t)¥o((t),

where the matrices @) and ¥ are defined in (14) and {(t) = col(z(t), ui(t), ..., ur(t),

v1(t), ..., om(t)).

1

" 0! (1) Rioi 1)
=1
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So, the construction above the Lyapunov functional V satisfies Theorem 1. Thus,
the zero solution of Equation (7) is asymptotically mean square stable, and, therefore,
the equilibrium x* of Equation (4) is stable in probability. The proof is completed. O

Theorem 3. Let be
k m
a =Y killBill + Y gill Daill <1,
= i—1 (17)

k= [ sakis),  gi= [ sdE(s),
0 0

where ||.|| is the matrix norm, and there exist positive definite n x n matrices P, Q, ..., Qk, and
Ry, ..., Ry, such that the LMI is satisfied.

[®, (A+H)PB; .. (A+H)'PBy (A+H)'PDy .. (A+H)PDy,]
¥, = | % —Q 0 0 <0,
L * * * * —Ry 1

@ =P(A+H)+(A+H)P+ ZC’PC +Zk2Q1+2q12R
j= i=1 i=1

Then, the equilibrium x* of Equation (4) is stable in probability.

Proof. Let L be the generator of Equation (10). Then, for the functional V; (z¢) = Z'(t)PZ(t),
P > 0, via (10), we have

LVi(z¢) =2(z(t) + G(t))'P(A + H)z(t) + i Z/(t)CiPCjz(t)
j=
(

1
-a@m+ﬁ&mw+iomwﬂpm+Hﬁn
| i=1

+2z t)CjPCjz(t (19)

=27'(t)P(A + H)z( +22§1 )BiP(A + H)z(t)
+2 i i (t)D5P(A+ H)z(t) + Zl: z’(t)C]’-PC]-z(t).
i=1 j=1

From (10), (13) and (17) it follows that

&l (B Qi (¢ <k/ /_s )dTdKi(s),

i () Rimi (¢ / /ts T)dtdF;(s).

So, for the functional

(20)

Vo (t, zt) _iéki /O‘x’ /t;(‘r —t+5)Z' (1) Q;z(T)dTdK;(s)
“ri_zlqi/o /t—s(T_ t—|—S)z’(T)RiZ(T)deFi(S)
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via (20), we obtain

LVa(t z;) = Ekz’ i //ts 7)Qiz(t)dtdK;(s)

i=1

- 2.1
+;qiz<t> [ [ P ORa () el
k k
’t)(Zk?Qi+Zq%Ri> 2 £)Qigi(t Zm )R (t)
i=1 i=1

Using (19) and (21) for the functional V = Vj + V,, we have

LV(t,z¢) <z/'(t)D1z(t +2Z; BPA+H)U+2£¢Uﬁ&MA+Hﬁm
i=1

- z‘:z QCZ E 1771
—C( )‘I’lé( ),

where the matrices ®; and ¥; are defined in (18) and {(t) = col{z(t),1(t),...,Ek(t),
m(t),.... ()}

This indicates that by using the conditions (17) and (18), the zero solution of Equa-
tion (10) is asymptotically mean square stable [4], and therefore the equilibrium x* of
Equation (4) is stable in probability. The proof is completed. [

Remark 3. In the scalar case (n = 1) without loss of generality in the LMIs (14), (18) one can use
P = 1. In the general case, the LMIs of the type (14) and (18) are successfully investigated using
MATLAB (see, for instance, [12—14]).

Corollary 1. Inthecasek = 0,n = m =1, the LMIs (14) and (18) are equivalent to the conditions

1
A+FDn <0, |A+FDu|> R|Dx|+5C, (22)
and ,
A+ F (D1 +Dyp) <0, |A+ Fi (D11 + D21)|(1 —g1|D21]) > 5 3, (23)
respectively.
Proof. Note that via Remark 3, the matrices ¥ and Y1 by the given conditions are
$y D
Yo=| " 2|, ®y=2(A+FDu)+C+ R <0,
*  —Rj
and
P A+ H)D
‘1’1—[*1 ( +_R1) 21}, =2(A+H)+C}+g3R; <0, H=F/(Dy +Da),
respectively.

Putting R for the matrices &y and P

2|A+ F Dy —C 2|A+ H| - C2
|A + F Dy and R1—|+| 1

Ry = 2 = 2
2K 23
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respectively, we obtain &y = —F12R1, b = —q%Rl, and via Lemma 2, the matrices ¥
and ¥; are negative definite by the conditions FjR; > |Dy;| and q1R; > [(A+ H)Dy|,
respectively, which coincides with (22) and (23). The proof is completed. [

Remark 4. Note that the condition (17) in the second inequality (23) takes the form qq|Dy1| < 1
and holds.

Remark 5. It is known that the condition & < 1 in (17) provides exponential stability of the
integral equation Z(t) = 0, i.e., z(t) = —G(t) (10) [4,15]. Sometimes this condition can be
relaxed. For instance, for the simple integral equation

j Bz(t)dtdK(s) (24)

t—s

2(t) =~ |
0

similarly to [9,16], it can be shown that if there exists a positive definite matrix S € R"*" such that
the LMI
kiB'SB—k's <0, ki = [y sdK(s), (25)

holds, and then the integral Equation (24) is exponentially stable.

The condition (17) for the integral Equation (24) has the form kq||B|| < 1 and is simpler, but,
generally speaking, rougher than (25). Note, however, that in the scalar case (n = 1), both these
conditions coincide.

3. Application to Known Mathematical Models

In this section, several applications of the Theorems 2 and 3 for some known mathe-
matical models are considered.

3.1. Glassy-Winged Sharpshooter Population

The nonlinear mathematical model of the glassy-winged sharpshooter under stochastic
perturbations is described by the equation

dAN(t) = (T = eN(t) — rN(#) In N“‘T)> dt + o(N(f) — N*)dw(t),

K (26)
N(s) = No(s), s € [-1,0],
where I, c,r, T and K are positive parameters [17,18].
The equation for the equilibrium N* of Equation (26) can be written in the form
N I
= = . 27
rin T +c N (27)

Note that for N > 0, the function from the left-hand part of this equation increases
from —oo to 400, and the function from the right-hand part of this equation decreases from
+oo0 to zero. So, it is clear that this equation has a unique positive solution, N*.

Equation (26) is a particular case of Equation (4) with

n=m=1=1, k=0, a=1, A= —c

N(t—
FIN(),N(t— 1)) = —rN(t) In % dF;(s) = 8(s — T)ds,
where J(s) is the Dirac function.
Note that

Dy=-rln—, Dn=-r, Hkh=1 q=1
K 28
I I (28)

A+hDn = -5, A+HADu+Da)=—15 -1
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Using (28) and (27), the linear Equation (7) takes the form
I
dz(t) = ——=z(t) — t— dt Hdw(t),
#(8) =~ ja) = r2(t =) )t ox(0)deo(r) 00)
z(s) =¢(s), s € [—1,0].
By the well-known [4] conditions
I 1, I 1,
Ne Tt ae or <N* —i—r)(l rT) > 57 (30)

the zero solution of Equation (29) is asymptotically mean square stable, and therefore
(Remark 2) the equilibrium N* of Equation (26) is stable in probability.

It is easy to see that both inequalities (30) also follow from the conditions (22) and (23)
of Corollary 1, and the condition (17) takes here the form r7 < 1.

3.2. SIR Epidemic Model

Consider the very popular mathematical model of the spread of infectious diseases
used in research, the so-called SIR epidemic model (see, for instance, [4,9,11,14,19-22]
and references therein). The SIR epidemic model under stochastic perturbations can be
described by the system of stochastic differential equations with distributed delay:

ds(t) = (b — BS(t) /O°° I(t — s)dK(s) — yﬁ(t))dt o (S(t) — §%)dwi (1),

di(t) = (,BS(t) /Ooo I(t —s)dK(s) — (u2 + A)I(t))dt + oo (I(t) — I*)dwsy (1),
dR(t) = (AI(t) — usR(t))dt + o3(R(t) — R*)dws(t).

(31)

All parameters, b, B, A, j1, yp and 3, are positive constants, K(s) is a nondecreas-
ing function, such that fooo dK(s) = 1, w;(t) and i = 1,2,3, are mutually independent
standard Wiener processes. Equilibria of the system (31) are defined by the system of
algebraic equations

b=BSI+ 1S, BSI=(ua+A)I, Al=pusR, (32)

with two solutions: Ej = (by; 1o, 0) and the positive equilibrium E = (S*, I*, R*), where

*\—1 *
oA b ) o A
B 1 B 13

The system (31) is a particular case of Equation (4) with

S

n=1=3, k=0, m=1,

[
gl
©»
N—
|
[
~
—~
9))
\\_/
gl
|
=
-
—_
|
3
)
[
~
—
©»
:J

b
, A=

—M 0 0
0 —(um2+A) 0 |,
0 A N

BS(t) (33)
I

A, x(t—5)) = Psw

I(t —s)
(t—s)
0

7

the matrix Cj has all zeros elements instead of

C]] = 0’]', j: 1,2,3.



Symmetry 2022, 14, 1734 10 of 13

Note that
—pI* 0 0 0 —Bs* 0
D= | B 0 0|, Dy=|0 pBS* 0]. (34)
0 00 0o 0 0
So, for the equilibrium Ej = (bu; 1o, 0), we have
000 0 —pbu;t 0
D=0 0 0|, Dun=|0 Bbu;' 0|, A+Dpy=A (35)
0 00 0 0 0
Similarly, for the equilibrium E7 via (33) and (32), we obtain
—BI* 0 0 0 —Bs* 0
D= | BI* 0 0|, Dy= |0 pBS* 0],
0 00 o 0 0 36)
—b(s*)"1 0 0
A+ D = ﬁl* —‘BS* 0
0 Z [
Corollary 2. Let there exist positive definite 3 x 3 matrices P, Ry, satisfying the LMI
__|®9 PDpy
‘YO o { * —R1:| < 0’
(37)

3
by = P(A + Dll) + (A + Dll)/P + Ri + Z CZIPCI
i=1

Then, the equilibrium Eg (in the case of (35)) and the equilibrium E (in the case of (36)) of
the system (31) are stable in probability.

Remark 6. From Lemma 2, it follows that in the both cases (35) and (36), the matrix A + D1y is
the Hurwitz matrix. So, for a small enough o;, i = 1,2, 3, the matrix O is a negative definite one.
Note that stability conditions for both equilibria E; and E7 of the SIR epidemic model (31) were
investigated in [4,11] and significantly improved in [14] by virtue of the method considered here,
which included a detailed investigation of LMIs of the type (14) and (18) by virtue of MATLAB.

3.3. Heroin Model
Consider the heroin model [23] with stochastic perturbations
Iy
ds(t) = (A —BS() / Uy (t — s)dFy (s) — yS(t))dt
0
+01(S(t) — S¥)dw (t),
h h
AUy () :(ﬁS(t)/o "Uy(t — s)dFi(s) — UL (£) + p/o ’ Ul(t—s)dKl(s))dt

(38)

+ oo (U (t) — U7 )dwo(t),

hy
(1) = (p U ()= 7tlt) = p [ (e =)k (5) )
+ o3(Up(t) — Uy )dws(t),
where
dFi(s) = f(s)e™"*ds, f(s) >0, dKi(s) =g(s)e”"ds, g(s) >0,

(39)

h h
v=u+o+p, y=u+oy, a:/oldl-“l(s)<1, b:/oszl(s)<1.
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Equilibria of the system (38) are defined by the system of algebraic equations

(u+aBUy)S=A, (aBS+pb)U; =vU;, p(1—>b)U; =yU,, (40)
. . A
with two solutions: Ej = (VIOI O) and

b)

_vopb uy =Py @
Y

* * * * * * A(S*)_l_l’l
Ef = (S*,Uf,U), S*= o W=

Note that the equilibrium E7 is a positive one by the condition

apA

) 1. (42)

Ro =

The system (38) is a particular case of Equation (4) with
n=1=3, k=m=1, Ki=b F =a,
hy hy
g = / sdFi(s), k= / sdKq(s),
0 0

S(¥) -u 0 0 0 0 O
x(t) = [U(t)|, A=|0 —v 0|, Bi=1(0 p 0],
Ux(t) 0 p - 0 —p 0 (43)
—BS(H)Uy(t —s)
fx(t),x(t=s)) = | BS(OUs(t—5s) |,
0
the matrix C]- has all zeros elements instead of
C]]:(T], ]:1,2,3
Note that
—-gU; 0 0 0 —BS* 0
D= | Uy 0 0|, Dy= |0 pBS* 0. (44)
0 00 0 0 0

A
So, for the equilibrium Ej = (V,O, 0) via (43) and (44), we have D11 = 0, H =

bBy +aDy,
0 —BAu~' 0 —U —apAp~! 0
Dy= |0 pAp~' 0|, A+H=|0 —(v—pb—aBAp~l) 0 (45)
0 0 0 0 p(1—0b) —y

Similarly, for the equilibrium E7 via (43), (44) and (40)

A+aDy = a/%llf —v 0 (46)

—A(S")"1 0 o]
0 P

Corollary 3. Let the condition (42) hold, and there exist positive definite 3 x 3 matrices P, Q1, Ry,

satisfying the LMI
Dy PB; PDy
Yy = - 0 <0,
* * — Rl

3
Dy = P(A + LZDH) + (A + aDH)’P + b2Q1 + LI2R1 + Z CZ/PCZ
i=1
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Then, the equilibrium Ef = (S*, U, U5 ) of the system (38) is stable in probability.

Remark 7. From Lemma 2, it follows that the matrix A + aDqy (46) is the Hurwitz matrix. So,
for asmall enough o;,i =1,2,3 and Q1 = Ry = 0, the matrix O is a negative definite one.

Corollary 4. Let the conditions q1||Da1|| < 1, Ro < 1 hold, and there exist positive definite 3 x 3
matrices P, Q1, Rq, satisfying the LMI

®,  (A+H)PB, (A+H)PDy
* * _Rl

3
®; =P(A+H)+ (A+H)P+b*Qi +a’Ry + }_ C{PC;.
i=1

Then, the equilibrium Ej = (;\, 0, 0) of the system (38) is stable in probability.

Remark 8. Note that via (42), the condition Ry < 1 indicates that the positive equilibrium E]
does not exist and v > pb + aBAu~1. From Lemma 2, it follows that by this condition the matrix
A + H (45) is the Hurwitz matrix. So, for a small enough o;,i =1,2,3 and Q1 = Ry = 0, the
matrix ®q is negative definite.

4. Conclusions

A method of investigation to determine equilibria stability for nonlinear delay differen-
tial equations under stochastic perturbations and a high level of nonlinearity was described
in [9]. As was noted there, in future research we plan to apply the proposed method
to more complex nonlinear models. This paper devoted namely to extension of possible
applications of the proposed research method to nonlinear stochastic delay differential
equations of a much more general form. In addition, it is shown that the combination of
the method of Lyapunov functionals with the method of Linear Matrix Inequalities (LMIs)
gives very useful and productive results, allowing for this research method to be used in a
lot of different applications. The author continues this work and hopes to involve all other
interested researchers in it.
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