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Abstract: Supervisory Control and Data Acquisition (SCADA) systems are ubiquitous in industrial
control processes, such as power grids, water supply systems, traffic control, oil and natural gas min-
ing, space stations and nuclear plants. However, their security faces the threat of being compromised
due to the increasing use of open-access networks. Furthermore, one of the research gaps involves
the emergence of quantum computing, which has exposed a new type of risk to SCADA systems.
Failure to secure SCADA systems can lead to catastrophic consequences. For example, a malicious
attack can take control of the power supply to a city, shut down the water supply system, or cause
malfunction of a nuclear reactor. The primary purpose of this paper is to identify the new type of
attack based on quantum computing and design a novel security scheme to defend against traditional
attacks as well as the quantum attack. The methodology of the proposed signcryption is built on
the foundation of the classical Bennett and Brassard 1984 (BB84) cryptographic scheme and does
not involve computationally expensive third-party validation. The proposed signcryption scheme
provides both encryption and intrusion detection. In particular, it detects the man-in-the-middle
attack that can lead to other types of attacks. We have simulated the proposed algorithm using the
Quantum Information Toolkit in Python. Furthermore, we have validated and analyzed the proposed
design through security verification tools, namely, Scyther and PRISM.

Keywords: network security; quantum cryptography; qubits; post-quantum cryptography

1. Introduction

Supervisory Control and Data Acquisition (SCADA) systems monitor infrastructure or
industrial processes such as in electric grids, water treatment plants, nuclear plants, and oil
and natural gas pipelines. The SCADA architecture follows a hierarchical structure with
three levels: (1) the supervisory level includes the Master Terminal Unit (MTU) and Human-
Machine Interface (HMI); (2) The process control level involves sub-Master Terminal Unit
(sub-MTU); (3) The field instrumentation control level contains field devices called Remote
Terminal Units (RTUs) [1-4].

Due to their open access nature [5], SCADA systems suffer from various cyber-attacks
and need appropriate detection and prevention techniques. For example, in December 2015,
a cyber-attack using spear-phishing emails on power plants in Ukraine left 230,000 people
without power for hours. Researchers and organizations throughout the world have
proposed various security standards and protocols to improve SCADA network security.
However, these traditional schemes do not exploit all the domains of security requirements
and are therefore ineffective against many attacks [4].

The dawn of the quantum computer is not only valuable but also a risk to cyber-
security. According to Shor’s algorithm [6] and Grover’s algorithm [7], a quantum computer
can crack classical encryption schemes, including Elliptic Curve Cryptography (ECC) [8].
The existing standards and communication protocols are inadequate for satisfactory protec-
tion against specific traditional attacks and quantum attacks.
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There are two types of cryptography, namely, asymmetric and symmetric. The current
SCADA standard, AGA-12, uses the popular RSA asymmetric algorithm. The security of
RSA relies on the difficulty of factorizing large prime numbers. However, unlike classical
algorithms, a quantum algorithm can easily crack the factorization problem by using
the superposition principle. A classical algorithm consumes O(N); however, an extensive
search based on Grover’s algorithm in a quantum setting takes O(+/N) [9]. Thus, symmetric
algorithms such as AES are weakened by Grover’s quantum search algorithm. Moreover,
Akinori et al. [10] have recently theoretically studied the quantum collision attack on the
SHA-256 and SHA-512 algorithm. The advancement of quantum computing brings the
requirement of stronger cyber-security to SCADA systems. We conclude that organizations
and industries based on critical infrastructures should implement an amalgamation of
quantum and classical algorithms to thwart both types of attacks.

Concerns about security of SCADA networks are not new [4]:

*  Existing standards do not provide strong confidentiality, integrity and availability.

e  Existing intrusion detection systems do not provide confidentiality.

¢  Existing key management protocols fail to provide confidentiality and availability.

e Current security schemes do not provide resistance against an attack launched by a
quantum computer.

To the best of our knowledge, we did not come across any prior research work that
provides a robust and secure system for existing SCADA systems using a quantum-secure
encryption scheme and key exchange algorithm.

*  Wehave identified one possible attack based on quantum computing on SCADA systems.

*  We propose a new security scheme, to prevent unauthorized access to SCADA sys-
tems, and protect against the traditional as well as the quantum attack. Furthermore,
the proposed scheme provides both encryption and intrusion detection. The scheme
generates a signcrypted message by using the Bennett and Brassard 1984 (BB84) proto-
col and a one-time digital signature. Unlike other signcryption schemes, this scheme
does not depend on a third party.

The difference between our approach and the existing works is that we use quantum
key distribution instead of a traditional key exchange algorithm. Furthermore, we use the
quantum key to generate the signcrypted data. The microchip circuits developed at QET-
Labs can generate and distribute keys encoded in qubits by utilizing the quantum properties
of superposition and entanglement. This chip presents an opportunity to apply Quantum
Key Distribution (QKD) to resource-constrained devices [11]. This rapid development and
adoption of chip-based QKD is the motivation of the proposed signcryption scheme.

Outline of the Paper

Section 2 provides an in-depth literature survey on existing error correction protocols
used in Quantum Key Distribution and One-time Digital Signature schemes used to develop
our proposed scheme. In Section 3, we identify the possible quantum attack on SCADA
networks and list the attacks (both traditional and quantum) that can be defended by our
proposed scheme. We also provide a brief survey on current SCADA security protocols.
Section 4 describes the proposed scheme for SCADA networks. Section 5 provides the
formal analysis of the scheme. Section 6 gives the evaluation results of the implemented
proposed scheme. Section 7 provides conclusion and future work, respectively.

2. Background

This section provides a background survey on existing procedures used in quantum
key exchange protocols as well as the ones that have contributed to developing the pro-
posed scheme. Cryptography provides secure data exchange by providing the three main
goals of security, namely, confidentiality, integrity, and authentication [12]. Based on the
number of communication channels, it can be categorized into classical and quantum
cryptography. Classical cryptography is based on the mathematical computation that
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uses a single communication channel. It can be further categorized into asymmetric and
symmetric cryptography, depending upon the number and the characteristics of the keys
used for encryption [12]. On the other hand, quantum cryptography relies on the principles
of quantum mechanics, and it uses two channels, namely, a quantum channel and a public
channel [13]. A quantum channel exchanges qubits, which are the fundamental units of
information in quantum computing. A public channel or a classical channel is one where
data are exchanged in the form of bits between the sender and the receiver.

Table 1 provides a description of some of the terminology used in quantum cryptog-
raphy. To obtain more in-depth background on this subject, we refer the reader to the
articles [12-20].

Table 1. Terminology of basic concepts in quantum cryptography.

Term

Description

Traditional or Classical Cryptography

It is a type of cryptography that is based on mathematical computation that uses a
single communication channel [12].

Quantum Cryptography

Cryptography dependent on the principles of quantum mechanics and two channels,
namely, quantum and public channels [13].

Heisenberg’s Uncertainty Principle

This principle states that it is not possible to obtain the position and momentum of a
photon with absolute accuracy [14].

Principle of Photon Polarization

This principle states that a photon can have a superposition of two or more quantum
states at a time [15].

No-Cloning Theorem

This theorem states that one cannot produce an identical copy of an arbitrary quantum
state of a photon [16].

Quantum Bit Error Rate (QBER)

QBER is the fraction of mismatched qubits exchanged between the sender and
the receiver [13].

Error Correction Code (ECC)

ECC is an algorithm that detects and corrects errors in transmitted data [17].

Quantum Channel

Quantum Channel exchanges qubits and can create noise in the presence of an intruder
or due to environmental factors [13].

Qubit is a basic unit of data in quantum computing. It follows the properties of

Qubit Principle of Photon polarization and Heisenberg’s Uncertainty Principle [13].
Basis Basis is a vector used to generate the superposed state of qubits [18].
Signcryption An authenticated encryption scheme to provide both confidentiality and authenticity [19].

One-Time Signature (OTS)

OTS is based on hash-function that signs one message per key pair [20].

A quantum channel can create noise in the presence of an intruder or due to en-
vironmental factors, thus disrupting the key exchange. Quantum cryptography uses
error correction protocols to resolve these errors. After the raw quantum key exchange,
the system follows a process called key sifting. In a SCADA system that uses quantum
cryptography, both the MTU and RTU randomly choose the basis, i.e., a vector, to generate
and measure the superposed state of qubits. The sender and receiver negotiate their choice
of basis via the less secure public channel. After the negotiation, they estimate the errors
present in their respective keys [13].

This section presents the background work on existing error correction algorithms
used in quantum key exchange protocols and the algorithms that have contributed to
developing the proposed scheme. It has the following sub-sections:

¢  Existing Error Correction Protocols Used in Quantum Key Exchange System;
*  Error Correction Protocol proposed for wireless network;

*  Error Correction Protocol used in the Proposed Security Scheme;

*  One-time Digital Signature.
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2.1. Existing Error Correction Protocols Used in Quantum Key Exchange Systems

In this section, we discuss the following protocols that have been proposed and used
to reconcile the errors while preserving security in the exchanged key [17].

2.1.1. Cascade

The Cascade protocol is one of the most prominent error reconciliation protocols
developed by Bennett and Brassard [17]. In this scheme, the sender and the receiver
calculate the error estimation and agree on block size and seed. They segment their keys
into agreed-sized blocks and exchange the two-bit parity of each of their blocks. When
there is a parity mismatch, they perform a binary search of the corresponding block to find
a single-bit error. After the search, the error is detected and resolved, which is the first
complete pass of the protocol. In each succeeding pass, they double the block size and
repeat the same process [17]. It is a simple protocol which is computationally efficient and
involves frequent interaction between the sender and receiver.

2.1.2. Winnow

Butler et al. [17,21] propose a protocol named Winnow, which significantly reduces the
interaction between the sender and receiver. Instead of using binary search, it uses Ham-
ming code to identify and correct single-bit errors. Furthermore, this protocol introduces
errors in the key during the process in case of non-uniform error distribution [17,21].

The Winnow segments the primary key into blocks. Before segmentation, the sender
and receiver perform error estimation. Based on the error rate, they agree on the block size
in increasing powers of 2, for example, 8, 16, 32, 64, and 128. They exchange and compare
the parity of each block. In case the parity does not match, they compare the syndrome
deduced by using the Hamming hash function. The number of passes depends on the error
rate [17,21].

Hamming Code Structure: A Hamming code follows even parity bits. It detects two-bit
errors and resolves single-bit errors. In a Hamming codeword, parity bits are bits with
positions of power of 2. The remaining bits are data. For example, when a message with
four binary digits uses the Hamming function, it adds three parity bits by giving a (7,4)
codeword, as shown in Figure 1.

ID7 D6 D5 P4 D3 P2 [P1 |

Figure 1. Hamming code structure (P4, P2 and P1 are parity bits. The rest are data bits).

Hamming Code Algorithm [17,21,22]: To determine the value of parity bits, the se-
quence of bits is alternatively checked and skipped. For example, suppose a sender sends
data of binary digits 1101 to the receiver. For P1, we check and skip 1 bit, and the checked
positions are (1, 3, 5, 7, 9). For P2, we check and skip 2 bits, which gives (2, 3; 6, 7; 10,
11) checked positions. For P4, we check and skip 4 bits, which returns the following bit
positions: (4,5, 6,7;12, 13, 14, 15).

For P1, the parity for D3, D5, D7 or 101 is 0 because it follows even parity. Since the
number of 1s is even, the parity is 0; else, it will be 1. Therefore, P1 is 0. For P2, the parity
for D3, D6, D7 or 111 is 1, and thus, P2 is 1. Similarly, the P4 for D5, D6, D7 or 011 is
0. Therefore, the obtained Hamming codeword is 1100110 for the message 1101. At the
receiver’s side, the bits on positions (1, 3, 5, 7), (2, 3, 6, 7) and (4, 5, 6, 7) are checked using
even parity. If P1, P2 and P4 is 0, then no error is present in the received codeword. If the
error is present in any of the parities, the parity value is 1. For example, if P1 and P4 are
1, then the received codeword is wrong. The error word is P4, P2, and P1, which yields
101. The decimal value of 101 is obtained and depicts that the fifth bit of the codeword is
incorrect, and thus, it is flipped.

As per the property of Hamming code, it can detect and correct one error per block.
If that block contains a large number of errors, it introduces a new error to the block.
We can use a smaller block size to avoid this situation. However, it results in a large
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number of blocks with a consequent increase in the number of parity bits and the amount
of information leaked [17].

2.1.3. Low-Density Parity Check (LDPC)

The LDPC uses a parity check matrix H and a generator matrix G. The dimensions
of both the matrices is mxn such that nxk = mxj where m is the number of rows and n
is the number of columns. The j is the number of 1s in each row, and the k is the number
of 1s in each column. G denotes the Generator matrix, and H denotes the parity matrix.
The values of j and k are small compared to the number of rows and code length. Therefore,
H has a low density of 1s. The H is called a low-density parity check matrix. Moreover,
the code defined by H is called a low-density parity check code [17].

In quantum transmission, the error correction code does not use the Generator matrix,
and the Parity matrix is perceived as a Tanner graph [17]. In the H matrix, each row is the
check node with each column being the variable node. The check node signifies the parity
check based on syndrome calculation. The variable node represents the single bits of the
message [17].

In a single information exchange, the LDPC resolves all the errors in the transmitted
key. Unlike Cascade and Winnow, it does not follow any parity or key segmentation.
The sender calculates the syndrome for the key and sends it to the receiver. The receiver
calculates the syndrome based on his obtained key. It then uses the sender’s syndrome to
detect and resolve the errors in the key. The receiver uses a decoding algorithm to detect the
error locations in the key. The most common algorithm used in LDPC is the Sum-Product
algorithm [17].

In Winnow, the message segments use the Hamming Code and can only correct
single-bit errors. In LDPC, the syndrome is larger. Therefore, it can correct multiple
errors with less communication overhead as compared to Winnow and Cascade. However,
the computational complexity is significantly higher than that of the other two protocols.

2.2. Error Correction Protocol Proposed for Wireless Networks: Low Complexity Parity
Check (LCPC)

SCADA involves RTUs and field devices that are resource constrained. Thus, we
conducted a literature review on the error correction schemes for wireless networks. This
section focuses on the Low Complexity Parity Check (LCPC) protocol [23], as described
as follows.

Low Complexity Parity Check (LCPC) Protocol

Alabady et al. [17,23] proposed a low complexity parity check code for wireless
network applications. It has less complexity and requires less memory as compared to
that of LDPC. The LDPC performs better in case of a larger codeword and a low density
parity matrix. However, it consumes more memory and requires complex decoding and
computation [17,23].

The LCPC segments the binary message into equal bits. Each segmented source datum
follows the error-correcting algorithm. Thus, it yields a codeword which is sent via the
public channel. The receiver checks for errors in the received codeword. If any error is
present, it resolves them using syndrome. Finally, it decodes the codeword [23].

The LCPC has the following methods to encode and decode the codeword [23].

Step 1, Segmentation: The source data are segmented into equal blocks. We discuss
LCPC (9,4) as an example. It uses 56-bit source data which follows segmentation into 4-bit
length blocks. The source code now contains fourteen 4-bit blocks.

Step 2, LCPC encoding: : Each 4-bit block x; uses LCPC (9,4). In this step, the algorithm
generates a codeword using a parity-check matrix and Generator matrix. For example,
source data (SD) = x; is 1010.
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For x; = 1010, each bit is represented as 1 =1, 2 =0, 83 = 1, and 4 = 0. The LCPC
follows even parity. The parities are obtained using the following equations [23].

P5 =Bl @ B2® 3@ p4
P6 = Bl @& B2@ B3
P7 = Bl & B2 @ P4
P8 = B1& B3 & P4
P9 = 2@ B3 & P4,

where @ is the XOR operator symbol.

Thus, the deduced parity bits are P5 =0, P6 =0, P7 =1, P§ = 0 and P9 = 1. When parity
bits are added to the x;, it gives the codeword CD = 101000101. This codeword is sent to
the receiver. Furthermore, the Generator matrix G and the Parity check matrix H obtained
are as follows.

111110000
1110071000
H=|1101001200
1011000710
01110000 1
M1 000 1 1 1 1 0)
c_l01o0011 101
001011011
00011011 1}

Step 3, LCPC Decoding: The receiver obtains the codeword with or without error. It
performs three sub-steps. Sub-stepl: It detects any error present in the codeword. Sub-step2:
If an error is detected, it checks and determines the error pattern. Sub-step3: Finally, it
corrects the error and decodes the codeword. Let the codeword ¢ be transmitted, and vector
r is the received codeword such that it satisfies the following equation.

r=c+e (1)

where e is the error vector.

The technique uses the syndrome vector for error detection and correction. A syn-
drome vector indicates whether the equation is satisfied for that particular codeword.
If the value of syndrome s is zero, it denotes that no error has occurred, and the received
codeword r is the correct one (c). Otherwise, it detects that the codeword is with an error.

If H is the parity-check matrix of ¢, then,

HrT = H(c+e)T = HcT + HrT )
HeT =0 ®)
HrT = HeT =s 4)

HrT is the syndrome of 7.

When the syndrome has a non-zero value, the column of the H matrix which is a scalar
multiple of the s is searched. If no such column is found, the code contains more than
one error and it fails to correct multiple errors. Otherwise, if the syndrome is « times that
particular column j, then the vector is added with —a on the jth bit-position and with 0 on
the rest bit-positions.

After the error correction, the receiver decodes the codeword using a masking process
on its last left four bits. It involves using the AND operator between the corrected codeword
and 111100000.

Although LCPC is more efficient in respect to computational cost and memory re-
quirement as compared to other protocols, it fails to correct burst errors. In quantum
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transmission, there are significant chances of burst errors in the quantum key. Cascade and
Winnow protocols can correct single-bit errors, and LDPC can correct multiple bit errors.

2.3. Error Correction Protocol Used in the Proposed Security Scheme

This section provides a brief overview of Reed-Solomon (R-S) protocol which is
further explained in Section 4.1.3. In our proposed security scheme, we have used the R-S
protocol for error correction to protect against partial or tampered data [24]. Due to the high
computational and complexity cost, LDPC requires and exhausts more hardware resource
which hampers the system applications. Reed-Solomon is a multi-bit error-correcting
protocol with a low computational overhead as compared to LDPC [24].

2.4. Post-Quantum Digital Signature: One-Time Digital Signature

This section focuses on the one-time digital signature (OTS) scheme. It is based on
a hash function that signs one message per key pair. A generic OTS is a set of three
algorithms, namely, (1) Generating one-time key pairs that include public and private keys,
(2) Obtaining a one-time signature, and (3) Verifying the obtained signature [20]. One of
the well-known OTS schemes is the Lamport-Diffie scheme where the key used for signing
(sk) is randomly generated, and the verification key (vk) is generated by applying a hash
function on the sk [25-27]. This feature of Lamport Signature scheme has been used in the
proposed scheme to generate a signcrypted message.

3. Related Work and Possible Attacks on SCADA Networks

In Section 2, we discussed the background work that is required to understand the
fundamentals of the proposed scheme. In this section, we will discuss the current standards
and protocols proposed and widely used in SCADA systems. We also discuss the possible
attacks that can be launched based on quantum computing on SCADA networks.

SCADA is one of the critical infrastructures that collects real-time data and controls
industrial processes. In recent years, several successful attacks have been launched on
SCADA networks that have been a wake-up call for implementing updated security pro-
tocols. One of the major attacks on SCADA systems was the Stuxnet worm [28] that
propagated using USB drives or network connections. It presented to the infected host as
one of the SCADA systems and performed a man-in-the-middle attack. Thus, it led to a
violation of data integrity and confidentiality. The main goals of a man-in-the-middle attack
on SCADA systems are to disable the SCADA systems, exchange false or improper control
commands, sabotage the PLC commands, and gain sensitive information in industrial
processes [28].

The US Department of Homeland Security’s (DHS) Industrial Control Systems Cyber
Emergency Team (ICS-CERT) has released various guidelines to mitigate the malware such
as Stuxnet. One of the guidelines involved the requirement of an algorithm with adequate
entropy to generate sufficiently random keys [29]. Our proposed algorithm used Quantum
Key Distribution that generates truly random keys. Furthermore, various researchers have
proposed multiple mitigation strategies involving host-based and network-based intrusion
detection systems. For example, Carcano et al. [30] proposed an IDS that monitors the
network traffic based on state anomalies. Furthermore, Ponomarev et al. [31] proposed
hardware fingerprinting to detect SSH host spoofing, and the National Institute of Standards
and Technology has proposed attack mitigation techniques based on firewalls to defend
against man-in-the-middle attacks.

There have been significant research work and organizational efforts to protect SCADA
network from cyber-attacks [4]. We classified the existing security schemes into three:
current standards used for SCADA networks, detection of SCADA attacks and prevention
of SCADA attacks. All of the existing protocols and security schemes use traditional
cryptography. Even the current standards, including IEC 62351 and AGA-12, are based
on traditional algorithms. It makes them vulnerable to attacks from a quantum computer.
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Furthermore, existing public key algorithms tend to increase computational and time

cost [4].

3.1. Possible Attacks on SCADA Networks

In this paper, we identify the following primary attacks on SCADA networks: (1)
traditional man-in-the-middle attack (2) brute-force with quantum computer. Table 2
summarizes the attacks on SCADA networks.

Table 2. Attacks on SCADA systems.

CLASSICAL

ATTACKS Description
The intruder intercepts the incoming and outgoing traffic in a network and
Packet Sniffing fetches sensitive information by decoding the data packets. By using Wireshark
Attack against and Tcpdump, sniffing can be attained.
Confidentiality The intruder can install an eavesdropping equipment in the wired or wireless
Eavesdrop network between the RTU and MTU. The ongoing conversations can be

wiretapped. Tools that can be used include Wireshark and dnsiff.

Attack against Integrity

Man-in-the-middle
attack (MiM)

In an MiM attack, the intruder monitors the traffic between the two nodes.

The data packets traded between two victim nodes are captured. The intruder
then injects abnormal data during the transmission and sends it to the receiver. It
can launch IP spoofing and a Session Hijacking attack. A few tools that are used
to launch MiM attack are Ettercap, SSLStrip and Evilgrade.

Session Hijacking

After a successful MiM attack, the intruder accesses the information and services
in the MTU and RTU. It accesses the session ID and launches a replay attack.
A few examples of tools are Ettercap and Evilgrade.

Data Injection

The intruder can successfully alter the data after launching an MiM attack. A few
tools that can be used are Wireshark and Ettercap.

The attacker can launch a replay attack by performing session hijacking and IP
spoofing. By imitating as a friendly unit and using the session ID, it stores the old

Replay Attack data and sends it to other units later. Tools that can be used are Ettercap and
Evilgrade.
By using IP spoofing, the attacker uses a fake identity to pretend as a original unit
Attack against and steals essential data from the system or the network. For example, it can fetch
S Masquerade . .
Authentication passwords and gain access to the system. Tools that can be used for launching
this type of attack are Ettercap, Arpspoof and Brutus.
This kind of attack occurs when a compromised unit is used to target a system by
Attack against Denial of Service sending huge traffic or a large amount of junk data. A unit can be compromised
Availability (DoS) in several ways after a successful MiM attack. The examples of DoS attack tools
are Slowloris and GoldenEye.
QUANTUM ATTACK
The emergence of the quantum computer brings with it benefits as well as risks to
Brute Force Attack the c.y.ber field. A quantum compu,ter is way fast’er and more efficient than
traditional computers. Using Shor’s and Grover’s algorithm, a quantum
Quantum Attack by a Quantum .. .
Computer computer can launch a brute force attack and crack the traditional encryption

schemes in a brief time. One such problem is elliptic curve cryptography (ECC or
ECDSA).

3.1.1. Man-in-the-Middle Attack

In our previous paper [4], we have discussed standard attacks on SCADA networks.
An attacker can launch a man-in-the-middle attack between two victims to fetch the
information passing over the communication channel between the RTU and the MTU
by eavesdropping and capturing packets. By using tools such as Ettercap and Evilgrade [32],
the man-in-the-middle attack can be extended to other attacks such as data injection [4].
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3.1.2. Brute-Force Attack Using Quantum Computer

In recent years, the rapid development of quantum computers has posed a threat to
cybersecurity. A quantum computer can solve and crack mathematical operations, for ex-
ample, the problem of factoring enormous numbers, which is the core of any encryption
scheme. AGA-12 uses RSA-1024 bit as the key management protocol and AES as the en-
cryption scheme. In [4], we discussed that the two quantum algorithms, namely, Shor’s
algorithm and Grover’s algorithm, can theoretically crack RSA and AES schemes, respec-
tively. Since Grover’s algorithm provides a square root acceleration over the classical search
algorithm, the AES-256 offers an adequate key strength of 64 bits [9]. Therefore, Grover’s
algorithm has weakened AES but not broken it. However, recently, Gidney et al. [33]
practically proved that the Shor’s algorithm cracks RSA-2048 within 8 h with 20 million
qubits. Therefore, we believe that a quantum computer can successfully launch a brute
force attack on AGA-12 standard to crack the RSA protocol.

Modern SCADA networks rely on Internet connectivity, cloud computing, and wireless
communications. These have made its infrastructure susceptible to various attacks. Mostly,
the man-in-the-middle (MiM) attack is the source of every other attack. Thus, the proposed
quantum-resistant security scheme mainly focuses on the detection and prevention of the
MiM attack and the brute force attack by Shor’s algorithm. It also provides security against
the attacks discussed [4].

4. Proposed Security Scheme

In a generalized signature-then-encryption scheme, a digital signature scheme is
initially applied, and a private key is used to encrypt the plain text and the digital signature
together [19,34]. However, a generalized signcryption involves using a secret key that is
obtained from the public key of the receiver. The secret key is used to encrypt the message
and obtain the cipher. Simultaneously, it uses the private key of the sender to generate a
digital signature. The cipher and the signature are sent to the receiver [19,34].

However, in our proposed scheme, we do not follow the above-mentioned signature-
then-encryption scheme steps. Instead, we follow the generalized steps of a signcryption
scheme. However, in place of the public key, we use a quantum key, which is secret as
well as shared between the sender and receiver. The private key is obtained from the
quantum key to generate the digital signature. Simultaneously, the quantum key encrypts
the message to generate a cipher.

To the best of our knowledge, we believe that our proposed scheme is the first solution
for SCADA networks against quantum computing.

The current security schemes in SCADA networks use key management and authenti-
cation protocol that are weak against quantum algorithms. In this paper, we propose a new
scheme to guard the communication channel between RTU and MTU from quantum as
well as traditional attacks. Moreover, Frohlich et al. [35] demonstrated that BB84 protocol
can provide successful key distribution over distances up to 240 km.

In our proposed scheme, we assume the following:

*  MTU has the identities and hashed IDs of all RTUs.

e  ThelD of MTU is embedded in each and every RTU.

*  The RTU and MTU are aware of hash functions used to generate the private key.
*  The data stored in the legitimate units are secure.

¢  The distance between the RTU and the MTU is maximum 200 km.

Sibson et al. [11] have developed a chip-based QKD in 2015. This evolution of Quan-
tum Key Distribution (QKD) has motivated us to propose a quantum-based signcryption
scheme for SCADA networks since they can be deployed in RTUs as well. However, both
RTU and MTU need a few hardware changes. There is a need to amalgamate a monolithi-
cally integrated transmitter and a receiver with a photonic circuit using thermo-optic phase
shifters in the RTU as well as in the MTU.

Quantum Cryptography exploits Heisenberg’s Uncertainty Principle [14] and the
Principle of Photon Polarization [22]. According to Heisenberg’s Uncertainty Principle, it is
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not possible to obtain the position and momentum of a photon with absolute accuracy [14].
The Principle of Photon Polarization states that a photon can have a superposition of two
or more quantum states at a time [15]. Furthermore, the No-Cloning Theorem [16] states
that one can not produce an identical copy of an arbitrary quantum state of a photon. It
makes quantum cryptography a feasible scheme to resist the threats of both a quantum
and traditional computer. BB84 protocol is a popular Quantum Key Distribution (QKD)
protocol and is the most suitable for IoT applications [36-38]. Our proposed scheme uses
BB84 and has three main phases:

Phase A: Quantum Key Distribution;
Phase B: Signcryption;
Phase C: Un-Signcryption.

4.1. Quantum Key Distribution: BB84 Protocol

This phase applies the BB84 protocol to generate a final quantum key [39] for sign-
cryption. The Quantum Key Distribution protocol uses basis to generate and measure a
qubit state.

A standard or canonical basis is denoted by state |0 >, ..., |[n — 1 > which represents
the following state [18].

1 0

0 0
0>=|"|... In—1>=

0 1

The normalized sum of all the standard basis is a diagonal basis vector. Since BB84 uses
45-degree and 135-degree polarization for a diagonal basis, the value of n is 2, the diagonal
state |[D > = |0 >, |1 > is represented in the following equation [18].

0> +1>
V2

The bases are used to generate qubits with superposed states. It uses two bases:
horizontal-vertical linear and diagonal directions. The key generation process uses the
polarization of light. Each photon is polarized using one of the two bases randomly.
The protocol employs two channels: a quantum channel for key generation and distribution,
and classical channel for information transmission and eavesdrop detection. This phase
has the following further steps:

|D > ®)

¢ Quantum Key Generation;
e Key Sifting;

e Error Correction;

*  Privacy Amplification.

4.1.1. Quantum Key Generation

The sender generates the first qubits by randomly using one of the bases and sends it
to the receiver via the quantum channel. For example, RTU acts as the sender and MTU
acts as the receiver, as shown in Figure 2. The series of first qubits is called raw bits [13,36].

The MTU reads each qubit with either of the two bases randomly and independently.
The series of qubits received by the MTU is called the raw key. There are two cases of
measuring the raw bits as following.

®  Case 1: The receiver has a 50% success rate of choosing the right basis to measure the
bits and thus getting the correct bits.

¢ Case 2: The receiver has a 50% failure rate where it selects the wrong basis. However,
the outcome of using the wrong machine is random, which is either 0 or 1. Thus,
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the probability of incorrect bits in the received bits is 25%, and that of correct bits is
75%. This ratio persists in the absence of any eavesdropper [13,36].

Sender Receiver

A- Quantum Key Distribution
l QUanium Channe] 1)

; I Communication Channel I

= Sgneryplion ¢ Un-signcryption

Figure 2. The proposed scheme model.

When the qubits are measured using any basis, their state changes randomly. Further-
more, the states of the qubits cannot be cloned, which helps in the detection of an intruder.
When an eavesdropper tries to read the qubits in the quantum channel, it disrupts the
state of the qubits. Thus, the MTU receives the disrupted qubits. The MTU measures the
tampered raw key, and the rate of incorrect qubits exceeds 25% [13,36].

4.1.2. Key Sifting

The MTU sends the randomly chosen basis to the RTU via the public channel. The RTU
verifies its chosen basis with that of MTUs. Then, the RTU sends the incorrect basis to the
MTU. Both the units discard the bits measured by the incorrect basis and obtain the sifted
key. In case of no noise in the quantum channel, the sifted key of both the units is the same.
In case of any presence of noise, there is an error in the sifted key deduced by MTU [13].

4.1.3. Error Correction Protocol

The error correction protocol in the quantum key distribution has the following sub-
steps [13,36].

Step 1: Determine Quantum Bit Error Rate (QBER). A Quantum Bit Error Rate (QBER) is
the fraction of mismatched qubits exchanged between the sender and the receiver [13].
The RTU calculates the QBER. The RTU and MTU randomly extract a part of its sifted key.
The MTU discloses its extracted part to RTU. The RTU obtains the QBER by calculating the
ratio of error and total number of bits in MTU's extracted key. Both of the units discard the
exposed part and obtain the sub-sifted key.

*  Case 1: If QBER is higher than 25%, both units discard the sifted key, and it generates
the raw key again.

o Case 2: If QBER is less than 25%, the units follow the error correction protocol and
privacy amplification.

Step 2: Error Correction Protocol (ECP) used: Reed Solomon Code. In this phase, the sender

and the receiver resolve the error in the sub-sifted key via the public channel. The error

correction protocol phase is crucial after a quantum key exchange for the following reasons.

e It helps both the units check the confidentiality and integrity of the obtained sub-sifted
key.

¢  The RTU sends its sub-sifted key encoding it with ECP protocol to MTU. The encoded
key is called the codeword. The encoding involves adding extra bits or parity bits
to the original data. It helps the receiver to detect and resolve the errors. Therefore,
the eavesdropper is unable to read the original key. When the codeword is modified,
it is detected as well as resolved by the MTU.

*  In this phase, based on the QBER, the sub-sifted key is corrected as the errors are reconciled.
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As mentioned in Section 2, the most common error correction protocols are the Cascade
protocol, Winnow protocol, Low-Density Parity Check (LDPC) protocol, Low Complexity
Parity Check (LCPC) and the Reed-Solomon protocol (R-S) [17,23,24].

The most feasible protocol for wireless networks are the LCPC and Reed-Solomon
protocols. The purpose of LCPC is to detect and correct single- and double-bit errors.
However, during the quantum key exchange, the errors can occur in bursts. In that scenario,
as mentioned in Section 2, the Reed-Solomon (R-S) code is a better suited protocol for
implementing with the BB84 protocol. The R-S code is an efficient algebraic code which can
correct a large number of errors with low overhead and low complexity. It has the power
to correct errors in a cluster. Various storage systems, broadcast systems, and wireless
networks widely adopts R-S code.

Characteristic of Reed—Solomon (R-S) code: It is a subgroup of Bose-Chaudhuri-
Hocquenghem (BCH) codes [24] and linear codes which performs their arithmetic oper-
ations in a Galois field or finite field. BCH is a cyclic error-correcting code that involves
using polynomials over data blocks. The code word generated in this algorithm consists
of polynomials, which is divisible by another fixed short-length polynomial. The fixed
polynomial is called a Generator polynomial [40].

A Reed-Solomon code is represented as R-S(nk) with s-bit symbols. It implies that the
encoder takes k data symbols with s bits each. Then, it adds parity symbols, thus obtaining
a code word of n symbols. The parity symbols of s bits each are n — k. The R-S decoder can
resolve up to t symbol errors in a codeword. It implies that it can automatically correct
errors up to t bytes. The length of parity is calculated as follows [24,40]:

2t=n—k (6)
The maximum codeword length (1) can be calculated as follows:
n=2 -1 (7)

R-S Encoder: In R-S encoding, the sub-sifted key is the message which is represented as
a polynomial i(x). The polynomial is multiplied with the Generator polynomial g(x) [24,40].

c(x) = g(x) -i(x) ®)

where

c¢(x) is the valid codeword.
i(x) is the information block.
g(x) is the generator polynomial.

Using Lagrange interpolation, the polynomial is evaluated as:
-x" % mod g(x) )

R-S Decoder: An error occurs when an incorrect bit is present in the codeword.
An erasure occurs when the position of the incorrect bit is known [24,40]. The decoding
algorithm uses the following outlined process to correct up to t errors or up to 2t erasures.
The received codeword can be represented as follows:

r(x) = c(x) +e(x) (10)

where r(x) is the received codeword, c(x) is the recovered codeword and e(x) is the error
pattern present in the r(x).
The decoder follows the succeeding steps.

1.  Syndrome calculator: It calculates the syndrome which is used to identify the symbol
errors. One symbol error occurs when either 1 bit is incorrect or all the bits are incorrect
in a symbol.
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2. Error locator: It then finds the symbol error locations by calculating the error locator
polynomial. It uses Euclid’s algorithm.

Calculate magnitude of error: Then, it finds the roots of the error locator polynomial.
4.  Error evaluation: To calculate the symbol error values, the Forney algorithm is used.

«

Finally, a recovered codeword is received.

4.1.4. Privacy Amplification

From the received and recovered codeword, the MTU extracts the sub-sifted key.
To reduce any information leakage during error correction protocol and to increase the
secrecy of the key, the MTU hashes the sub-sifted key. Both MTU and RTU obtain the
finalized key or quantum key (QK).

4.2. Signcryption

Both the components have the finalized quantum key (QK). The RTU executes the
following steps [41] as shown in Figure 3.

Sender
RTU : Remote Terminal Unit
RTU MTU: Master Terminal Unit
' HA: Hash Algorithm
E: Encryption

PK: Private Key of the sender(RTU)

QK: Quantum Key generated
AT Il : Concatenate

E Sends to sub-MTU

= =

Figure 3. Operations of RTU (sender). The signcrypted message is sent to sub-MTU/MTU (receiver).

¢ Encryption: The RTU makes a copy of the data and encrypts the data with the finalized
quantum key.

*  One-Time Digital Signature: The RTU hashes the copy of the data. It then encrypts the
hash with its private key (PK). It segments the quantum key into equal chunks. It then
generates a private key by applying a hash function on one of the segments of the QK.
It concatenates the hashed message, hashed unique ID of the RTU and a timestamp.
The PK is used to encrypt the concatenated data, thus generating a one-time digital
signature.

The RTU sends the signcrypted data to the MTU over the classical channel.

4.3. Un-Signcryption

The MTU receives the signcrypted data and executes the following steps. Furthermore,
we assume that the MTU has the database which stores the information, including IDs of
all the RTUs and their hash values. The MTU is also aware of the signcryption algorithm
used by the RTU.

*  Decryption: The MTU decrypts the encrypted data with the quantum key (QK).
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¢  Validation: The MTU also decrypts the encrypted hashed value with the private key
(PK). The MTU hashes the copied data by the same algorithm used by the RTU. Thus,
the timestamp and the hashed ID is extracted and verified.

5. Formal Analysis of Proposed Model

The proposed scheme has two major parts, quantum and classical. We have performed
the experiments on macOS with 1.8 GHz Intel Core i5 processor manufcatured by Apple
Inc. and sourced from Halifax, Canada. The quantum part involves the BB84 protocol,
and the classical part involves the Signcryption algorithm. Therefore, in this paper, we
have used two tools for the formal analysis of the proposed scheme.

*  Modeling and Analysis of BB84 protocol in Prism.
*  Modeling and Analysis of Signcryption in Scyther.

Our proposed scheme is simulated in PRISM and Scyther for the specification, analysis,
and verification of our security protocol. First, we verify the Quantum Key Distribution
protocol on PRISM. We created the BB84 model that contains four modules: (i) Alice
refers to RTU, (ii) Bob refers to MTU, (iii) Eve refers to the eavesdropper, and (iv) the
quantum channel. In the simulation, we calculate the probability of detecting Eve and the
extent of information leakage. After obtaining the quantum key, we model and analyze
the signcryption in Scyther. We formalize the security requirements of our signcryption
model based on the discrete logarithm problem (DLP) in Scyther. We claim specified
security requirements, namely, secrecy of the key, data exchanged, and aliveness of the
two parties symbolizing authentication. After the formal analysis of our proposed scheme,
we implemented our algorithm on Python 3.6, involving three parties: RTU as the sender,
MTU as the receiver, and Eve as the eavesdropper. We have also simulated the quantum
channel, characterizing the noise of binary symmetric channel, on Python 3.6 with the help
of a Quantum Information Toolkit (QIT).

5.1. Modeling and Analysis of Quantum Phase (BB84 Protocol) in Prism

The formal analysis of the security of Quantum Key Distribution has been completed
by PRISM. However, ensuring provable practical security and breaching time analysis
of the proposed scheme by considering the quantum adversary will require extensive
quantum hardware or a quantum computer. This is planned for future work.

Prism is a probabilistic model checker to model and to analyze the systems based on
probabilistic behavior. It automatically investigates the systems to find out flaws and errors
in the system specification. The model checker feeds the following two types of inputs [42].

®  The description of the to-be-designed system. It mostly expresses the information in
process algebras such that it acts as an input in model checker.
*  Asetof rules or properties that the system must follow.

There are two stages to build a model in a Prism [42]:

Stage 1: Model the system where it represents all the states and transitions of the system.
Stage 2: Model the system where it expresses its properties in temporal logic statements.

When we execute the temporal logic statements against the model, it verifies whether
and with what probability the properties hold for the system.

In this paper, the Discrete-Time Markov Chain (DTMC) model has been used to design
the BB84 protocol system. While building the system, the following two properties of the
system are defined:

e Public channel handles the transmission of messages in such a way that the system
monitors the process. However, the eavesdropper is unable to monitor the messages.

¢ Quantum channel handles message exchange in such a way that any attempt by an
eavesdropper to monitor the channel causes an alteration in the message and thus
creates a noise.

Thus, the system detects any eavesdropping attack as well as cloning attack.
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The following two types of attacks have been tested for this system [43].

Intercept-Resend Attack: The eavesdropper uses the basis once to measure the qubit.
It measures a qubit, and the state of the qubit changes randomly.
Random-Substitute Attack: The eavesdropper uses the basis twice. At first, it uses
the basis to measure the qubit. After fetching the value of the qubit, it reads the same
qubit again to replace its value. It is an attempt to clone the state of the qubit.

In this paper, we analyze the following three factors of the BB84 protocol:

Whether the protocol detects any intrusion;
How much information is leaked processing the protocol;
Can BB84 protocol discard or prevent the eavesdropping attack.

The following six variables have been calculated and used in the models [43]:

P1 = Probability of detecting an eavesdropper (EVE);

P2 = Probability that EVE measures more than half of the information correctly;
N = No. of bits transferred;

Correct bits measured by Eve > N/2;

L = LUCKY = Probability of obtaining correct value with wrong basis;
REPLACE = 0.5 = Probability of substituting with 0 or 1.

In this model, the probability value ranges from 0 to 1. Based on the type of attacks,

there are two following major threat models.

Model 1: BB84 with intercept-resend eavesdropping attack;
Model 2: BB84 with random-substitute eavesdropping attack.

Tables 3 and 4 show the probability of detecting the intruder launching eavesdropping

attack or MiM attack. It also shows the probability of high information leakage.

Tables 5 and 6 display the detection rate of the intruder attempting to clone the data

or qubits. Simultaneously, it provides the probability of maximum information leakage.

Table 3. Probability of detecting of Intercept-Resend eavesdropping when LUCKY is 0.5.

MODEL 1 P1 P2

N=4 0.938 0.145

N=5 0.969 0.155

N=6 0.984 0.065

N=7 0.992 0.067

N=8 0.996 0.028
LUCKY =0.5

Table 4. Probability of detecting of Intercept-Resend eavesdropping when N is 5.

MODEL 1 P1 P2

L=0.5 0.968 0.155
L=0.6 0.968 0.174
L=07 0.968 0.193
L=0.8 0.968 0.285

N=5
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Table 5. Probability of detecting of Random-Substitute eavesdropping when Lucky is 0.5.

MODEL 1 P1 P2

N=4 0.938 0.145

N=5 0.969 0.155

N=6 0.984 0.065

N=7 0.992 0.067

N=8 0.996 0.028
LUCKY =0.5

Table 6. Probability of detecting of Random-Substitute eavesdropping when N is 5.

MODEL 1 P1 P2

L=05 0.969 0.155

L=0.6 0.969 0.174

L=07 0.969 0.193

L=0.8 0.969 0.285
N=5

5.2. Modeling and Analysis of Classical Phase in Scyther

In this section, formal analysis of the classical part in the proposed signcryption
scheme is presented which involves generating and exchanging encrypted data and digital
signature altogether. We have used Scyther for the formal analysis of the non-quantum part
of the proposed scheme. One of the properties we are testing is the secrecy of the quantum
key and how it is affecting the secrecy of the encrypted data transferred.

Scyther is a tool that verifies traditional security and authentication protocols [44].
Using Scyther, two main properties are analyzed: Secrecy and Authentication [44].

Secrecy: The following assumptions are made [44]:

¢  The sender or the receiver is communicating with a trusted party.
*  The sender and the receiver are communicating over an untrusted channel.

Authentication: The four factors that are assumed for the system are as follows [44]:

e Aliveness: There is at least one communication partner in the network.

*  Synchronization: The intended party is aware of the authenticity of the other party to
which it is communicating with.

¢ The protocol is executing.

*  Message Agreement: The message sent by the sender is intact and not tampered. Thus,
it has been exchanged as expected.

Furthermore, in the proposed signcryption model, we have used two keys. One,
the quantum key is denoted as gk. The gk is used for the encryption of messages. Two, sk
denotes the private key in the model. It is used to generate the digital signature. It provides
authentication to the scheme. Both gk and sk are secret and private. Figures 4 and 5 exhibit
the verification results of a simple authentication protocol and the proposed signcryption
scheme, respectively.

With Scyther as the security analysis tool, we have conducted a formal analysis of
the signcrypted communication with the quantum and private keys. We have performed
verification for the classical phase of the proposed scheme to provide motivation to move
forward with the implementation phase. Figure 5 provides the result generated by Scyther
when the quantum key is secret and not public. As per the result, the protocol success-
fully claims and passes the tests for security properties, which are mainly based on the
following [45].
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*  Secrecy of the keys and the cipher.
¢  Commitment and aliveness of the two parties.
*  Synchronization of the communication between two parties.

e Weak agreement property tests spoofing or man-in-the-middle (MiM) attack between
the two parties. A weak agreement between two roles means there is no third-party

spoofing or launching a MiM attack [45].

We performed verification for the classical phase of the proposed scheme to provide

motivation to move forward toward the implementation phase.
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6. Experimental Results

We executed the proposed scheme in Python 3.6. We simulated the quantum channel
with noise by designing a binary symmetric channel (BSC). In BSC, the sender sends a bit
with value being either 0 or 1. The receiver receives that bit. However, there is a small

probability that the bit is flipped in the channel [46].

To generate qubits and to measure their state, the Quantum Information Toolkit (QIT)
has been used [47]. To implement the basis, two types of operators, namely, Pauli X operator

and Hadamard operator, have been used [48].
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Pauli X operator: It acts on a single qubit and flips its gate. It maps |0 > to |1 > and
|1 >to |0 >.

Hadamard Operator: It provides the property of the Hadamard quantum gate. When
it applies on a qubit with state [0 > or |1 >, there is an equal probability that the outcome
state is either |0 > or |1 >. Furthermore, if the Hadamard gate applies twice on the same
qubit, the final state is always the same as the initial state.

6.1. Comparative Analysis between 128-Bit BB84 vs. 256-BB84 Protocol
In evaluation testing, the simulation splits into two groups:

Groupl: It involves performing the proposed scheme on 128-bit initial or raw key.
Group2: It involves performing the proposed scheme on 256-bit initial or raw key.

The simulation parameters of each group are as follows:

¢ Error rate;

e  Sifted key size;

*  Final key size;

. Execution time;

¢ Digital signature size;

e  Time to generate a raw key.

Figure 6 illustrates the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of error rate. The coefficient of variation of this parameter for the 128-bit raw key is
0.507, and that of 256-bit is 0.502.

Figure 7 shows the behavior of the scheme with 128-bit and 256-bit raw keys in terms
of sifted key size. The coefficient of variation of this parameter for the 128-bit and 256-bit is

0.082 and 0.062.
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Figure 8 displays the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of final key size. The coefficient of variation of this parameter for the 128-bit and
256-bit is 0.024 and 0.018.

Figure 9 illustrates the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of digital signature size. The coefficient of variation of this parameter for the 128-bit
and 256-bit is 0.0065 and 0.009.

Figure 10 explains the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of execution time.

Figure 11 displays the time to generate the raw keys or the initial keys. We observe
that the generation time of the former is directly proportional to the generation time of the
latter. It is more evident when we compare the mean values of the generation time of each
group, as shown in Figure 12. For each data communication, the sender generates a new
raw key and obtains the private and secret key. Therefore, the private key and secret key
randomly vary in each communication.
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Figure 12. Comparison of Group 1: 128-bit raw key vs. Group 2: 256-bit raw key, using the mean
value of generation time of each group.

Furthermore, Figure 13 illustrates the following behaviors.

e The QBER evidently increases as the size of the raw key increases.

*  The sifted key size is directly proportional to the raw key size.

*  The final key size does not vary when the raw key size varies.

e  The digital signature size does not vary when when the raw key size is doubled.
*  The execution time significantly changes when the raw key is adjusted.

Comparison of Group 1 and 2 using average values of each feature.
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Figure 13. Comparison of Group 1: 128-bit raw key vs. Group 2: 256-bit raw key, using the mean
value of each feature.
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6.2. Comparative Analysis between AGA-12 vs. Our Proposed Scheme

We have performed the comparative analysis between algorithms used in AGA-12
and our proposed scheme. Since the novelty of our proposed algorithm walks on Quantum
Key Distribution protocol, we have used three variables for comparative analysis, mainly,
key size, randomness of keys, and execution time.

We executed five simulations of both the algorithms, AGA-12, and our proposed
scheme. We have measured the BB84 raw key size, final key size, RSA public key size,
and RSA private key size. The average raw key size is 256 bits, and, the final key size of
BB84 is approximately 62 bits. The RSA public key size is 1041 bits, and the private key
size is around 2048 bits. Figure 14 shows a graph visualizing the difference between the
key sizes of each algorithm.

We fed the five keys of BB84 and the RSA algorithm used in AGA-12 to the NIST
statistical test suite for randomness. We have analyzed the randomness of the keys based
on the appropriate NIST randomness test. Figure 15 shows the percentage of tests passed
by both RSA and BB84 keys. We observed that the RSA public key, 1041 bits, passed 98%
and the RSA private key, average size 2048 bits, passed 90% of the randomness tests while
BB84 raw and final keys have passed 100% of the tests. Moreover, we have also compared
the execution time of generating RSA keys and BB84 keys. Figure 16 shows a graph that
shows the difference between the execution time to produce keys by the RSA and BB84
algorithms. The mean execution time of generating BB84 keys is 0.014554 s, and that of
generating RSA keys is 0.4805578 s.

Key sizes (bits) of BB84 and RSA algorithm
2500

2000

1500

Key Size (bits)

1000

500

1 ] ] ] 5
Number of simulations

——RSA private key sire BBE4 final key size bits) RSA public hey size(bits) B84 quantum Key sizefbits)

Figure 14. Comparison of RSA keys vs. BB84 keys over 5 simulations.
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Figure 15. Comparison of percentage of passed NIST tests for randomness of BB84 and RSA keys.
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Figure 16. Comparison of execution time of generating RSA keys used in AGA-12 and BB84 keys
used in proposed scheme.

6.3. Challenges of Implementing a QKD to SCADA Networks

Our proposed algorithm secures the communication link between RTU and MTU,
which is a point-to-point link. A QKD, on the other hand, on a network topology requires
two channels, mainly quantum channel (fiber optic) or classical channel (Internet or fiber
optic) [4]. Considering hardwired communication, a QKD in the SCADA network topology
need 2 x n fiber optics, n being the traditional number of fiber optics [49]. Furthermore,
if one of the channels is broken, the entire network shuts down. However, as future
research work, a quantum channel can be designed to exchange both qubits and bits of data.
Therefore, it will decline the number of fiber optics required in the SCADA network [49].
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7. Conclusions

In this paper, we have proposed a novel security scheme which uses the properties of
quantum physics to provide the following benefits to SCADA networks.

e  Itresists not only the attacks of traditional computers but also quantum computers
using Shor’s algorithm. It also defends against man-in-the-middle attack.

¢ Itis an encryption algorithm which also acts as an intrusion detection system.

*  The scheme adds authentication to the communications between units.

¢ It does not rely on any third party for key generation and authentication.

Our proposed scheme attains all the security goals of integrity, confidentiality, availabil-
ity, authentication, and non-repudiation. The randomness property of the key and its size
enhances the security of the protocol. It uses uncertainty and superposition properties of
quantum physics to detect any eavesdropping. Thus, compared to other traditional security
schemes, it acts as an encryption as well as an intrusion detection scheme without relying
on a third party. Therefore, it reduces the computational cost.

As a part of our future work, we will improve our proposed scheme by mainly
working on the digital signature algorithm. We also intend to perform a comparative
analysis of the AGA-12 digital signature and our proposed scheme. Additionally, we will
conduct a comparative study by implementing various hash functions in the signature
scheme and find out which yields the most potent hash. Our proposed scheme focuses on
MiM attack and one quantum attack: brute-force attack using Shor’s algorithm. However,
an eavesdropper can use the properties of quantum mechanics to launch probe attacks on
Quantum Key Distribution [50,51]. In our future work, we will focus on these types of
attacks, mainly, entangling-probe [50] and Fuchs-Peres—Brandt (FPB) probe attack [45,51].
In future work, we will perform a comparative analysis of our proposed quantum-based
signcryption with post-quantum security hybrid signcryption. Wang et al. [52] have
proposed a quantum secure signcryption that involves the extension of signcryption to
lattice cryptography. However, our algorithm is based on exploiting the fundamentals of
quantum computing and extending signcryption to quantum cryptography:.
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