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Abstract: In this paper, our aim is to study the following fuzzy system: xn+1 = Axn−1xn−2+Bxn−3
D+Cxn−4

,
n = 0, 1, 2, · · · , where {xn} is a sequence of positive fuzzy numbers and the initial conditions
x−4, x−3, x−2, x−1, x0 and the parameters A, B, C, D are positive fuzzy numbers. Firstly, the existence
and uniqueness of positive fuzzy solutions of the fuzzy system are proved. Secondly, the dynamic
behavior of the equilibrium points for the fuzzy system are studied by means of the fuzzy sets theory,
linearization method and mathematical induction. Finally, the results obtained in this paper are
simulated by using the software package MATLAB 2016, and the numerical results not only show
the dynamic behavior of the solutions for the fuzzy system, but also verify the effectiveness of the
proposed results.
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1. Introduction

Just as differential equations are called continuous dynamical systems, difference equa-
tions are called discrete dynamical systems that play a very important role in describing
many problems in the real world. For example, when describing continuous variables such
as parameter t, where t ∈ T, mathematical models for many practical problems can be
established by differential equations (see, e.g., [1–11] and the references therein). However,
many variables in the real world are not necessarily continuous in performance—we call
them discrete variables—such as number of times, days, and so on. Therefore, the use of
difference equations can better reflect and solve practical problems in the establishment of
such mathematical models (see, e.g., [12–16] and the references therein). With the develop-
ment and popularization of computer technology, the applications of difference equation
models are more and more extensive. For example, they have been applied in biology, ecol-
ogy, biomedical engineering, economics, finance, demography, automatic control theory,
information communication theory, computer network, and other fields (see, e.g., [17–21]).
Because difference equations are dynamic systems with discrete variables, they are eas-
ier to calculate and simulate with computers than differential equations are. Moreover,
for some differential equations, the continuous variables are sometimes discretized and
transformed into the corresponding difference equations, which can be used for numerical
calculation and simulation on computers (see, e.g., [22–33] and the references therein). This
has stimulated scholars’ enthusiasm for the study of difference equations and promoted
the development of difference equations. However, since the data and information of
difference systems describing many practical problems are uncertain, and fuzzy set theory
is a very powerful tool for processing fuzzy information in mathematical models, it is very
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interesting to study the dynamic behavior of the solution of a fuzzy difference system,
where the initial value and parameters are fuzzy numbers and the solution is a sequence
of fuzzy numbers (see, e.g., [34–39]). Compared with classical difference systems, fuzzy
difference systems can more accurately describe actual problems, so the study of fuzzy
difference systems has become an important part of difference system theory.

As an important mathematical model describing the natural phenomena and objec-
tive laws in the real world, difference systems have attracted many scholars’ attention,
and their theory has been rapidly developed since the 1990s. In the existing research
results on difference equations, a typical monograph includes V. L. Kocic and G. Ladas’s
works [40] published in 1993. The monograph became the guidance book for later re-
searchers. In particular, the professional journals of international difference equation
studies, named separately “Journal of Difference Equations and Applications”, founded in
1995, and “Advances in Difference Equations”, founded in 2004, have further promoted the
study of difference equation theory. What must be pointed out is that M.R.S. Kulenovic
and G. Ladas [41] discussed the properties of solutions for the following second-order
difference equation:

xn+1 =
α + βxn + δxn−1

A + Bxn + Cxn−1
, n = 1, 2, · · · , (1)

where the parameters α, β, δ, A, B, C and the initial conditions x0, x1 are positive real num-
bers. In 2007, E. Camouzis and G. Ladas [42] studied the properties of solutions for the
third-order difference equation

xn+1 =
α + βxn + γxn−1 + δxn−2

A + Bxn + Cxn−1 + Dxn−2
, n = 1, 2, · · · , (2)

where the parameters α, β, γ, δ, A, B, C, D and the initial conditions x−1, x0, x1 are positive
real numbers. In addition, we should mention that in 1996, Deeba et al. [43] studied the
first order fuzzy difference equation

xn+1 = wxn + q, n = 0, 1, · · · , (3)

where {xn} is a sequence of fuzzy numbers and x0, q, w are fuzzy numbers, which arise in
population genetics. Moreover, in 1999, Deeba and Korvin [44] discussed the second-order
fuzzy linear difference equation

Cn+1 = Cn − abCn−1 + m, n = 0, 1, · · · , (4)

where {Cn} is a fuzzy number sequence and the parameters a, b, m, C0, C1 and the initial
conditions x0, x1 are fuzzy numbers. Recently, Zhang et al. [45] studied the dynamic
behavior of the positive solutions for the following fuzzy nonlinear difference equation:

xn+1 =
Axn + xn−1

B + xn−1
, n = 0, 1, 2, · · · , (5)

where {xn} is a sequence of positive fuzzy numbers and the parameters A, B and the
initial conditions x−1, x0 are positive fuzzy numbers. Moreover, in 2014, Zhang et al. [46]
continuously discussed the asymptotic behavior of the positive solutions for the following
first-order fuzzy Ricatti difference equation

xn+1 =
A + xn

B + xn
, n = 0, 1, 2, · · · , (6)
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where {xn} is a positive fuzzy number sequence and the parameters A, B and the initial
value x0 are positive fuzzy numbers. More recently, in 2017, Wang et al. [47] investigated
the dynamic behavior of the solution for the five-order fuzzy difference equation,

xn+1 =
Axn−1xn−2

D + Bxn−3 + Cxn−4
, n = 0, 1, 2, · · · , (7)

where {xn} is a positive fuzzy numbers sequence and the parameters A, B, C, D and
the initial values x−4, x−3, x−2, x−1, x0 are positive fuzzy numbers. In 2019, using a
generalization of division for fuzzy numbers, Khastan and Alijani [48] dealed with the
existence and global behavior of the following fuzzy difference equation,

xn+1 = A +
B
xn

, n = 0, 1, 2, · · · , (8)

where the parameters A, B are positive fuzzy numbers.
Motivated by the works above, in this paper, we will study the dynamic behavior of

solutions for the following five-order nonlinear fuzzy difference system

xn+1 =
Axn−1xn−2 + Bxn−3

D + Cxn−4
, n = 0, 1, 2, · · · , (9)

where n ≥ 0 is a sequence of positive fuzzy numbers and the parameters A, B, C, D and
the initial conditions x−4, x−3, x−2, x−1, x0 are positive fuzzy numbers.

Remark 1. Fuzzy difference systems arise in the modeling of many interesting phenomena, such
as in medicine, economics, population dynamics, etc. For example, in 1999, Deeba E Y and De
Korvin [44] considered a fuzzy difference system for determining carbon dioxide (CO2) levels in the
blood. In 2008, Chrysafifis, Papadopoulos, and Papaschinopoulos [33] studied a fuzzy difference
system of finance which addresses an alternative methodology for studying the time value of money.
More recently, in 2019, Zhang, Lin and Zhong [49] discussed a discrete time Beverton–Holt
population model with fuzzy environment.

2. Preliminaries

Here are some of the definitions and preliminary results that can be used to provide a
basis for the below proofs and also conveniently read by readers; see [40,42,49–53].

Definition 1. Let X be a non-empty set, assume T is a mapping from X to [0, 1], i.e.

T : X → [0, 1], x → T(x), x ∈ X

then we say T is a fuzzy set on X, T(x) be called a membership function on a fuzzy set T.

Definition 2. We say that a mapping T : R→ [0, 1] is a fuzzy number if it satisfies the
following properties:

(1) T is a normal fuzzy set, i.e., there exists x ∈ R such that T(x) = 1;
(2) T is a fuzzy convex set, i.e.,

T(ax + (1− a)y) ≥ min{T(x), T(y)}, ∀a ∈ (0, 1), x, y ∈ R;

(3) T is upper semicontinuous on R;
(4) T is compactly supported, i.e.,

supp (T) = ∪α∈(0,1][T]α = {x ∈ R|T(x) > 0}

is compact.
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Definition 3. For a set X, we denote by X the closure of X. Assume T is a fuzzy num-
ber and α ∈ (0, 1], the α − cuts of T on R is defined as [T]α = {x ∈ R : T (x) ≥ α}, and
[T]0 = supp (T). It is clear that the [T]α is a bounded closed interval in R for α ∈ [0, 1].

Let us denote by R f the set of all fuzzy numbers. A fuzzy number u is positive if
supp(u) ⊂ (0,+∞). We denote by R+

f the space of all positive fuzzy numbers. Similarly,

a fuzzy number u is negative if supp(u) ⊂ (−∞, 0). We denote by R−f the space of all
negative fuzzy numbers. If T is a positive real number, then T is also a positive fuzzy
number with [T]α = [T, T], α ∈ [0, 1], and we say that T is a trivial fuzzy number.

Definition 4. Let u, v be fuzzy numbers with [u]α = [ul,α, ur,α], [v]α = [vl,α, vr,α], α ∈ [0, 1], then
the metric of fuzzy numbers set is defined as follows:

D(u, v) = sup
α∈[0,1]

max{
∣∣ul,α − vl,α

∣∣, |ur,α − vr,α|}

And the norm on fuzzy numbers set is defined as follows

‖u‖ = sup
α∈[0,1]

max{
∣∣ul,α

∣∣, |ur,α|}

then (R f , D) is a complete metric space. For the convenience of application in the future, we define
0̂ ∈ R f as

∧
0 =

{
1, x = 0,
0, x 6= 0,

thus, [0̂]α = [0, 0], α ∈ [0, 1].

Definition 5. Assume {xn} is a sequence of positive fuzzy numbers, then

(1) If there exists a positive real number M (or N) such that supp(xn) ⊂ [M,+∞) (or
supp (xn) ⊂ (0, N]), n = 1, 2, · · · , then the sequence of positive fuzzy numbers {xn}
is persistent (or bounded).

(2) If there exist positive real numbers M,N such that supp (xn) ⊂ [M, N], n = 1, 2, · · · , then
the sequence of positive fuzzy numbers {xn} is persistent and bounded.

Lemma 1. Let Ix, Iy be some intervals of real numbers and let f : Ik+1
x × Il+1

y → Ix ,
g : Ik+1

x × Il+1
y → Iy be continuously differentiable functions. Then for every set of initial con-

ditions (xi, yj) ∈ Ix × Iy, (i = −k, −k + 1, · · · , 0, j = −l, −l + 1, · · · , 0), the following
symmetric difference equations{

xn+1 = f (xn, xn−1, · · · , xn−k, yn, yn−1, · · · , yn−l),
yn+1 = g(xn, xn−1, · · · , xn−k, yn, yn−1, · · · , yn−l),

n = 0, 1, 2, · · · , (10)

have a unique solution{(xi, yj)}
+∞,+∞
i=−k,j=−l .

Definition 6. A point (x, y) ∈ Ix × Iy is called an equilibrium point of symmetric system (10) if

x = f (x, x, · · · , x, y, y, · · · , y), y = g(x.x, · · · , x, y, y, · · · , y)

That is, (xn, yn) = (x, y) for n ≥ 0 is the solution of difference system (10), or equivalently,
(x, y) is a fixed point of the vector map ( f , g).

Definition 7. Assume that (x, y) is an equilibrium point of the symmetric system (10). Then,
we have
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(1) An equilibrium point (x, y) is called locally stable if for any ε > 0 and every
x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn), there exists δ(ε) > 0 such that for any ini-
tial conditions (xi, yi) ∈ Ix × Iy(i = −k, · · · , 0, j = −l, · · · , 0), with ∑0

i=−k|xi − x| < δ,
∑0

j=−l
∣∣yj − y

∣∣ < δ, we have |xn − x| < ε, |yn − y| < ε for any n > 0.
(2) An equilibrium point (x, y) is called locally attractor if limn→∞xn = x , limn→∞yn = y for

any initial conditions (xi, yi) ∈ Ix × Iy(i = −k, · · · , 0, j = −l, · · · , 0).
(3) An equilibrium point (x, y) is called asymptotically stable if it is stable, and (x, y) is

also attractor.
(4) An equilibrium point (x, y) is called unstable if it is not locally stable.

Definition 8. Let (x, y) be an equilibrium point of the vector map
F = ( f , xn, · · · , xn−k, g, yn, · · · , yn−l), where f and g are continuously differential functions
at (x, y). The linearized system of symmetric system (10) about the equilibrium point (x, y) is
Xn+1 = F(Xn) = Fj · Xn, where FJ is the Jacobian matrix of the system (10) about (x, y) and
Xn = (xn, · · · , xn−k, yn, · · · , yn−l)

T .

Lemma 2. Assume that X(n + 1) = F(X(n)) , n = 0, 1, · · · , is a system of difference equations
and X is the equilibrium point of this system i.e., F(X) = X. Then we have

(1) If all eigenvalues of the Jacobian matrix JF about X lie inside the open unit disk, i.e., |λ| < 1,
then X is locally asymptotically stable.

(2) If one of eigenvalues of the Jacobian matrix JF about X has norm greater than one, then X
is unstable.

3. Main Results and Proofs

Firstly, relying on the following lemmas we investigate the existence and uniqueness
of positive solutions of fuzzy difference Equation (9).

Lemma 3. Let f : R+ × R+ × R+ → R+ be a continuous function and A, B, C are positive fuzzy
numbers, then ([54])

[ f (A, B, C)]α = f ([A]α, [B]α, [C]α), α ∈ [0, 1]

Lemma 4. Let u ∈ R f , write [u]α = [ul,α, ur,α], α ∈ [0, 1], then ul,α, ur,α are functions on [0, 1],
which satisfy the following conditions ([49,55]):

(1) ul,α is nondecreasing and left continuous;
(2) ur,α is nonincreasing and left continuous;
(3) ul,α ≤ ur,α.

Conversely, for any functions a(α) and b(α) defined on (0, 1] which satisfy (1)–(3) in
the above, there exists a unique u ∈ R f such that u(α) = [a(α), b(α)] for any α ∈ (0, 1].

Theorem 1. For the fuzzy difference Equation (9), if parameters A, B, C, D and initial condi-
tions x−4, x−3, x−2, x−1, x0 are positive fuzzy numbers, then for any given initial conditions
x−4, x−3, x−2, x−1, x0, there exists a unique positive fuzzy solution {xn} of the Equation (9).

Proof. Assume for initial values x−4, x−3, x−2, x−1, x0, there exists a sequence of positive
fuzzy numbers {xn} that satisfies the difference Equation (9). �

Considering α− cuts, α ∈ [0, 1], of the parameters A, B, C, D

[A]α = [Al,α, Ar,α], [B]α = [Bl,α, Br,α], [C]α = [Cl,α, Cr,α],
[D]α = [Dl,α, Dr,α], [xn]α = [Ln,α, Rn,α], n = −4,−3, · · · .

(11)
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Then from (9), (11), and Lemma 3, we have symmetric system

Ln+1,α =
Al,α Ln−1,α Ln−2,α+Bl,α Ln−3,α

Dr,α+Cr,αRn−4,α
,

Rn+1,α =
Ar,αRn−1,αRn−2,α+Br,αRn−3,α

Dl,α+Cl,α Ln−4,α
.

(12)

Moreover, according to Lemma 1, for any initial condition
(L−i,α, R−i,α) (i = 0, 1, 2, 3, 4), α ∈ (0, 1], there exists a unique positive solution (Ln,α, Rn,α)
of symmetric system (12).

Conversely, we need to prove that [Ln, α, Rn, α], α ∈ (0, 1] where (Ln, α, Rn, α) is the
solution of the system (12) with initial conditions (Lj, α, Rj, α), j = −4, −3, −2, −1, 0 deter-
mines the solution {xn} of the Equation (9) with initial conditions x−4, x−3, x−2, x−1, x0
such that

[xn]α = [Ln,α, Rn,α] , α ∈ (0, 1], n = −4,−3, · · · . (13)

In view of the parameters and initial conditions, A, B, C, D, x−i (i = 0, 1, 2, 3, 4) are
positive fuzzy numbers for arbitrarily α1, α2 ∈ [0, 1], α1 ≤ α2; according to Lemma 4, it
follows that

0 < Al,α1 ≤ Al,α2 ≤ Ar,α2 ≤ Ar,α1 ,
0 < Bl,α1 ≤ Bl,α2 ≤ Br,α2 ≤ Br,α1 ,
0 < Cl,α1 ≤ Cl,α2 ≤ Cr,α2 ≤ Cr,α1 ,
0 < Dl,α1 ≤ Dl,α2 ≤ Dr,α2 ≤ Dr,α1 ,
0 < L−i,α1 ≤ L−i,α2 ≤ R−i,α2 ≤ R−i,α1(i = 0, 1, 2, 3, 4).

(14)

Next, by mathematical induction, we prove that

0 < Ln,α1 ≤ Ln,α2 ≤ Rn,α2 ≤ Rn,α1 , n = 1, 2, · · · . (15)

From (14), we have that (15) hold for n = −4,−3, · · · , 0. Suppose that (15) is true for
n ≤ k, k ∈ {1, 2, · · · }, then from (13)–(15), it holds that for n = k + 1

Lk+1,α1 =
Al,α1

Lk−1,α1
Lk−2,α1

+Bl,α1
Lk−3,α1

Dr,α1+Cr,α1 Rk−4,α1
≤ Al,α2

Lk−1,α2
Lk−2,α2

+Bl,α2
Lk−3,α2

Dr,α2+Cr,α2 Rk−4,α2
= Lk+1,α2

≤ Ar,α2 Rk−1,α2
Rk−2,α2

+Br,α2 Rk−3,α2
Dl,α2

+Cl,α2
Lk−4,α2

= Rk+1,α2 ≤
Ar,α1 Rk−1,α1

Rk−2,α1
+Br,α1 Rk−3,α1

Dl,α1
+Cl,α1

Lk−4,α1
= Rk+1,α1

Hence, (15) is correct. Thus, from (12), we have

L1,α =
Al,αL−1,αL−2,α + Bl,αL−3,α

Dr,α + Cr,αR−4,α
, R1,α =

Ar,αR−1,αR−2,α + Br,αR−3,α

Dl,α + Cl,αL−4,α
. (16)

Because A, B, C, D, x−i, (i = 0, 1, 2, 3, 4) are positive fuzzy numbers, according to
Lemma 4, Al,α, Ar,α, Bl,α, Br,α, Cl,α, Cr,α, Dl,α, Dr,α, L−i,α, R−i,α(i = 0, 1, 2, 3, 4) are left contin-
uous. From (16), L1,α, R1,α are also left continuous. Relying on mathematical induction,
Ln,α, Rn,α, n = 1, 2, · · · are left continuous.

We now prove that the support set ∪α∈[0,1][Ln,α, Rn,α] of xn is compact. We only need
to prove that ∪α∈[0,1][Ln,α, Rn,α] is bounded.

When n = 1, in view of A, B, C, D, x−i(i = 0, 1, 2, 3, 4) being positive fuzzy numbers, there
exist positive constants MA, NA, MB, NB, MC, NC, MD, ND, Mj, Nj(j = −4,−3,−2,−1, 0), so
that for all α ∈ [0, 1], it follows that

[Al,α, Ar,α] ⊂ [MA, NA], [Bl,α, Br,α] ⊂ [MB, NB], [Cl,α, Cr,α] ⊂ [MC, NC],

[Dl,α, Dr,α] ⊂ [MD, ND],
[
Lj,α, Rj,α

]
⊂
[
Mj, Nj

]
(j = −4,−3,−2,−1, 0).

(17)

Therefore, according to (16) and (17), we have

[L1,α, R1,α] ⊂
[

MA M−1M−2 + MB M−3

ND + NC N−4
,

NAN−1N−2 + NBN−3

MD + MC M−4

]
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From this, we can know that

∪α∈[0,1] [L1,α, R1,α] ⊂
[

MA M−1M−2 + MB M−3

ND + NC N−4
,

NAN−1N−2 + NBN−3

MD + MC M−4

]
(18)

Moreover, we can deduce that ∪α∈[0,1][L1,α, R1,α] is compact and
∪α∈[0,1][L1,α, R1,α] ⊂ (0,+∞). Therefore, it can be concluded from mathematical induction
that ∪α∈[0,1][Ln,α, Rn,α] is compact and we have

∪α∈[0,1][Ln,α, Rn,α] ⊂ (0,+∞), n = 1, 2, · · · . (19)

Thus, from Lemma 4, relation (15) and (19) and Ln,α, Rn,α are left continuous; it is
proved that [Ln,α, Rn,α] determines a sequence of positive fuzzy numbers. {xn} satisfies
Equation (9).

Now, we will prove that {xn} is the solution of Equation (9) with initial values
x−4, x−3, x−2, x−1, x0. For all α ∈ [0, 1], we have

[xn+1]α = [Ln+1,α, Rn+1,α]

=
[

Al,α Ln−1,α Ln−2,α+Bl,α Ln−3,α
Dr,α+Cr,αRn−4,α

, Ar,αRn−1,αRn−2,α+Br,αRn−3,α
Dl,α+Cl,α Ln−4,α

]
=
[

Axn−1xn−2+Bxn−3
D+Cxn−4

]
α
.

Therefore, xn is the solution of fuzzy Equation (9), with x−4, x−3, x−2, x−1, x0 as
initial conditions.

Finally, we prove the uniqueness of the solution of Equation (9). Suppose {xn} is
another solution of Equation (9) with initial values x−4, x−3, x−2, x−1, x0. According to the
above method, we can deduce

[xn]α = [Ln,α, Rn,α], α ∈ [0, 1], n = −4,−3, · · · . (20)

From (13) and (20), we have [xn]α = [xn]α, α ∈ (0, 1], n = −4,−3, · · · , from which it
follows that xn = xn, n = −4,−3, · · · , and then the proof is completed. �

In the following Theorems we will discuss the asymptotic behavior of the equilibrium
point of Equation (9). According to the fifth-order fuzzy difference Equation (9) and the
above analysis, we can obtain the following fifth-order ordinary difference symmetric
system (21)

yn+1 =
A1yn−1yn−2 + B1yn−3

D2 + C2zn−4
, zn+1 =

A2zn−1zn−2 + B2zn−3

D1 + C1yn−4
, n = 0, 1, · · · , (21)

where the parameters A1, A2, B1, B2, C1, C2, D1, D2 are positive real numbers, and the initial
values y−4, y−3, y−2, y−1, y0, z−4, z−3, z−2, z−1, z0 are also positive real numbers. In the
meantime, it holds that yn ≤ zn, A1 ≤ A2, B1 ≤ B2, C1 ≤ C2, D1 ≤ D2.

From Lemma 1, we know that the systems of ordinary parametric difference Equation
(21) have unique solutions (yn, zn) for any initial values. Moreover, we can easily find that
system (21) have three equilibrium points

X1 = (y1, z1) = (0, 0), X2 = (y2, z2) = (0,
D1 − B2

A2
), X3 = (y3, z3) = (

D2 − B1

A1
, 0)

Theorem 2. If B2 < D1, then the equilibrium point X1 = (y1, z1) = (0, 0) of the difference system
(21) is locally asymptotically stable. If D2 < B1, then the equilibrium point X1 = (y1, z1) = (0, 0)
of the difference symmetric system (21) is unstable.
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Proof. By calculation, we can see that the linearization equation of difference equation
system (21) at equilibrium point (0, 0) is as follows

ϕn+1 = Aϕn (22)

where

ϕn =



yn
yn−1
yn−2
yn−3
yn−4

zn
zn−1
zn−2
zn−3
zn−4


, A =



0 0 0 B1
D2

0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 B2

D1
0

0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0


Thus, the characteristic equation of Equation (22) is as follows:

f (λ) = λ2(λ4 − B1

D2
)(λ4 − B2

D1
) = 0, (23)

(1) If B2 < D1, in view of B1 < B2, D1 < D2, then all characteristic roots |λ| < 1. Thus,
according to Lemma 2, the equilibrium point (0, 0) is locally asymptotically stable.

(2) If D2 < B1, in view of B1 < B2, D1 < D2, then at least one root of the characteristic
Equation (23) lies outside the unit disk. From Lemma 2, we have that the equilibrium
point (0, 0) is unstable, and then the proof is completed. �

Theorem 3. If B2 < D1, then the equilibrium point X2 = (y2, z2) =
(

0, D1−B2
A2

)
of the difference

system (21) is unstable.

Proof. By calculation, we can obtain that the linearization equation of difference equation
system (21) at equilibrium point

(
0, D1−B2

A2

)
is as follows

ϕn+1 = Aϕn, (24)

where

ϕn =



yn
yn−1
yn−2
yn−3
yn−4

zn
zn−1
zn−2
zn−3
zn−4


, A =



0 0 0 M 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 N 0 P P B2

D1
0

0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0


,

where
M =

A2B1

A2D2 + C2D1 − C2B2
, N =

−D1C1 + B2C1

A2D1
, P =

D1 − B2

D1

Thus, the characteristic equation of Equation (24) is as follows

f (λ) = λ2(λ4 − A2B1

A2D2 + C2D1 − C2B2
)(λ4 +

B2 − D1

D1
λ2 +

B2 − D1

D1
λ− B2

D1
) = 0 (25)
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Now, we consider the roots of the Equation (25). Let g(λ) = λ4 + B2−D1
D1

λ2 + B2−D1
D1

λ− B2
D1

,
so we have

g′(λ) = 4λ3 + 2(
B2 − D1

D2
)λ +

B2 − D1

D1
, g′′ (λ) = 12λ2 + 2(

B2 − D1

D1
).

It is obvious that g′′ (λ) = 0 has two roots: λ1 =
√

D1−B2
6D1

, λ2 = −
√

D1−B2
6D1

. By
calculation, we can see that g′(λ1) < 0, g′(λ2) < 0. Let g′(λ3) = 0 so that λ1 < λ3 < 1.
Then, we can know that function g(λ) is decreasing on (−∞, λ3] and increasing on [λ3,+∞).
Let g(λ4) = 0, then we have g(λ3) < g(1) < 0 = g(λ4). From this, we can find that there
exists a root λ4 > 1 of the characteristic Equation (25). Moreover, according to Lemma 2,
we have that the equilibrium point X2 = (y2, z2) =

(
0, D1−B2

A2

)
is unstable, and the proof

of Theorem 3 is now complete. �

Theorem 4. If B1 < D2, then the equilibrium point X3 = (y3, z3) =
(

D2−B1
A1

, 0
)

of the difference
symmetric system (21) is unstable.

Proof. By calculation, we can see that the linearization equation of the difference system
(21) at equilibrium point

(
D2−B1

A1
, 0
)

is as follows:

ϕn+1 = Aϕn (26)

where

ϕn =



yn
yn−1
yn−2
yn−3
yn−4

zn
zn−1
zn−2
zn−3
zn−4


, A =



0 W W B1
D2

0 0 0 0 0 V
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 U 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0


,

where
U =

A1B2

A1D1 + C1D2 − C1B1
, V =

−D2C2 + B1C2

A1D2
, W =

D2 − B1

D2

Thus, the characteristic equation of Equation (26) is as follows:

f (λ) = λ2(λ4 − A1B2

A1D1 + C1D2 − C1B1
)(λ4 +

B1 − D2

D2
λ2 +

B1 − D2

D2
λ− B1

D2
) = 0 (27)

Next, we consider the roots of Equation (27). Let g(λ) = λ4 + B1−D2
D2

λ2 + B1−D2
D2

λ− B1
D2

.
We have

g′(λ) = 4λ3 + 2(
B1 − D2

D2
)λ +

B1 − D2

D2
, g′′ (λ) = 12λ2 + 2(

B1 − D2

D2
).

It’s clear that g′′ (λ) = 0 has two roots λ1 =
√

D2−B1
6D2

, λ2 = −
√

D2−B1
6D2

. By calculation,
we have g′(λ1) < 0, g′(λ2) < 0. Let g′(λ3) = 0 such that λ1 < λ3 < 1, then we can know
that function g(λ) is decreasing on (−∞, λ3] and increasing on [λ3,+∞). Moreover, let
g(λ4) = 0, thus, we have g(λ3) < g(1) < 0 = g(λ4). From this, we can see that there exists
a root λ4 > 1 of the characteristic Equation (27). According to Lemma 2, we know that the
equilibrium point X3 = (y3, z3) =

(
D2−B1

A1
, 0
)

is unstable, and the proof is completed. �
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Theorem 5. If A1 = A2 = A, B1 = B2 = B, C1 = C2 = C, D1 = D2 = D, then the
equilibrium point (0, 0) of the difference system (21) is locally attractor for any initial conditions
(yi, zi) ∈ (0, εD−B

A )
2
, i = −4,−3,−2,−1, 0, εD > B, ε ∈ (0, 1).

Proof. We can write the difference symmetric system (21) as follows

yn+1 = Ayn−1yn−2+Byn−3
D+Czn−4

,

zn+1 = Azn−1zn−2+Bzn−3
D+Cyn−4

, y = 0, 1, 2 · · · .
(28)

From (28), we can find that

0 ≤ yn ≤ Ayn−2yn−3+Byn−4
D ≤ A εD−B

A yn−2+Byn−4
D =

(
ε− B

D

)
yn−2 +

B
D yn−4,

0 ≤ zn ≤ Azn−2zn−3+Bzn−4
D ≤ A εD−B

A zn−2+Bzn−4
D =

(
ε− B

D

)
zn−2 +

B
D zn−4.

(29)

Let yn −myn−2 ≤ k(yn−2 −myn−4), from which we have

yn ≤ (m + k)yn−2 −mkyn−4. (30)

According to (29) and (30), we can obtain

m + k = ε− B
D

> 0, mk = − B
D

< 0.

From the relationship between the roots and the coefficients, we can see that m and k
are the two roots of the following quadratic equation of one variable x:

x2 −
(

ε− B
D

)
x− B

D
= 0.

Thus, without loss of generality, we have that

0 < k =
ε− B

D +

√
(ε− B

D )
2
+ 4 B

D

2
<

ε + 1
2

< 1, −1
2
− B

D
< m =

ε− B
D −

√
(ε− B

D )
2
+ 4 B

D

2
< 0.

Let Tn = yn −myn−2; we can obtain

Tn ≤ kTn−2. (31)

From (31), we can obtain the following inequalities

T2ω ≤ kT2(ω−1) ≤ k2T2(ω−2) ≤ · · · ≤ kωT0, n = 2ω, ω = 0, 1, 2, · · · ,
T2ω+1 ≤ kT2(ω−1)+1 ≤ k2T2(ω−2)+1 ≤ · · · ≤ kωT1, n = 2ω + 1, ω = 0, 1, 2, · · · .

In view of 0 < k < 1, we have lim
ω→+∞

T2ω = 0, lim
ω→+∞

T2ω+1 = 0, namely Tn → 0(n→ ∞) .

Let lim
n→∞

yn = y; from the above formulas Tn = yn −myn−2, we have y = my. Thus,

in view of m 6= 0,we can obtain lim
n→∞

yn = y = 0. In the same way, we can obtain

lim
n→∞

zn = z = 0. The proof is therefore completed.

Definition 9. ([56]) The trivial solution x = 0̂ of the difference Equation (9) is said to be

(1) uniformly stable; if given ε > 0, there exists a δ(ε) > 0 with D(xi, 0̂) < δ, i = −4,−3, · · · , 0,
implies D(xn, 0̂) < ε, for any n > 0, such that for any xi ∈ Dδ, i = −4,−3, · · · , 0 the
solution xn ∈ Dε, n > 0;

(2) uniformly attractive if there is a δ > 0 such that D(xi, 0̂) < δ, i = −4,−3, · · · , 0, one has
lim

n→∞
D(xn, 0̂) = 0;
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(3) uniformly asymptotically stable if (1) and (2) hold simultaneously.

Theorem 6. If the parameters A, B, C, D are positive trivial fuzzy numbers, i.e., positive real
numbers, and the initial conditions are positive fuzzy numbers with [xi]α ⊂ (0, (εD− B)/A),
i = −4,−3,−2,−1, 0, εD > B, ε ∈ (0, 1), α ∈ (0, 1], then the trivial solution x = 0̂ of the fuzzy
difference Equation (9) is uniformly asymptotically stable with respect to D as n→ ∞ .

Proof. The result follows from Theorem 2 and Theorem 5. �

4. Numerical Example

Computer numerical simulation is helpful to better understand and observe the
dynamic behavior of the fifth-order fuzzy difference Equation (9). In this section, we
use the software package Matlab 2016 to carry out numerical experiments on the main
conclusions obtained above. See Appendix for detailed Matlab calculation codes. As an
example, we consider the following fuzzy system.

Example 1. Consider the fuzzy system

xn+1 =
Axn−1xn−2 + Bxn−3

D + Cxn−4
, n = 0, 1, 2, · · · , (32)

where the parameters A, B, C, D are positive trivial fuzzy numbers and the initial conditions
x−4, x−3, x−2, x−1, x0 are positive nontrivial fuzzy numbers. From Theorem 6, we take the parame-
ters [A]α = [A, A] = 0.3, [B]α = [B, B] = 3, [C]α = [C, C] = 6, [D]α = [D, D] = 12, α ∈ [0, 1]
and the initial conditions [xi]α ⊂

(
0, 0.7D−B

A

)
, α ∈ (0, 1) such that

x−4(x) =
{ 1

2 x− 1
2 , 1 ≤ x ≤ 3,

− 1
2 x + 5

2 , 3 ≤ x ≤ 5,
x−3(x) =

{
x− 3, 3 ≤ x ≤ 4,
−x + 5, 4 ≤ x ≤ 5,

x−2(x) =
{ 1

2 x− 1, 2 ≤ x ≤ 4,
− 1

2 x + 3, 4 ≤ x ≤ 6,
(33)

and

x−1(x) =
{ 1

3 x− 5
3 , 5 ≤ x ≤ 8,

− 1
2 x + 5, 8 ≤ x ≤ 10,

x0(x) =
{ 1

3 x− 7
3 , 7 ≤ x ≤ 10,

− 1
4 x + 7

2 , 10 ≤ x ≤ 14,
(34)

Under (33) and (34), we can obtain

[x−4]α = [1 + 2α, 5− 2α], [x−3]α = [3 + α, 5− α], [x−2]α = [2 + 2α, 6− 2α],

[x−1]α = [5 + 3α, 10− 2α], [x0]α = [7 + 3α, 14− 4α].

In terms of Equation (32), we can establish the following difference symmetric system with
parameter α

Ln+1,α =
0.3Ln−1,αLn−2,α + 3Ln−3,α

12 + 6Rn−4,α
, Rn+1,α =

0.3Rn−1,αRn−2,α + 3Rn−3,α

12 + 6Ln−4,α
, α ∈ [0, 1], n = 0, 1, 2, · · · . (35)

Obviously, it is known that the symmetric system (35) satisfies the condition of Theorem 6.
Thus, from Theorem 6, we can obtain that the trivial solution x = 0̂ of system (32) is uniformly
asymptotically stable with respect to D as n→ ∞ . (see Figures A1–A4). It can be clearly seen
from Figure A1 that when the parameters α = 0, 0.25, 0.5, 0.75 and 1, lim

n→+∞
L(n) = 0 and

lim
n→+∞

R(n) = 0 as n→ ∞ . Figure A2 shows that when the parameters α = 0, lim
n→+∞

L(n) = 0

and lim
n→+∞

R(n) = 0 as n→ ∞ , Figure A3 shows that when the parameters α = 0.5,

lim
n→+∞

L(n) = 0 and lim
n→+∞

R(n) = 0 as n→ ∞ , and Figure A4 shows that when the param-

eters α = 1, lim
n→+∞

L(n) = lim
n→+∞

R(n) = 0 as n→ ∞ . The calculation times for obtaining

Figures A1–A4 are 0.000647 s, 0.000229 s, 0.000248 s, and 0.000278 s, respectively.
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5. Conclusions

In this paper, the dynamic properties of a class of fifth-order fuzzy difference system (9)
are studied. Firstly, from the fuzzy sets theory, we proved that the fuzzy system (9) exists a
unique positive fuzzy solution {xn} when the parameters A, B, C, D and the initial condi-
tions x−4, x−3, x−2, x−1, x0 are positive fuzzy numbers. Secondly, the stability and instability
of the fuzzy difference system (9) at equilibrium points are analyzed using linearization
theory and mathematical induction. Finally, under the stability theory and inequality tech-
niques, it is proved that the trivial solution x = 0̂ of the fuzzy difference system (9) is uni-
formly asymptotically stable with respect to D as n→ ∞ when the parameters A, B, C, D
are positive trivial fuzzy numbers and the initial conditions are positive fuzzy numbers
with [xi]α ⊂ (0, (εD− B)/A), i = −4,−3,−2,−1, 0, εD > B, ε ∈ (0, 1), α ∈ (0, 1]. In addi-
tion, numerical experiments are carried out by using the software package MATLAB 2016,
and the correctness of theoretical analysis in this paper is verified.

Finally, we must highlight the limitations of our proposed approach. The method in
this paper is only applicable to the case that the right-hand function of the fuzzy system
is monotonic function. In our next work, we plan to further research the case that the
right-hand function of the fuzzy system is nonmonotonic or abstract function.
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Appendix B. Matlab Calculation Codes

The codes of Figure A1:
%function x,y
%syms x y
%x=rand([1,104]);
%y=rand([1,104]);
clear all
format long
%syms a
a1=0;
for j = 1:5
a1=a1+j*(1/4)-(1/4);
n=150;
x=zeros(n,1);
y=zeros(n,1);

x(1,1)=1+2*a1;
x(2,1)=3+a1;
x(3,1)=2+2*a1;
x(4,1)=5+3*a1;
x(5,1)=7+3*a1;

y(1,1)=5-2*a1;
y(2,1)=5-a1;
y(3,1)=6-2*a1;
y(4,1)=10-2*a1;
y(5,1)=14-4*a1;

for i=6:30
x(i+1,1)=((3/10)*x(i-1,1)*x(i-2,1)+3*x(i-3,1))/(12+6*y(i-4,1));
y(i+1,1)=((3/10)*y(i-1,1)*y(i-2,1)+3*y(i-3,1))/(12+6*x(i-4,1));

end
N=50;

n=[y(4:N)];
m=[x(4:N)];
box on
hold on;
plot(n,m,’Color’,[rand(),rand(),rand()],’LineWidth’,1.5)

end
xlabel(’L(n)’)
ylabel(’R(n)’)
disp(a1);
legend(’a=0’,’a=0.25’,’a=0.5’,’a=0.75’,’a=1’)

The codes of Figure A2:
%function x,y
%syms x y
%x=rand([1,104]);
%y=rand([1,104]);
clear all
format long
%syms a
n=150;
a1=0;
x=zeros(n,1);
y=zeros(n,1);

x(1,1)=1+2*a1;
x(2,1)=3+a1;
x(3,1)=2+2*a1;
x(4,1)=5+3*a1;
x(5,1)=7+3*a1;
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y(1,1)=5-2*a1;
y(2,1)=5-a1;
y(3,1)=6-2*a1;
y(4,1)=10-2*a1;
y(5,1)=14-4*a1;

for i=6:50
x(i+1,1)=((3/10)*x(i-1,1)*x(i-2,1)+3*x(i-3,1))/(12+6*y(i-4,1));
y(i+1,1)=((3/10)*y(i-1,1)*y(i-2,1)+3*y(i-3,1))/(12+6*x(i-4,1));

end
m=[x(7,1),x(8,1),x(9,1),x(10,1),x(11,1),x(12,1),x(13,1),x(14,1),x(15,1),x(16,1),x(17,1),x(18,1),x(19,1),x(20,1),x(21,1),x(22,1),x(23,1),x(24,1),
x(25,1),x(26,1),x(27,1),x(28,1),x(29,1),x(30,1),x(31,1),x(32,1),x(33,1),x(34,1),x(35,1),x(36,1),x(37,1),x(38,1),x(39,1),x(40,1),x(41,1),x(42,1),
x(43,1),x(44,1),x(45,1),x(46,1),x(47,1),x(48,1),x(49,1),x(50,1)]
n=[y(7,1),y(8,1),y(9,1),y(10,1),y(11,1),y(12,1),y(13,1),y(14,1),y(15,1),y(16,1),y(17,1),y(18,1),y(19,1),y(20,1),y(21,1),y(22,1),y(23,1),y(24,1),
y(25,1),y(26,1),y(27,1),y(28,1),y(29,1),y(30,1),y(31,1),y(32,1),y(33,1),y(34,1),y(35,1),y(36,1),y(37,1),y(38,1),y(39,1),y(40,1),y(41,1),y(42,1),
y(43,1),y(44,1),y(45,1),y(46,1),y(47,1),y(48,1),y(49,1),y(50,1)]
hold on;
plot(m,’k*’)
plot(n,’r–’)
box on
%grid on
xlabel(’n’)
ylabel(’L(n)&R(n)’)
legend(’L(n)’,’R(n)’)

The codes of Figure A3:
%function x,y
%syms x y
%x=rand([1,104]);
%y=rand([1,104]);
clear all
format long
%syms a
n=150;
a1=0.5;
x=zeros(n,1);
y=zeros(n,1);

x(1,1)=1+2*a1;
x(2,1)=3+a1;
x(3,1)=2+2*a1;
x(4,1)=5+3*a1;
x(5,1)=7+3*a1;

y(1,1)=5-2*a1;
y(2,1)=5-a1;
y(3,1)=6-2*a1;
y(4,1)=10-2*a1;
y(5,1)=14-4*a1;

for i=6:50
x(i+1,1)=((3/10)*x(i-1,1)*x(i-2,1)+3*x(i-3,1))/(12+6*y(i-4,1));
y(i+1,1)=((3/10)*y(i-1,1)*y(i-2,1)+3*y(i-3,1))/(12+6*x(i-4,1));

end
m=[x(7,1),x(8,1),x(9,1),x(10,1),x(11,1),x(12,1),x(13,1),x(14,1),x(15,1),x(16,1),x(17,1),x(18,1),x(19,1),x(20,1),x(21,1),x(22,1),x(23,1),x(24,1),
x(25,1),x(26,1),x(27,1),x(28,1),x(29,1),x(30,1),x(31,1),x(32,1),x(33,1),x(34,1),x(35,1),x(36,1),x(37,1),x(38,1),x(39,1),x(40,1),x(41,1),x(42,1),
x(43,1),x(44,1),x(45,1),x(46,1),x(47,1),x(48,1),x(49,1),x(50,1)]
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n=[y(7,1),y(8,1),y(9,1),y(10,1),y(11,1),y(12,1),y(13,1),y(14,1),y(15,1),y(16,1),y(17,1),y(18,1),y(19,1),y(20,1),y(21,1),y(22,1),y(23,1),y(24,1),
y(25,1),y(26,1),y(27,1),y(28,1),y(29,1),y(30,1),y(31,1),y(32,1),y(33,1),y(34,1),y(35,1),y(36,1),y(37,1),y(38,1),y(39,1),y(40,1),y(41,1),y(42,1),
y(43,1),y(44,1),y(45,1),y(46,1),y(47,1),y(48,1),y(49,1),y(50,1)]
hold on;
plot(m,’k*’)
plot(n,’r–’)
box on
%grid on
xlabel(’n’)
ylabel(’L(n)&R(n)’)
legend(’L(n)’,’R(n)’)

The codes of Figure A4:
%function x,y
%syms x y
%x=rand([1,104]);
%y=rand([1,104]);
clear all
format long
%syms a
n=150;
a1=1;
x=zeros(n,1);
y=zeros(n,1);

x(1,1)=1+2*a1;
x(2,1)=3+a1;
x(3,1)=2+2*a1;
x(4,1)=5+3*a1;
x(5,1)=7+3*a1;

y(1,1)=5-2*a1;
y(2,1)=5-a1;
y(3,1)=6-2*a1;
y(4,1)=10-2*a1;
y(5,1)=14-4*a1;

for i=6:50
x(i+1,1)=((3/10)*x(i-1,1)*x(i-2,1)+3*x(i-3,1))/(12+6*y(i-4,1));
y(i+1,1)=((3/10)*y(i-1,1)*y(i-2,1)+3*y(i-3,1))/(12+6*x(i-4,1));

end
m=[x(7,1),x(8,1),x(9,1),x(10,1),x(11,1),x(12,1),x(13,1),x(14,1),x(15,1),x(16,1),x(17,1),x(18,1),x(19,1),x(20,1),x(21,1),x(22,1),x(23,1),x(24,1),
x(25,1),x(26,1),x(27,1),x(28,1),x(29,1),x(30,1),x(31,1),x(32,1),x(33,1),x(34,1),x(35,1),x(36,1),x(37,1),x(38,1),x(39,1),x(40,1),x(41,1),x(42,1),
x(43,1),x(44,1),x(45,1),x(46,1), x(47,1),x(48,1),x(49,1),x(50,1)]
n=[y(7,1),y(8,1),y(9,1),y(10,1),y(11,1),y(12,1),y(13,1),y(14,1),y(15,1),y(16,1),y(17,1),y(18,1),y(19,1),y(20,1),y(21,1),y(22,1),y(23,1),y(24,1),
y(25,1),y(26,1),y(27,1),y(28,1),y(29,1),y(30,1),y(31,1),y(32,1),y(33,1),y(34,1),y(35,1),y(36,1),y(37,1),y(38,1),y(39,1),y(40,1),y(41,1),y(42,1),
y(43,1),y(44,1),y(45,1),y(46,1),y(47,1),y(48,1),y(49,1),y(50,1)]
hold on;
plot(m,’k*’)
plot(n,’r–’)
box on
%grid on
xlabel(’n’)
ylabel(’L(n)&R(n)’)
legend(’L(n)’,’R(n)’)
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