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#### Abstract

In this paper, an analytical method is implemented to solve fractional-order Keller-Segel equations. The Yang transformation along with the Adomian decomposition method is implemented to obtain the solution of the given problems. The present method has an edge over other techniques as it does not need extra calculations and materials. The validity of the suggested technique is verified by considering some numerical problems. The results obtained confirm the better accuracy of the current technique. The suggested technique has a lesser number of calculations and is straightforward to apply and therefore can be applied to other fractional-order partial differential equations.
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## 1. Introduction

Fractional calculus (FC) has emerged as a new mathematical tool for describing nonlocal structures. In recent generations, fractional derivatives have been used to mathematically explain a variety of physical challenges, and these interpretations have shown good results when used to mimic real-world circumstances. Hadamard, Riemann-Liouville, Coimbra, Grunwald-Letnikov, Riesz, Weyl, Liouville Caputo, Atangana-Baleanu, CaputoFabrizio and some others, provided essential definitions of fractional operators [1-5]. To analyse the nonlinear FPDE solutions, several sophisticated approaches for discovering precise solutions have been devised, such as the Hermite colocation method [6], the optimal homotopy asymptotic technique [7], the Adomian decomposition method [8], the homotopy perturbation transform method [9], the Pade approximation and homotopy-Pade technique [10], the invariant subspace method [11], the q-homotopy analysis transform method [12], the homotopy analysis Sumudu transform method [13] and the Sumudu transform series expansion method [14]. Without applying perturbation techniques, the homotopy analysis technique converts a problem into an infinite number of linear problems. To obtain a convergent series solution [15,16], this approach uses the idea of homotopy from topology. The Laplace homotopy perturbation technique is a hybrid of Liao's [17] suggested homotopy analysis approach and the Laplace transform [18]. The study of partial differential equations, particularly those derived from finance mathematics, is where the elegance of symmetry analysis is most apparent. The secret of nature is symmetry, but the majority of natural observations lack symmetry. The occurrence of spontaneous symmetry breaking is a successful method for concealing symmetry. There are two types of symmetry: finite and infinitesimal. There can be continuous or discrete symmetries for finite symmetries. The natural symmetries of symmetry and time reversed are discrete, whereas space is a continuous transformation. Mathematicians have been fascinated by patterns for centuries. The nineteenth century witnessed the emergence of systematic
classifications of planar and spatial patterns. Unfortunately, accurately solving nonlinear fractional differential equations has proven to be quite difficult [19].

Chemotaxis is the movement of cells that is guided by a chemical substance differential. It is crucial in developmental biology and, more broadly, in cell population self-organisation. Evelyn Keller and Lee Segel proposed the chemotaxis first mathematical model in 1970. They introduced parabolic methods for explaining the chemical-attraction-based cellular slime's mould aggregation process [20]. In this study, we examine the fractional-order system of a Keller-Segel (KS) model of the form as

$$
\begin{aligned}
\frac{\partial^{\delta}}{\partial \tau^{\delta}} \mathcal{V}(\zeta, \tau) & =\alpha \frac{\partial^{2}}{\partial \zeta^{2}} \mathcal{V}(\zeta, \tau)-\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial \chi(\varphi)}{\partial \zeta}\right) \\
\frac{\partial^{\delta}}{\partial \tau^{\delta}} \varphi(\zeta, \tau) & =\beta \frac{\partial^{2}}{\partial \zeta^{2}} \varphi(\zeta, \tau)+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau)
\end{aligned}
$$

with initial conditions

$$
\mathcal{V}(\zeta, 0)=\mathcal{V}_{0}(\zeta), \varphi(\zeta, 0)=\varphi_{0}(\zeta), \zeta \in I
$$

The unknown term $\mathcal{V}(\zeta, \tau)$ denotes the amoebae of concentration and $\varphi(\zeta, \tau)$ expresses the chemical substance of concentration; $\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial \chi(\varphi)}{\partial \zeta}\right)$ denotes the chemotactic term and shows that the cells are sensitive to the chemicals and are attracted by them; $\chi(\varphi)$ is the sensitivity function while $\alpha, \beta, \gamma$ and $\sigma$ are positive constants; $0<\delta \leq 1$ is the parameter representing the order of the fractional derivative. The KS model has recently been widely studied. Atangana, for example, used a modified homotopy perturbation, the homotopy decomposition, and the Laplace transform approach to solve the KS model in [21-23]. In [24], Zayernouri created a fractional class of implicit Adams-Moulton and explicit AdamsBashforth procedures. The fractional derivative of Liouville-Caputo was explored. The modified homotopy analysis transform technique (MHATM) is an analytical methodology that combines the homotopy analysis method and the Laplace transform with a homotopy polynomial and was proposed in [25]. The MHATM technique with homotopy polynomial was invented by the authors in [25] for solving time-fractional KS equations using the fractional derivative of Liouville-Caputo. The suggested method produced a convergence study of MHATM, which was validated using several graphical representations.

It is worth mentioning that Adomian first presented the Adomian decomposition method (ADM) in 1980. This is a useful methodology for solving systems of differential equations that emerge in physical problems, both numerically and explicitly, and it has proven to be a very reliable technique for both boundary- and initial-value problems. Here, in particular, papers [26-33] address the application of ADM to various fractional transport models, whilst paper [34] discusses some nonstandard definitions of fractional derivatives. Sources [35-38] contain developments and/or reviews of various numerical approaches to transport problems, while [39] proposes an interesting perturbational approach to construct analytical approximations. Finally, the review paper [40] contains a comprehensive number of modern applications of fractional calculus.

In this article, we combine the Adomian decomposition method and Yang's transform method, called the Yang decomposition method (YDM). When compared to other numerical techniques, we can see that the YDM does not require any perturbation or liberalisation to determine the dynamical behaviour of complicated dynamical systems. The physical behaviour of the one-dimensional KS equation is investigated in this paper by using the YDM and the Yang transform to translate the problem into an algebraic type, and the nonlinear functions are decomposed with the help of Adomian polynomials [41-43].

## 2. Preliminary Concepts

We provide the fundamental definitions that will be used throughout the article. For the purpose of simplification, we write the exponential decay kernel as, $K(\tau, \varrho)=e^{-\delta(\tau-\varrho) /(1-\delta)}$.

Definition 1. The Caputo-Fabrizio derivative is given as follows [44]:

$$
\begin{equation*}
{ }^{C F} D_{\tau}^{\delta}[\mathbb{P}(\tau)]=\frac{N(\delta)}{1-\delta} \int_{0}^{\tau} \mathbb{P}^{\prime}(\varrho) K(\tau, \varrho) d \varrho, 0<\delta \leq 1 \tag{1}
\end{equation*}
$$

$N(\delta)$ is the normalisation function with $N(0)=N(1)=1$.

$$
\begin{equation*}
{ }^{C F} D_{\tau}^{\delta}[\mathbb{P}(\tau)]=\frac{N(\delta)}{1-\delta} \int_{0}^{\tau}[\mathbb{P}(\tau)-\mathbb{P}(\varrho)] K(\tau, \varrho) d \varrho \tag{2}
\end{equation*}
$$

Definition 2. The fractional integral Caputo-Fabrizio is given as [44]

$$
\begin{equation*}
{ }^{C F} I_{\tau}^{\delta}[\mathbb{P}(\tau)]=\frac{1-\delta}{N(\delta)} \mathbb{P}(\tau)+\frac{\delta}{N(\delta)} \int_{0}^{\tau} \mathbb{P}(\varrho) d \varrho, \quad \tau \geq 0, \quad \delta \in(0,1] \tag{3}
\end{equation*}
$$

Definition 3. For $N(\delta)=1$, the following result shows the Caputo-Fabrizio derivative of the Laplace transform [44]:

$$
\begin{equation*}
\left.L^{C}{ }^{C F} D_{\tau}^{\delta}[\mathbb{P}(\tau)]\right]=\frac{s L[\mathbb{P}(\tau)]-\mathbb{P}(0)}{s+\delta(1-s)} \tag{4}
\end{equation*}
$$

Definition 4. The Yang transform of $\mathbb{P}(\tau)$ is expressed as [45]

$$
\begin{equation*}
\mathbb{Y}[\mathbb{P}(\tau)]=\chi(s)=\int_{0}^{\infty} \mathbb{P}(\tau) e^{-\frac{\tau}{s}} d \tau . \quad \tau>0 \tag{5}
\end{equation*}
$$

Remark 1. The Yang transform of a few useful functions is defined as follows:

$$
\begin{align*}
\mathbb{Y}[1] & =s, \\
\mathbb{Y}[\tau] & =s^{2},  \tag{6}\\
\mathbb{Y}\left[\tau^{i}\right] & =\Gamma(i+1) s^{i+1}
\end{align*}
$$

Definition 5. The inverse Yang transform $\mathbb{Y}^{-1}$ is defined by

$$
\mathbb{Y}^{-1}[\mathbb{P}(\tau)]=\frac{1}{2 \pi \iota} \int_{\alpha-\iota \infty}^{\alpha+\infty} h\left(\frac{1}{s}\right) e^{s \tau} s d s=\Sigma \text { residues of } h\left(\frac{1}{s}\right) e^{s \tau} s
$$

Lemma 1 (Laplace-Yang duality). Let the Laplace transform of $\mathbb{P}(\tau)$ be $F(s)$, then $\chi(s)=F(1 / s)[46]$.

Lemma 2. Let $\mathbb{P}(\tau)$ be a continuous function, then the Yang transform of the Caputo-Fabrizio derivative of $\mathbb{P}(\tau)$ is defined by [46]

$$
\begin{equation*}
\mathbb{Y}\left[{ }^{C F} D_{\tau}^{\delta}[\mathbb{P}(\tau)]\right]=\frac{\mathbb{Y}[\mathbb{P}(\tau)]-s \mathbb{P}(0)}{1+\delta(s-1)} \tag{7}
\end{equation*}
$$

## 3. Fundamental Concept of the Yang Decomposition Method

We consider the following nonhomogenous fractional-order nonlinear partial differential equation with initial condition:

$$
\begin{align*}
\frac{\partial^{\delta} \mathcal{V}(\zeta, \tau)}{\partial \tau^{\delta}} & =G(\mathcal{V}(\zeta, \tau))+N(\mathcal{V}(\zeta, \tau))+\ell(\zeta, \tau), \quad 0<\delta \leq 1  \tag{8}\\
\mathcal{V}(\zeta, 0) & =\phi(\zeta)
\end{align*}
$$

where $G$ is a linear and $N$ a nonlinear term. Using the Yang transform on (8), we get

$$
\begin{gather*}
\mathbb{Y}\left[D_{\tau}^{\delta} \mathcal{V}(\zeta, \tau)\right]=\mathbb{Y}[G(\mathcal{V}(\zeta, \tau))]+\mathbb{Y}[N(\mathcal{V}(\zeta, \tau))]+\mathbb{Y}[\ell(\zeta, \tau)]  \tag{9}\\
\frac{1}{(1+\delta(s-1))} \mathbb{Y}[\mathcal{V}(\zeta, \tau)]-s \mathcal{V}(\zeta, 0)=\mathbb{Y}[G(\mathcal{V}(\zeta, \tau))]+\mathbb{Y}[N(\mathcal{V}(\zeta, \tau))]+\mathbb{Y}[\ell(\zeta, \tau)] . \tag{10}
\end{gather*}
$$

Using the initial condition in Equation (10), we achieve:

$$
\begin{equation*}
\mathbb{Y}[\mathcal{V}(\zeta, \tau)]=s \phi(\zeta)+(1+\delta(s-1)) \mathbb{Y}[G(\mathcal{V}(\zeta, \tau))]+(1+\delta(s-1)) \mathbb{Y}[N(\mathcal{V}(\zeta, \tau))]+(1+\delta(s-1)) \mathbb{Y}[\ell(\zeta, \tau)] \tag{11}
\end{equation*}
$$

Now, the nonlinear function $N(\mathcal{V}(\zeta, \tau))$ in terms of an infinite series is

$$
\begin{aligned}
& \mathcal{V}(\zeta, \tau)=\sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau) \\
& N(\mathcal{V}(\zeta, \tau))=\sum_{k=0}^{\infty} P_{k}(\zeta, \tau) \\
& P_{k}(\zeta, \tau)=\left.\frac{1}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} \lambda^{k}}\left[N \sum_{r=0}^{k}\left(\lambda^{r} \mathcal{V}_{r}(\zeta, \tau)\right)\right]\right|_{\lambda=0},
\end{aligned}
$$

then, (11) gives

$$
\begin{align*}
\mathbb{Y}\left[\sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau)\right]= & s \phi(\zeta)+(1+\delta(s-1)) \mathbb{Y}[\ell(\zeta, \tau)] \\
& +(1+\delta(s-1)) \mathbb{Y}\left[G\left(\sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau)\right)\right]+(1+\delta(s-1)) \mathbb{Y}\left[\left(\sum_{k=0}^{\infty} P_{k}(\zeta, \tau)\right)\right] \tag{12}
\end{align*}
$$

Comparing the terms on both sides of Equation (12), we get

$$
\begin{gather*}
\mathbb{Y}\left[\mathcal{V}_{0}(\zeta, \tau)\right]=s \phi(\zeta)+(1+\delta(s-1)) \mathbb{Y}[\ell(\zeta, \tau)] \\
\vdots  \tag{13}\\
\mathbb{Y}\left[\mathcal{V}_{k+1}(\zeta, \tau)\right]=(1+\delta(s-1)) \mathbb{Y}\left[\mathcal{V}_{k}(\zeta, \tau)+P_{k}(\zeta, \tau)\right], \quad k=0,1,2, \ldots
\end{gather*}
$$

Applying the inverse Yang transform of Equation (13), we get

$$
\begin{aligned}
& \mathcal{V}_{0}(\zeta, \tau)=\phi(\zeta)+\mathbb{Y}^{-1}[(1+\delta(s-1)) \mathbb{Y}[\ell(\zeta, \tau)]] \\
& \vdots \\
& \mathcal{V}_{k+1}(\zeta, \tau)=\mathbb{Y}^{-1}\left[(1+\delta(s-1)) \mathbb{Y}\left[\mathcal{V}_{k}(\zeta, \tau)+P_{k}(\zeta, \tau)\right]\right], \quad k=0,1,2, \ldots
\end{aligned}
$$

We obtain the following theorem for the convergence of the suggested technique to investigate linear and nonlinear models. If researchers understand the actual result of a model, we can smoothly show the convergence of the suggested technique using this theorem.

## 4. Implementation of YDM on One-Dimensional Fractional-Order Keller-Segel Equations

In this section, we use the Yang decomposition method to investigate a scheme of one-dimensional fractional-order KS models [47,48]. Keller and Segel introduced parabolic models to define the cellular aggregation procedure of thin mould by chemical attraction in 1970 [49]. Numerous researchers presently rely a lot on Keller and Segel's method. Local results of several scholars were investigated in [23]. Abdon et al. described the existences of outcomes for the one-dimensional KS model [22]. In [21], using the homotopy decomposition method, the authors proposed the following numerical analysis of a onedimensional KS equation.

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{V}(\zeta, \tau)}{\partial \tau}=\alpha \frac{\partial^{2} \mathcal{V}(\zeta, \tau)}{\partial \zeta^{2}}-\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial(\chi(\varphi(\zeta, \tau)))}{\partial \zeta}\right), \\
\frac{\partial \mathcal{V}(\zeta, \tau)}{\partial \tau}=\beta \frac{\partial^{2} \varphi(\zeta, \tau)}{\partial \zeta^{2}}+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau),
\end{array}\right.
$$

and initial conditions

$$
\mathcal{V}(\zeta, 0)=\mathcal{V}_{0}(\zeta), \quad \varphi(\zeta, 0)=\varphi_{0}(\zeta), \quad \zeta \in I=(\zeta, \tau)
$$

where $\alpha, \beta, \gamma$, and $\sigma$ are positive constants and the open interval $I$ is bounded. The coupled results $\mathcal{V}(\zeta, \tau)$ define the substance of a chemical concentration and $\varphi(\zeta, \tau)$ the amoebae concentration, respectively. Moreover, the function $\chi(\varphi(\zeta, \tau))$ denotes the sensitivity term and is a smooth term of $\varphi \in(0, \infty)$, which defines a cell's sensitivity to chemical stimulation. To improve the work in [23], we analysed the scheme (11) with the YDM

$$
\left\{\begin{array}{l}
\frac{\partial^{\delta} \mathcal{V}(\zeta, \tau)}{\partial \tau^{\delta}}=\alpha \frac{\partial^{2} \mathcal{V}(\zeta, \tau)}{\partial \zeta^{2}}-\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial \chi(\varphi(\zeta, \tau))}{\partial \zeta}\right), \quad 0<\delta \leq 1  \tag{14}\\
\frac{\partial^{\delta} \varphi(\zeta, \tau)}{\partial \tau^{\delta}}=\beta \frac{\partial^{2} \varphi(\zeta, \tau)}{\partial \zeta^{2}}+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau),
\end{array}\right.
$$

with initial conditions

$$
\mathcal{V}_{0}(\zeta, 0)=\mathcal{V}_{0}(\zeta), \quad \varphi_{0}(\zeta, 0)=\varphi_{0}(\zeta), \quad \zeta \in I
$$

The term $\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial \chi(\varphi(\zeta, \tau))}{\partial \zeta}\right)$ is the chemiosmotic function that defines the chemicalssensitive term and what are attracted by them and $\chi(\varphi)$ is known as the sensitivity term. The considered derivative here is a Caputo-Fabrizio operator. Once $\delta=1$, the timefractional KS equations reduce to the classical KS equation of integer-order. Following the same steps, we can show that with $\varphi(\zeta, \tau)=\chi(\varphi(\zeta, \tau))$, taking the Yang transform on both sides of (14) results in

$$
\begin{aligned}
& \mathbb{Y}\left[\frac{\partial^{\delta} \mathcal{V}(\zeta, \tau)}{\partial \tau^{\delta}}\right]=\mathbb{Y}\left[\alpha \mathcal{V}_{\zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta}\left(\mathcal{V} \varphi_{\zeta}\right)\right] \\
& \mathbb{Y}\left[\frac{\partial^{\delta} \varphi(\zeta, \tau)}{\partial \tau^{\delta}}\right]=\mathbb{Y}\left[\beta \varphi_{\zeta \zeta}(\zeta, \tau)+\mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau)\right]
\end{aligned}
$$

$$
\begin{equation*}
\frac{1}{(1+\delta(s-1))} \mathbb{Y}[\mathcal{V}(\zeta, \tau)]-s \mathcal{V}(\zeta, 0)=\mathbb{Y}\left[\alpha \mathcal{V}_{\zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta}\left(\mathcal{V} \varphi_{\zeta}\right)(\zeta, \tau)\right] \tag{15}
\end{equation*}
$$

$$
\frac{1}{(1+\delta(s-1))} \mathbb{Y}[\varphi(\zeta, \tau)]-s \varphi(\zeta, 0)=\mathbb{Y}\left[\beta \varphi_{\zeta \zeta}(\zeta, \tau)+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau)\right]
$$

Rearranging terms in (15), we get

$$
\begin{align*}
& \mathbb{Y}[\mathcal{V}(\zeta, \tau)]=s \mathcal{V}_{0}(\zeta)+(1+\delta(s-1)) \mathbb{Y}\left[\alpha \mathcal{V}_{\zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta}\left(\mathcal{V} \varphi_{\zeta}\right)(\zeta, \tau)\right]  \tag{16}\\
& \mathbb{Y}[\varphi(\zeta, \tau)]=s \varphi_{0}(\zeta)+(1+\delta(s-1)) \mathbb{Y}\left[\beta \varphi_{\zeta \zeta}(\zeta, \tau)+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau)\right]
\end{align*}
$$

Let

$$
\begin{aligned}
\mathcal{V}(\zeta, \tau) & =\sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau), \quad \varphi(\zeta, \tau)=\sum_{k=0}^{\infty} \varphi_{k}(\zeta, \tau) \\
\mathcal{V}(\zeta, \tau) \varphi_{\zeta}(\zeta, \tau) & =\sum_{k=0}^{\infty} P_{k}
\end{aligned}
$$

where $P_{k}(\zeta, \tau)$ are Adomian polynomials expressed as

$$
P_{k}=\left.\frac{1}{\Gamma(k+1)} \frac{\mathrm{d}^{k}}{\mathrm{~d} \lambda^{k}}\left[\sum_{r=0}^{k} \lambda^{r} \mathcal{V}_{r} \sum_{r=0}^{k} \lambda^{r} \varphi_{\zeta r}\right]\right|_{\lambda=0}
$$

Therefore, Equation (16) after decomposing the nonlinear functions with the help of the Adomian polynomial, is defined as

$$
\begin{align*}
& \mathbb{Y}\left[\sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau)\right]=s \mathcal{V}_{0}(\zeta)+(1+\delta(s-1)) \mathbb{Y}\left[\alpha \sum_{k=0}^{\infty} \mathcal{V}_{k \zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta} \sum_{k=0}^{\infty} P_{k}\right] \\
& \mathbb{Y}\left[\sum_{k=0}^{\infty} \varphi_{k}(\zeta, \tau)\right]=s \varphi_{0}(\zeta)+(1+\delta(s-1)) \mathbb{Y}\left[\beta \sum_{k=0}^{\infty} \varphi_{k \zeta \zeta}(\zeta, \tau)+\gamma \sum_{k=0}^{\infty} \mathcal{V}_{k}(\zeta, \tau)-\sigma \sum_{k=0}^{\infty} \varphi_{k}(\zeta, \tau)\right] . \tag{17}
\end{align*}
$$

Comparing the terms on both sides of Equation (17), we get

$$
\begin{align*}
\mathbb{Y}\left[\mathcal{V}_{0}(\zeta, \tau)\right] & =s \mathcal{V}_{0}(\zeta) \\
\mathbb{Y}\left[\varphi_{0}(\zeta, \tau)\right] & =s \varphi_{0}(\zeta) \\
\mathbb{Y}\left[\mathcal{V}_{k+1}(\zeta, \tau)\right] & =(1+\delta(s-1)) \mathbb{Y}\left[\alpha \mathcal{V}_{k \zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta} P_{k}\right], \quad k=0,1,2, \ldots,  \tag{18}\\
\mathbb{Y}\left[\varphi_{k+1}(\zeta, \tau)\right] & =(1+\delta(s-1)) \mathbb{Y}\left[\beta \varphi_{k \zeta \zeta}(\zeta, \tau)+\gamma \mathcal{V}_{k}(\zeta, \tau)-\sigma \varphi_{k}(\zeta, \tau)\right], \quad k=0,1,2, \ldots
\end{align*}
$$

After applying the inverse Yang transform of Equation (18), we get

$$
\begin{align*}
\mathcal{V}_{0}(\zeta, \tau) & =\mathcal{V}_{0}(\zeta) \\
\varphi_{0}(\zeta, \tau) & =\varphi_{0}(\zeta) \\
\mathcal{V}_{k+1}(\zeta, \tau) & =\mathbb{Y}^{-1}\left[(1+\delta(s-1)) \mathbb{Y}\left[\alpha \mathcal{V}_{k \zeta \zeta}(\zeta, \tau)-\frac{\partial}{\partial \zeta} P_{k}\right]\right], \quad k=0,1,2, \ldots,  \tag{19}\\
\varphi_{k+1}(\zeta, \tau) & =\mathbb{Y}^{-1}\left[(1+\delta(s-1)) \mathbb{Y}\left[\beta \varphi_{k \zeta \zeta}(\zeta, \tau)+\gamma \mathcal{V}_{k}(\zeta, \tau)-\sigma \varphi_{k}(\zeta, \tau)\right]\right], \quad k=0,1,2, \ldots
\end{align*}
$$

Finally, in view of Equation (19), we obtain the required series results to the proposed model.

## 5. Numerical Problems

In this section, we describe the implementation of the YDM to solve the KS equation on some test problems.

Example 1. Consider the time-fractional $K$ model as in [23] with sensitivity term $\chi(\varphi(\zeta, \tau))=1$. Then, the function $\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\partial \chi(\varphi)}{\partial \zeta}\right)=0$

$$
\left\{\begin{array}{l}
\frac{\partial^{\delta} \mathcal{V}(\zeta, \tau)}{\partial \tau^{\delta}}=\alpha \frac{\partial^{2} \mathcal{V}(\zeta, \tau)}{\partial \zeta^{2}}, \quad 0<\delta \leq 1  \tag{20}\\
\frac{\partial^{\delta} \varphi(\zeta, \tau)}{\partial \tau^{\delta}}=\beta \frac{\partial^{2} \varphi(\zeta, \tau)}{\partial \zeta^{2}}+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau), \quad 0<\delta \leq 1
\end{array}\right.
$$

with initial conditions

$$
\begin{equation*}
\mathcal{V}(\zeta, 0)=m e^{-\zeta^{2}}, \varphi(\zeta, 0)=n e^{-\zeta^{2}}, \quad \zeta>0 . \tag{21}
\end{equation*}
$$

According to the method defined in Section 4, we calculate several terms for the solution corresponding to (20) as

$$
\begin{align*}
\mathcal{V}_{0}(\zeta, \tau) & =\mathcal{V}_{0}(\zeta), \varphi_{0}(\zeta, \tau)=\varphi_{0}(\zeta) \\
\mathcal{V}_{1}(\zeta, \tau) & =\alpha m\left(4 \zeta^{2}-2\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\} \\
\varphi_{1}(\zeta, \tau) & =\left[\beta n\left(4 \zeta^{2}-2\right)+(\gamma m-\sigma n)\right] e^{-\zeta^{2}}\{1+\delta \tau-\delta\}, \\
\mathcal{V}_{2}(\zeta, \tau) & =\alpha^{2}\left(12 m-24 m \zeta^{2}-24 \alpha m \zeta^{2}+16 \alpha m \zeta^{3} e-\zeta^{2}\right)\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\},  \tag{22}\\
\varphi_{2}(\zeta, \tau) & =\beta\left[-24 \beta n-4 \beta n\left(2 m^{2}-1\right)+\left(8 \beta n \zeta^{2}-2 \sigma \beta n\right)\left(2 \zeta^{2}-1\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}, \\
& +\left[\left(2-4 \zeta^{2}-1\right)(\gamma m+\sigma n)-\gamma \alpha\left(4 m \zeta^{2}-2 m\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\},
\end{align*}
$$

and so on. The series-form results obtained by applying the mathematical values $\alpha=0.5, \beta=3$, $n=120, \gamma=1, m=160$, and $\sigma=0.8$ in Equation (22) are expressed as

$$
\begin{align*}
& \mathcal{V}_{0}(\zeta, \tau)=160 e^{-\zeta^{2}}, \varphi_{0}(\zeta, \tau)=120 e^{-\zeta^{2}} \\
& \mathcal{V}_{1}(\zeta, \tau)=0.5\left(640 \zeta^{2}-320\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\}  \tag{23}\\
& \varphi_{1}(\zeta, \tau)=\left[160\left(4 \zeta^{2}-2\right)-(64)\right] e^{-\zeta^{2}}\{1+\delta \tau-\delta\}
\end{align*}
$$

$\mathcal{V}_{2}(\zeta, \tau)=\left(480-1920 \zeta^{2}+640 \zeta^{3}\right) e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}$,
$\varphi_{2}(\zeta, \tau)=\left[3\left(1150-2560 \zeta^{2}-320\left(4 \zeta^{2}-2\right)-2560 \zeta+4 \zeta^{2}\left(160\left(4 \zeta^{2}-2\right)+64\right)\right)\right.$
$\left.+\left(960 \zeta-640 \zeta^{3}\right)-0.5\left(1280 \zeta-2 \zeta\left(160\left(4 \zeta^{2}-2\right)+64\right)\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}$,
$\mathcal{V}_{3}(\zeta, \tau)=\left(1260-120 \zeta^{2}+640 \zeta^{3}+875 \zeta^{4}\right) e^{-\zeta^{2}}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\}$,
$\varphi_{3}(\zeta, \tau)=\left[5\left(1360-215 \zeta^{2}-28\left(8 \zeta^{2}+7 \zeta^{3}-2\right)-3045 \zeta+8 \zeta^{2}\left(160\left(8 \zeta^{2}+7 \zeta^{3}-2\right)+70\right)\right)\right.$
$\left.+\left(123 \zeta-840 \zeta^{3}\right)-0.9\left(1280 \zeta-2 \zeta\left(160\left(8 \zeta^{2}+7 \zeta^{3}-2\right)+64\right)\right)\right] e^{-\zeta^{2}}$
$\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\}$,
and so on. After four terms, the series solutions from Equation (30) are defined by

$$
\begin{align*}
\mathcal{V}(\zeta, \tau) & =160 e^{-\zeta^{2}}+0.5\left(640 \zeta^{2}-320\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\} \\
& +\left(480-1920 \zeta^{2}+640 \zeta^{3}\right) e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\} \\
& +\left(1260-120 \zeta^{2}+640 \zeta^{3}+875 \zeta^{4}\right) e^{-\zeta^{2}}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\}, \\
\varphi(\zeta, \tau) & =120 e^{-\zeta^{2}}+\left[160\left(4 \zeta^{2}-2\right)-(64)\right] e^{-\zeta^{2}}\{1+\delta \tau-\delta\} \\
& +\left[3\left(1150-2560 \zeta^{2}-320\left(4 \zeta^{2}-2\right)-2560 \zeta+4 \zeta^{2}\left(160\left(4 \zeta^{2}-2\right)+64\right)\right)\right.  \tag{25}\\
& \left.+\left(960 \zeta-640 \zeta^{3}\right)-0.5\left(1280 \zeta-2 \zeta\left(160\left(4 \zeta^{2}-2\right)+64\right)\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\} \\
& {\left[5\left(1360-215 \zeta^{2}-28\left(8 \zeta^{2}+7 \zeta^{3}-2\right)-3045 \zeta+8 \zeta^{2}\left(160\left(8 \zeta^{2}+7 \zeta^{3}-2\right)+70\right)\right)\right.} \\
& \left.+\left(123 \zeta-840 \zeta^{3}\right)-0.9\left(1280 \zeta-2 \zeta\left(160\left(8 \zeta^{2}+7 \zeta^{3}-2\right)+64\right)\right)\right] e^{-\zeta^{2}} \\
& \left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\} .
\end{align*}
$$

Example 2. Consider the fractional-order KS equation as in [23] with sensitivity term $\chi(\varphi)=\varphi$, then the function $\frac{\partial}{\partial \zeta}\left(\mathcal{V}(\zeta, \tau) \frac{\chi(\varphi)}{\partial \zeta}\right)=\frac{\partial}{\partial \zeta} \mathcal{V}(\zeta, \tau) \frac{\partial}{\partial \zeta} \varphi(\zeta, \tau)+\mathcal{V}(\zeta, \tau) \frac{\partial^{2} \varphi(\zeta)}{\partial \zeta^{2}}$

$$
\left\{\begin{array}{l}
\frac{\partial^{\delta} \mathcal{V}(\zeta, \tau)}{\partial \tau^{\delta}}=\alpha \frac{\partial^{2} \mathcal{V}(\zeta, \tau)}{\partial \zeta^{2}}-\frac{\partial}{\partial \zeta} \mathcal{V}(\zeta, \tau) \frac{\partial}{\partial \zeta} \varphi(\zeta, \tau)+\mathcal{V}(\zeta, \tau) \frac{\partial^{2} \varphi(\zeta)}{\partial \zeta^{2}}, 0<\delta \leq 1  \tag{26}\\
\frac{\partial^{\delta} \varphi(\zeta, \tau)}{\partial \tau^{\delta}}=\beta \frac{\partial^{2} \varphi(\zeta, \tau)}{\partial \zeta^{2}}+\gamma \mathcal{V}(\zeta, \tau)-\sigma \varphi(\zeta, \tau),
\end{array}\right.
$$

with initial conditions

$$
\begin{equation*}
\mathcal{V}(\zeta, 0)=m e^{-\zeta^{2}}, \varphi(\zeta, 0)=n e^{-\zeta^{2}}, \zeta>0 \tag{27}
\end{equation*}
$$

Applying the methodology introduced in Section 4 and utilising the provided mathematical values $\alpha=0.5, m=160, \beta=3, n=120, \gamma=1$, and $\sigma=0.8$, we solve (26) as

$$
\begin{align*}
& \mathcal{V}_{0}(\zeta, \tau)=160 e^{-\zeta^{2}} \\
& \varphi_{0}(\zeta, \tau)=120 e^{-\zeta^{2}} \\
& \mathcal{V}_{1}(\zeta, \tau)=\left(0.5\left(76800 \zeta^{2}-320\right) e^{-\zeta^{2}}-240\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\}  \tag{28}\\
& \varphi_{1}(\zeta, \tau)=\left(3\left(480 \zeta^{2}-240\right)+64\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\}
\end{align*}
$$

$$
\begin{align*}
& \mathcal{V}_{2}(\zeta, \tau)=0.5\left[38400-76800 \zeta^{2}-2\left(38400 \zeta^{2}-160\right)-\left(153600 \zeta+4 \zeta^{2}\left(38400 \zeta^{2}-160\right)\right)\right] e^{-\zeta^{2}}\{(1-\delta) 2 \delta \tau \\
& \left.+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}+320\left(2880-3 \zeta\left(2\left(480 \zeta^{2}-240\right)+64\right)\right) \zeta e^{-2 \zeta^{2}} \\
& -240\left(\left(76800+0.5\left(76800 \zeta^{2}-320\right)-153600\right) e^{-2 \zeta^{2}}\right. \\
& \left.+(153500-307200 \zeta) \zeta e^{-3 \zeta^{2}}\right)\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\} \\
& +\left[160\left(5760-2(3(480 x 2-240)+64)+4 \zeta^{2}\left(3\left(480 \zeta^{2}-240\right)+64\right)\right)\right.  \tag{29}\\
& \left.+\left(0.5\left(76800 \zeta^{2}-320\right)-76800 \zeta^{2}+76500\right)\left(480 \zeta^{2}-120\right)\right] e^{-2 \zeta^{2}}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}\right. \\
& \left.+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\} \\
& \varphi_{2}(\zeta, \tau)=3\left[8652+\left(3840 \zeta^{2}-1920\right)\left(2 \zeta^{2}-1\right)+440\left(1-4 \zeta^{2}\right)\right. \\
& \left.-0.5\left(480 \zeta^{2}-240\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}
\end{align*}
$$

$\mathcal{V}_{3}(\zeta, \tau)=0.5\left[3790-6700 \zeta^{3}-2\left(43500 \zeta^{3}-160\right) e^{-\zeta^{2}}-\left(18660 \zeta+4 \zeta^{4}\left(38400 \zeta^{2}-160\right)\right) e^{-\zeta^{2}}\right]\{(1-\delta) 2 \delta \tau$
$\left.+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}+20\left(3200-4 \zeta\left(2\left(560 \zeta^{3}-240\right)+65\right)\right) x e^{-2 \zeta^{3}}$
$-240\left(\left(76800+0.5\left(76800 \zeta^{3}-400\right)-153600\right) e^{-2 \zeta^{3}}\right.$
$\left.+(153500-307200 \zeta) \zeta e^{-3 \zeta^{2}}\right) \frac{\tau^{4 \sigma}}{\Gamma(4 \sigma+1)}+\left[160\left(7630-2\left(3\left(480 \zeta^{2}-240\right)+64\right)\right.\right.$
$\left.\left.+4 \zeta^{3}\left(3\left(540 \zeta^{3}-870\right)+64\right)\right)+\left(0.5\left(76800 \zeta^{2}-320\right)-76800 \zeta^{3}+76500\right)\left(480 \zeta^{2}-120\right)\right] e^{-2 \zeta^{2}} \frac{\tau^{4 \sigma}}{\Gamma(4 \sigma+1)}$,

$$
\varphi_{3}(\zeta, \tau)=3\left[7600+\left(4032 \zeta^{3}-1920\right)\left(2 \zeta^{3}-1\right)+440\left(1-4 \zeta^{3}\right)-0.5\left(480 \zeta^{3}-240\right)\right] e^{-\zeta^{2}}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}\right.
$$

$$
\left.+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\}
$$

Now, the series-form results after taking four terms of example (20) are defined by

$$
\begin{align*}
& \mathcal{V}(\zeta, \tau)=160 e^{-\zeta^{2}}+\left(0.5\left(76800 \zeta^{2}-320\right) e^{-\zeta^{2}}-240\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\}+0.5\left[38400-76800 \zeta^{2}\right. \\
& \left.-2\left(38400 \zeta^{2}-160\right)-\left(153600 \zeta+4 \zeta^{2}\left(38400 \zeta^{2}-160\right)\right)\right] e^{-\zeta^{2}}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\} \\
& +320\left(2880-3 \zeta\left(2\left(480 \zeta^{2}-240\right)+64\right)\right) \zeta e^{-2 \zeta^{2}}-240\left(\left(76800+0.5\left(76800 \zeta^{2}-320\right)-153600\right) e^{-2 \zeta^{2}}\right. \\
& \left.+(153500-307200 \zeta) \zeta e^{-3 \zeta^{2}}\right)\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\} \\
& +\left[160\left(5760-2(3(480 x 2-240)+64)+4 \zeta^{2}\left(3\left(480 \zeta^{2}-240\right)+64\right)\right)\right. \\
& \left.+\left(0.5\left(76800 \zeta^{2}-320\right)-76800 \zeta^{2}+76500\right)\left(480 \zeta^{2}-120\right)\right] e^{-2 \zeta^{2}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\}}  \tag{31}\\
& +0.5\left[3790-6700 \zeta^{3}-2\left(43500 \zeta^{3}-160\right) e^{-\zeta^{2}}-\left(18660 \zeta+4 \zeta^{4}\left(38400 \zeta^{2}-160\right)\right) e^{\left.-\zeta^{2}\right]\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}\right.}\right. \\
& \left.+\frac{\delta^{2} \tau^{2}}{2}\right\}+20\left(3200-4 \zeta\left(2\left(560 \zeta^{3}-240\right)+65\right)\right) x e^{-2 \zeta^{3}}-240\left(\left(76800+0.5\left(76800 \zeta^{3}-400\right)-153600\right) e^{-2 \zeta^{3}}\right. \\
& \left.+(153500-307200 x) x e^{-3 \zeta^{2}}\right) \frac{\tau^{4 \sigma}}{\Gamma(4 \sigma+1)}+\left[160\left(7630-2\left(3\left(480 \zeta^{2}-240\right)+64\right)+4 \zeta^{3}\left(3\left(540 \zeta^{3}-870\right)+64\right)\right)\right. \\
& \left.+\left(0.5\left(76800 \zeta^{2}-320\right)-76800 \zeta^{3}+76500\right)\left(480 \zeta^{2}-120\right)\right] e^{-2 \zeta^{2}} \frac{\tau^{4 \sigma}}{\Gamma(4 \sigma+1)}, \\
& \varphi(\zeta, \tau)=120 e^{-\zeta^{2}}+\left(3\left(480 \zeta^{2}-240\right)+64\right) e^{-\zeta^{2}}\{1+\delta \tau-\delta\} \\
& +3\left[8652+\left(3840 \zeta^{2}-1920\right)\left(2 \zeta^{2}-1\right)+440\left(1-4 \zeta^{2}\right)-0.5\left(480 \zeta^{2}-240\right)\right] e^{-\zeta^{2}\left\{(1-\delta) 2 \delta \tau+(1-\delta)^{2}+\frac{\delta^{2} \tau^{2}}{2}\right\}} \\
& +3\left[7600+\left(4032 \zeta^{3}-1920\right)\left(2 \zeta^{3}-1\right)+440\left(1-4 \zeta^{3}\right)-0.5\left(480 \zeta^{3}-240\right)\right] e^{-\zeta^{2}\left\{(1-\delta)^{2} 3 \delta \tau+(1-\delta)^{3}\right.}  \tag{32}\\
& \left.+\frac{3 \delta^{2}(1-\delta) \tau^{2}}{2}+\frac{\delta^{3} \tau^{3}}{3!}\right\} .
\end{align*}
$$

## 6. Results and Discussion

Table 1 demonstrates the close relationship between the four-term results obtained using the YDM and those obtained using the homotopy perturbation approach. Thus, we see that the findings obtained using the YDM and the homotopy perturbation approach are highly correlative. More than that, the solution at various fractional orders shows that the result converges to the integer-order result as $\delta$ goes to 1 . Example 1's YDM and HPTM solutions are compared at $\zeta=1$ and $\delta=1$ in Table 1. The consistency between the YDM and HPTM solutions supports the validity of the presented methods. Figures 1 and 2 show the YDM solutions for the variables $\mathcal{V}(\zeta, \tau)$ and $\varphi(\zeta, \tau)$, respectively, for the fractional orders $\delta=0.5,0.6,0.8$, and 1 . Similarly, the representations in Figures 3 and 4 show that the fractional-order solutions converge to the integer-order ones. Both approaches are shown to be accurate to a great extent and provide a closed-form solution to Example 2.

Table 1. YDM and homotopy perturbation method comparison for the results of problem 1 at $\delta=1$.

| $\boldsymbol{\tau}$ | $\mathcal{V}(\zeta, \tau)$ | $\varphi(\zeta, \tau)$ | $\mathcal{V}(\zeta, \tau)$ | $\varphi(\zeta, \tau)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | $2.7 \times 10^{5}$ | $8.0 \times 10^{2}$ | $2.6 \times 10^{5}$ | $7.9 \times 10^{2}$ |
| 0.4 | $3.0 \times 10^{6}$ | $2.0 \times 10^{3}$ | $3.4 \times 10^{6}$ | $3.0 \times 10^{3}$ |
| 0.6 | $5.9 \times 10^{6}$ | $4.0 \times 10^{3}$ | $7.0 \times 10^{6}$ | $3.9 \times 10^{3}$ |
| 0.8 | $8.5 \times 10^{6}$ | $7.0 \times 10^{3}$ | $7.7 \times 10^{6}$ | $6.9 \times 10^{3}$ |
| 1.0 | $1.5 \times 10^{7}$ | $1.2 \times 10^{4}$ | $1.4 \times 10^{7}$ | $1.4 \times 10^{4}$ |



Figure 1. The two-dimensional view of $\mathcal{V}(\zeta, \tau)$ with different fractional orders $\delta$ with respect to $\zeta$ and $\tau$ of Example 1.


Figure 2. The two-dimensional view of $\varphi(\zeta, \tau)$ with different fractional orders $\delta$ with respect to $\tau$ and $\zeta$ of Example 1.


Figure 3. The two-dimensional view of $\mathcal{V}(\zeta, \tau)$ with different fractional orders $\delta$ with respect to $\zeta$ and $\tau$ of Example 2.


Figure 4. The two-dimensional view of $\varphi(\zeta, \tau)$ with different fractional orders $\delta$ with respect to $\tau$ and $\zeta$ of Example 2.

## 7. Conclusions

In this paper, an extended Yang decomposition method was applied to achieve a numerical solution of fractional-order nonlinear system of KS equation. The proposed technique was well investigated for a fractional-order system of linear and nonlinear differential equations. Numerical outcomes verified that the concerned technique was reliable and efficient to achieve the analytical result for equations such as the nonlinear fractional partial differential equations. In comparison to other analytical techniques, the suggested methodology is an effective and easy tool to evaluate the numerical solution of nonlinear coupled systems of fractional partial differential equations. In conclusion, the suggested technique requires fewer calculations, is straightforward to apply and therefore can be applied to other fractional-order partial differential equations that frequently arise in science and engineering.
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