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Abstract: In the present paper, we propose two methods for tracking molecular species in water layers
via two approaches of the diffusion equation with a power-law time-dependent diffusion coefficient.
The first approach shows the species densities and the growth of different species via numerical
simulation. At the same time, the second approach is built on the fractional diffusion equation with
a time-dependent diffusion coefficient in the sense of regularised Caputo fractional derivative. As
an illustration, we present here the species densities profiles and track the normal and anomalous
growth of five molecular species OH, H2O2, HO2, NO3

– , and NO2
– via the calculation of the mean

square displacement using the two methods.

Keywords: molecular dynamics; time-dependent diffusion coefficient; anomalous diffusion;
fractional calculus; plasma medicine

1. Introduction

Plasma medicine is a multidisciplinary field at the intersection of many fields, such as:
physics, mathematics, chemistry, biology, biochemistry, and medicine [1,2]. Over the
past two decades, we have gained a deeper understanding of this interesting area via
developing different plasma sources operating in atmospheric pressure and tissue-tolerable
temperatures (known as cold atmospheric plasmas (CAPs)). Moreover, mathematical
modelling and simulation of these plasmas and their surroundings played an important
role in such development [3,4].

In the last few years, CAP has gained attention due to its ability to generate high
densities of reactive oxygen species (ROS) and reactive nitrogen species (RNS) at room
temperature and without the need for expensive vacuum systems [5]. CAP consists of a
cocktail of many components, such as charged particles (electrons, negative and positive
ions), excited atoms and molecules, active atoms and radicals, electric field, and UV
photons [6]. CAP can be used in many applications, such as material syntheses, generation
of nanoparticles, water treatment, or plasma medicine [7–9].

In water treatment and plasma medicine, the interaction of plasma-generated species with
water is very important. Therefore, the diffusivity and reactivity of these species in water layers
play an important role for a better understanding of the plasma–liquid interaction [10,11].
Besides the diffusivity and reactivity, the concept of free energy is very important when
studying the translocation of molecular species from water to some other biological media.
For example, Bogaerts et al. studied the permeability of some ROS and RNS across both
oxidised and nonoxidised cell membranes using molecular dynamic (MD) simulation based
on the free energy profiles [12]. Moreover, Amhamed et al. [13] studied the transport of
some molecular species across environmentally friendly choline-benzoate and choline-
lactate ionic liquids using MD simulation, where the free energy and diffusion rate profiles
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were calculated, which enabled them to calculate the permeability coefficients of the
considered molecules. In these studies, the diffusion coefficient was considered constant
with time. However, in our model, free energy and reactivity will not be taken into
consideration for simplicity and since we are focusing on the concept of time-dependent
diffusion coefficient, as it will be discussed in the next section.

The standard kinetic models for the molecular species usually assume the time-
invariant diffusion coefficient D = D0 (as mentioned before), where a constant value
for each species in a certain fluid is used. These models cannot predict, all the time, the cor-
rect evolution of the species, and a significant difference between the predicted data and
the experimental results can be observed in many cases [14]. Recently, many experimental
results of dynamical systems in biology and physics showed that the diffusion is often
exhibited as a diffusion coefficient depending on time [15–17].

According to that, we can generalise the previous studies [8,18,19] by introducing the
diffusion equation with the time-dependent diffusion coefficient [20] as a model to describe
the diffusive evolution of any molecular species density, which is given by

∂ui(y, t)
∂t

= D(t)
∂2ui(y, t)

∂y2 , (1)

where ui(y, t) is a probability density of molecular species i with drifting along the y direc-
tion (see Figure 1). Equation (1) with the power-law time-dependent diffusion coefficient
D(t) = D0tγ is an alternative to the so-called Batchelor’s diffusion equation [20], where
the diffusion coefficient with power-law form is important to characterise the ability of the
species by their non-Brownian motion to penetrate the water layers. The analytical studies
of Equation (1) have been discussed in different scenarios (see [16,21]). Additionally, Equa-
tion (1) is defined as a Fokker-Planck equation describing Brownian particles in the force-less
limit [22]. In addition to that, the so-called bivariate Fokker–Planck equation (Klein–Kramers
equation) can be introduced to describe the motion of Brownian particles under the influence
of an external force field and evaluate the permeability and diffusivity of molecular species in
the sense of free energy profiles, which follows the manner used in [12,13].

On the other hand, many MD simulations tracked different kinds of reactive species
in bio-films through calculating the mean square displacement (MSD), with the trajectories
of different oxygen species in liquid layers [11]. Physically, it is not appropriate to consider
and simulate all species with a Gaussian behaviour. This raises an important question: is
the diffusivity the same for all molecular species? Especially for species that cannot travel
deeply into the liquid layer. From this point of view, we will consider a new treatment
by suggesting anomalous diffusion of molecular species to verify the non-Gaussian be-
haviours with various types of diffusivity (classical and anomalous). Anomalous diffusion
is classified in terms of the MSD displacement of a diffusive species, which is characterised
by 〈x2(t)〉 ∼ tµ (non-linear with time) [23,24]. The process is called sub-diffusive when
0 < µ < 1, while it is called super-diffusive for 1 < µ < 2.

From the mathematical point of view, the fractional kinetic equations are the typical
approach used to describe the anomalous transport process [23,24]. However, due to
the diverse definitions of fractional derivatives, employing fractional techniques in the
diffusion problems may vary from one issue to another. Regarding the fractional kinetic
equations with time-dependent diffusion coefficient, the Caputo fractional derivative has
many contributions. For instance, Bologna et al. [25] proposed an iterative scheme to
solve the fractional kinetic equations with the time-dependent diffusion coefficients in
the sense of the Caputo fractional derivative. Further, Fa and Lenzi [26], investigated
an analytical solution for the time-fractional diffusion equation with a time-dependent
diffusion coefficient based on the Caputo operator. Here, we based our treatment on using
a Caputo fractional derivative of a function with respect to another function such as in
[27,28] to include the consideration of the time-dependent diffusion coefficient and provide
initial conditions with a physical interpretation.
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Figure 1. (a) Model geometry presents the extremely fine mesh for water reactor, and (b) the initial
density profile using Dirac delta function.

In the next section, we simulate the behaviour of molecular species in a liquid by
studying the diffusion equation with the power-law diffusion coefficient via COMSOL
Multiphysics. In Section 3, the solution of the time-fractional diffusion equation with the
time-dependent diffusion coefficient is obtained. In Section 4, the density profiles with
the MSDs of different molecular species are illustrated using the two methods (simulation
and analytical); further, the symmetry between the two methods is discussed in different
conditions. Finally, the main conclusions are drawn in Section 5.
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2. Numerical Modelling Using COMSOL Multiphysics

In this section, we developed a model to predict the behaviour of molecular species
in a certain fluid, considering the classical partial differential equation (PDE) interface: ∇2

convection–diffusion in a 2D domain using COMSOL Multiphysics 5.6. COMSOL Multiphysics
is one of the most powerful tools used to have a real solution to the PDEs, and the finite element
method (FEM) is used to solve the PDE in COMSOL Multiphysics. FEM is the most commonly
employed technique for solving problems of engineering and mathematical models, where an
approximation of PDEs can be built using different types of discretisations, and then a solution
of these PDEs can be obtained numerically [29–31]. Table 1 presents the details of generated
grids where 5034 triangle elements and 240 elements edge have been created for our geometry.

Table 1. Element statistics of the used mesh in our numerical model.

Element Type Number

Triangles 5034
Edge elements 240
Vertex element 4

Number of elements 5034
Element area ratio 0.3717

Mesh area 5 m2

Average element quality 0.9457

To simulate Equation (1), we omitted the convection term and the damping coefficient
as well since we are focusing here on the time-dependant diffusion coefficient and its effect
on the behaviour of the species motion. We defined the diffusion coefficient as a function of
time, and we suppose that molecular species start out initially at y = 0, which means that the
initial value describes the injection of molecular species above water layers can be described as
u(y, 0) = δ(y), then the concentration will change from an initial delta function to a spread out.

Figure 1a shows the geometry of the reactor and its meshing (5034 triangle elements),
where the molecular species are supposed to be transferred in the water reactor (water was
chosen as our medium from the builtin materials in COMSOL). Figure 1b shows the initial
density profile of the molecular species as a function of distance in the y-axis.

3. Anomalous Diffusion of Molecular Species: Fractional Approach

A variety of theoretical techniques have been presented to study non-diffusive trans-
port in complex systems. We focus here on the fractional calculus approach that is widely
used to describe anomalous diffusion in order to modulate the diffusive and non-diffusive
regimes of different kinds of molecular species. In addition to that, we are interested
in comparing our analytical results with numerical simulation results obtained in the
previous section so that we can investigate the anomalous mobility by capturing the power-
law dependence of the MSD through the fractional-order and the time-dependent diffusion
coefficient in one kinetic equation. By generalising the most common form of the diffusion
equation with the time-dependent diffusion coefficient, such as suggested by Batchelor and
Townsend [32], into the fractional form. Our formalism is based on the regularisation of the
so-called Caputo’s fractional derivative to study the dynamical processes of the molecular
species in the water layer. We start by considering Equation (1) in the form(

1
tγ

∂

∂t

)α

ui(y, t) = Dγ,α
∂2ui(y, t)

∂y2 , (2)

where the fractional operator in the left hand-side of Equation (2) is representing the Caputo
fractional derivative of a function with respect to another function, given by [17,27,28](

1
φ
′(x)

∂

∂t

)β

f (x) =
1

Γ(1− β)

∫ x

0

(
φ(ξ)− φ(x)

)−β ∂ f
∂ξ

dξ. (3)
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The Caputo’s type fractional derivative defined above is considered, for an instant, as
a general operator with an arbitrary kernel, which is very useful in overcoming the vast
number of the differential operator (see, [27]).

Note that Equation (2) represents one of the contrasting connections between the fractal
time process and the fractional Brownian motion, thereby a non-Markovian character with
a memory kernel (non-local in time) [33]. Applying a Cosine-Fourier transformation to the
Equation (2), then we can obtain(

1
tγ

∂

∂t

)α

ui(k, t) = −Dγ,αk2ui(k, t). (4)

Consider that ∂ui(0, t)/∂y = 0, and with following the procedure used in [17,28], we
obtain

ui(k, t) = Eα

(
−

Dγ,α tα(γ+1)

(γ + 1)α
k2

)
, (5)

where Eα is the Mittag-Leffler function, defined as [34]:

Eβ(x) =
∞

∑
n=0

xn

Γ(βn + 1)
. (6)

Then, we can find the species density ui(y, t) via the inverse-Fourier cosine transform
of Equation (4) in the following form [17]:

ui(y, t) =

√
(γ + 1)α

Dγ,αtα(γ+1)
Mα/2

√ (γ + 1)α

Dγ,αtα(γ+1)
y

, (7)

where, M-Wright function defined as [35]:

Mν(z) =
∞

∑
k=0

(−z)n

n! Γ[1− νk− ν]
. (8)

Additionally, by using the explicit representations

M1/2(z) =
1√
π

e−z2/4, (9)

one can find the solution of Equation (2) in the case of α = 1, which is given by

ui(y, t) =

√
γ + 1

πDγ,αtγ+1 e
−

γ + 1
4Dγ,αtγ+1 y2

. (10)

The above solution is used to describe the fractional Brownian motion with D(t) ∼ t2H−1

in the case of γ + 1 = 2H, where H indicates the so-called Hurst exponent (for more details
see, e.g., [25,36]). Furthermore, in the case of γ = 0, the solution of Equation (10) is reduced
to the familiar solution of the classical diffusion equation (diffusion equation with constant
diffusion coefficient), which is given by

ui(y, t) =

√
1

πDγ,αt
e
−

y2

4Dγ,αt . (11)

By having the density of a molecular species, we can calculate the mean square
displacement and track the species growth with time from the following identity [23],

〈y2(t)〉 = − ∂2

∂k2 ui(k, t) |k=0 . (12)
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Thus, imposing Equation (5) into Equation (12), we obtain an MSD in a general form,
such as given in the case of scaled-Brownian motion [37]

〈y2(t)〉 =
2Dγ,α tα(γ+1)

(γ + 1)α Γ(α + 1)
. (13)

From the Equation (13) (MSD), we can classify the diffusive motion based on the values
of fractional order α and the power of diffusion coefficient γ. In the case of 1 < α(γ + 1) < 2,
a super-diffusive process arises, while a sub-diffusive process arises at 0 < α(γ + 1) < 1
and normal diffusion in the case of α(γ + 1) = 1. Therefore, Equation (13) is a good
representative of studying different growing behaviours and crossover among two or more
types of diffusive processes. That will not depend only on fractional-order values such as
the familiar fractional diffusion equation in the previous case, but on the power parameter
of diffusion coefficient (γ). Of course, that will be more helpful for tracking the behaviour
of different molecular species with different waiting densities and further growth with time
inside the water layer, which will be discussed later. Besides that, Equation (13) represents
the second moment of the displacement characterising the fractional Brownian motion in
the case of α = 1 and γ + 1 = 2H, such as in [36].

4. Results

In this section, we start by presenting the results of the two parallel models (numerical
and analytical), and then the similarity between them will be discussed.

A time-dependent study was performed to simulate Equation (1) to illustrate the
change in the density profile of the molecular species in water layers during 1 s using
different values of D0 and γ. Figure 2 shows a colour-coded map of the density propagation
through the reactor at (a) time = zero and (b) time = 1 s, where it can be seen that the
molecular species travel with time, and its density increases gradually in the reactor.
The density profile is shown in Figure 3 for different values of time and γ = 0.25. It can be
seen clearly that density changes with time and decreases significantly at the boundary,
while species can travel faster through the reactor. For example, the density decreases more
than 60% at the boundary during 1 s, and it can travel deeper in the reactor (approximately
1.5 times) (see the black (for time = 0 s) and the red (for time = 1 s) curves).

Figure 2. A 2D colour-coded map represents the propagation of molecular species in water layers at
(a) time = 0 s and (b) time = 1 s.
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Figure 3. Density profiles of molecular species through y-axis for different times at γ = 0.25 using
the numerical method.

To study the normal and anomalous growth of molecular species in a water reactor,
the MSD was calculated from the simulation outputs. Figure 4a shows the normal diffusion
with γ = 0, and the linear relation between the MSD and time can be observed clearly (see
the black curve and the right y-axis). The superdiffusion can also be seen in Figure 4a (see
the red curve and the left y-axis) when using γ = 2. Moreover, the subdiffusion can be seen
for γ = −0.25 and −0.5 (see Figure 4b).

Figure 4. MSD using the numerical method for different values of γ.

The symmetry between the two models, numerical and analytical, was observed in
almost all results. For example, in Figures 3 and 5, the same trends for density profiles
were observed, where the density is the maximum at the boundary, and it decreases along
the y-axis for each time in both numerical and analytical solutions. However, the density
decreases at the boundary with time for both numerical and analytical solutions due to the
propagation of the molecular species in the reactor, which results in deep penetration until
reaching the end of the reactor dimensions.
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Figure 5. Density profiles of molecular species for different times at γ = 0.25 and α = 1 using the
analytical method.

Again, the similarity between the results of the two models can be observed when
calculating the MSD using different values of γ at α = 1 (see Figures 4 and 6) in which the
normal diffusion can be observed at γ = 0 in the illustration of both models. Meanwhile,
the super-diffusion can be seen clearly in both models in case of γ > 0 and the sub-diffusion
in the case of −1 < γ < 0, such as: γ = −0.25 and −0.5.
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Figure 6. MSD using the analytical method for different values of γ in the case of α = 1.

At the beginning, to test our models, we selected three molecular species OH, H2O2,
and HO2 to study their behaviour in water layers and compare it to the results of MD
simulation published before [11], where we used the following diffusion coefficients:
0.837, 0.134, and 0.068 Å2/ps for OH, H2O2, and HO2, respectively, that were used in the
mentioned work. The numerical and analytical were solved using these values, and conse-
quently, we calculated the MSD (see Figure 7). As it can be seen clearly from Figure 7, the
diffusivity of the H2O2 molecule is in between OH and HO2, and these results correspond
well with the published data using the MD simulation [11]. Moreover, to test the validity of
our models for other molecular species, we chose two more species (for their importance in
plasma medicine): nitrite (NO3

– ) and nitrate (NO2
– ); they are common nitrogen oxyanions

that constitute the basic forms of nitric (HNO3) and nitrous (HNO2) acids. To calculate
MSD for NO3

– and NO2
– , we used the diffusion coefficients in a recently published MD

simulation results as 0.3 and 0.27Å2/ps, respectively [38]. The MSD using both models
can be seen clearly in Figure 8. However, though the values of diffusion coefficients for
NO3

– and NO2
– are very close to each other, our models were able to distinguish between

their MSD, as can be seen from Figure 8; a high similarity can also be observed between the
numerical and analytical models.

Finally, in Figure 9, we show the MSDs for different values of the power-law time-
dependent diffusion coefficient at α = 1/2. From that figure, it can be shown that decreasing
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the value of γ decreases the rate of diffusivity. That means the power-law index (γ) with the
time-fractional order (α) plays an essential role in illustrating the MSD at a short and long
timescale, based on the value of α(γ + 1), which controls the type of diffusivity according
to Figures 4, 6 and 9. Consequently, the value of α(γ + 1) determines the type of diffusion
(sub, normal, or superdiffusion) instead of the value of time-fractional order α. In general,
Equation (13) allows us to describe superdiffusion in coordinate space, which may be
surprising, as time-fractional derivatives are usually associated with subdiffusion.
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Figure 7. MSD for the selected molecular species: OH, H2O2, and HO2 using the numerical method
(left panel) and analytical method (right panel).
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Figure 8. MSD for NO3
– and NO2

– using the numerical method (left panel) and analytical method
(right panel).
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Figure 9. MSD for different values of γ in the case of α = 1/2 (left panel) with the double logarithmic
plot (right panel).

5. Conclusions and Future Work

In many physical scenarios, molecular species may diffuse in different manners inside
liquid layers. For instance, in a short time, a species can exhibit a slow diffusion, and over
time, the species’ motion crosses to normal or fast diffusion. Thus, the time-fractional
diffusion equation with the power-law time-dependent diffusion coefficient is a good
representative method to track the behaviour of molecular species over time. In this respect,
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the density profiles for different molecular species with the mean square displacement
were studied numerically via COMSOL Multiphysics and analytically via the fractional
approach. Our model is based on the general solution of standard and fractional diffu-
sion equations with time-dependent diffusivity. Moreover, these findings can help us
to understand the different transport regimes of ROS with biological targets, especially
those that occurred in a very short time. Our analysis here just discusses the similarity
between the numerical simulation and the fractional kinetic model under the assumption
of a time-dependent diffusion coefficient. This is considered as a preface to compare our
model with an experimental study tracking the density of molecular species in liquid
layers. Moreover, development of our model to study the permeability of molecular species
through biological media is one of our main targets in future work.
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