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Abstract

:

The cubic q-rung orthopair hesitant fuzzy set (Cq-ROHFS) provides greater information and is capable of representing both the interval-valued q-rung orthopair hesitant fuzzy set (IVq-ROHFS) and the q-rung orthopair hesitant fuzzy set (q-ROHFS). The concept of Cq-ROHFS is more flexible when considering the symmetry between two or more objects. In social life, complex decision information is often too uncertain and hesitant to allow precision. The cubic q-rung orthopair hesitant fuzzy sets are a useful tool for representing uncertain and hesitant fuzzy information in uncertain decision situations. Using the least common multiple (LCM) extension method, we propose a decision-making method based on an exponential similarity measure and hesitancy in the cubic q-rung orthopair hesitant fuzzy environment. To represent assessment information more accurately, our proposed method adjusts parameters according to the decision maker’s preferences in the decision-making process. The Cq-ROHFS setting was used to develop a depression rating method based on the similarity measure for depressed patients. Finally, the validity and applicability of the decision method is demonstrated using an example of depression rating assessment. As a result of this study, the scientific community can gain insight into real-world clinical diagnostic problems and treatment options.
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1. Introduction


Based on the values and preferences of the decision maker, decision making (DM) is a process of examining and deciding among a fixed set of alternatives. During the decision-making process, we choose the option that best meets our needs, expectations, etc. Prior to this, decisions were based on clear numbers. This approach, however, is not suitable for making appropriate decisions. In complex environments, realistic decision problems often present indecisive and ambiguous evaluation information. Since these problems are characterized by uncertainty and confusion, the techniques commonly used in classical mathematics do not always lend themselves to solving real-world problems. Researchers have recently focused their attention on imperfect, uncertain, and ambiguous information.



The concept of fuzzy sets (FS) was introduced by Zadeh [1]. The fuzzy set theory provides a quantitative method for solving uncertainty problems in complex decision systems and is widely used in many fields, including computational intelligence, multi-attribute decision making, pattern recognition, engineering, medical diagnosis, and machine learning. Atanassov introduced the concept of intuitionistic fuzzy sets in 1986 [2]. As an extension of FS, intuitionistic fuzzy sets (IFS) take into account both the membership and non-membership of elements within the set, which more accurately reflects the fuzziness of real information. In subsequent work, Atanassov developed the idea of IFS into interval-valued intuitionistic fuzzy sets (IVIFS) [3]. Nevertheless, intuitionistic fuzzy sets can only describe cases in which the sum of membership and non-membership does not exceed 1. Yager [4] introduced the idea of Pythagorean fuzzy sets (PFS) in order to address this problem. In this case, the sum of membership and non-membership degrees exceeds 1, but the sum of squares does not exceed 1. The concept of Pythagorean fuzzy sets (PFS) was extended by Garg [5] to represent the evaluation information more accurately in decision making.



Subsequently, Senapati and Yager [6] introduced the concept of Fermatean fuzzy sets (FFS) as an extension of Pythagorean fuzzy sets. The main feature of FFS is that the sum of the cubes of the membership and non-membership values of any object can be less than or equal to 1. Using Fermatean fuzzy sets, we can start from a [0, 1] × [0, 1] square to cover more elements than PFS and IFS. Then, Jeevaraj [7] introduced the concept of interval-valued Fermat fuzzy sets (IVFFS) and performed some mathematical operations on IVFFS. Later, Yager proposed the concept of the q-rung orthopair fuzzy set (q-ROFS) [8]. A q-rung orthopair fuzzy set is a generalization of FFS, PFS, and IFS with a wide range of membership and non-membership degrees. Obviously, q-ROFS is more general than IFS, PFS and FFS because IFS, PFS and FFS are special cases of q-ROFS for q = 1, q = 2 and q = 3, respectively. It is important to note that the acceptable information space can increase with the increase in the ladder level q and more uncertain information satisfies the boundary constraints. Therefore, q-ROFS is more suitable for describing fuzzy information than IFS, PFS and FFS. In particular, q-ROFS can describe complex and contradictory decision information by adjusting the value of the parameter q, where q ≥ 1. The larger the parameter q, the larger the fuzzy information space that q-ROFS can express.



The proposed q-ROFS enables the adjustment of q in the process of multi-attribute decision making in order to more accurately represent the information obtained in the evaluation process. The q-ROFS was introduced and scholars began to study its application in decision making for real-world scenarios. The related aggregation operator was discussed by Liu and Wang [9] and used for multi-attribute decision making. For classroom teaching quality evaluation, Peng and Dai [10] proposed multi-parameter similarity to measure the similarity between the ideal solution and each given solution in decision making. Using the q-ROF cosine similarity metrics and cotangent similarity metrics, Wang et al. [11] proposed a series of weighted q-ROFS similarity metrics. In q-ROFS probabilistic linguistics, Liu and Huang [12] introduced the Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) method. Using Weighted Distance-Based Approximation (WDBA) to cover contingency decision making, Peng et al. [13] proposed a q-ROFS-based approach. To determine a given alternative’s relative priority, Krishnakumar et al. [14] used the COPRAS (COmplex PRoportional ASsessment) method. For the purpose of assembling the operator to obtain overall evaluation information, Li et al. [15] used Evaluation based on Distance from Average Solution (EDAS). As a solution to the problem of hotel brand management, Mi [16] used the VIKOR (VIsekriterijumska optimizacija i KOmpromisno Resenje) method. To implement innovation indicators for assessing sustainable businesses, Deng et al. [17] used MULTIMOORA (Multi-Objective Optimization by Ratio Analysis plus full MULTIplicative form). Peng and Huang [18] applied the CoCoSo (Combined Compromise Solution) methodology to the problem of financial risk assessment. According to Joshi et al. [19], interval q-rung orthopair fuzzy sets (IVq-ROFS) and multi-attribute decision-making methods were first proposed in [20]. Muhammad et al. [21] proposed an extension of fuzzy sets, known as linear Diophantine fuzzy sets (LDFS). LDFS introduces the role of reference parameters and removes the restriction of membership/non-membership levels. In addition, they allow us to expand the range of degrees of membership and non-membership, and provide parameterization for the model. As an additional study, Kamac [22] studied linear fuzzy algebraic structures based on digraphs of Diophantine equations. Then, Riaz and colleagues extended it to spherical linear Diophantine fuzzy sets [23] and studied decision-making problems related to these topics. From another point of view, spherical fuzzy set theory was proposed by Kutlu et al. [24] as one of the new extended concepts of fuzzy set theory. SFS deal with uncertainty and ambiguity more effectively than PFS. The authors [25,26] developed matrix countermeasures based on Rough Intervals and Type 2 intuitionistic fuzzy based on game theory, to solve the telecommunication market share problem and the implementation of a biogas project, respectively, which introduced new ideas for multi-attribute decision making.



The complexity of real-world decision problems sometimes leads to decision systems selecting both interval and exact values rather than a single interval/exact value to account for real-world membership and non-membership. Therefore, the concept of a cubic set (CS) using a combination of IVFS and FS was introduced by Jun et al. [27], who introduced some basic cubic set operations. Moreover, Kaur and Grag [28] have generalized cubic sets to cubic intuitionistic fuzzy sets (CIFS) and discussed their associated aggregation operators [29]. The cubic Pythagorean fuzzy set (CPFS) was introduced by Khan et al. [30], who then defined the weighted geometric aggregation and the cubic Pythagorean fuzzy average. There is no doubt that CPFS has the advantage of being able to carry more data to represent both IVPFS and PFN. The basic definition of the cubic q-rung orthopair fuzzy set (Cq-ROFS) and its associated aggregation operator was developed by Zhang et al. [31]. There is also no doubt that IFS and IVIFS effectively solve real-world problems that are ambiguous, but there is still a need to investigate an alternative approach that has both properties and anti-properties. To deal with this issue, Riaz et al. [32] introduced the mean aggregation operator in the cubic bipolar fuzzy set and presented an MCGDM for agribusiness using various cubic bipolar fuzzy set operators [33]. Devaraj, on the other hand, extended the concept of spherical fuzzy set (SFS) to that of the cubic spherical fuzzy set [34]. Then, the basic concepts of the cubic spherical fuzzy set (CSFS) and their operations were studied. CSFS deals with uncertainty and ambiguity more efficiently than CPFS.



The decision system, however, may be indecisive in some specific cases, resulting in membership or non-membership degrees. In this situation, several interval and exact values are needed to represent the membership and non-membership degrees. In order to address this problem adequately, this paper extends the cubic q-rung orthopair hesitant fuzzy set (Cq-ROFS) to a cubic q-rung orthopair hesitant fuzzy set (Cq-RHOFS) based on hesitant fuzzy sets (HFS) [35] and dyadic hesitant fuzzy sets (DHFS) [36]. Cq-ROHFS is a hybrid of the q-rung orthopair hesitant fuzzy set (IVq-ROHFS) and the interval valued q-rung orthopair hesitant fuzzy set (q-ROHFS). For q = 1, Cq-ROHFS reduces to the cubic intuitionistic hesitant fuzzy set, for q = 2, Cq-ROHFS reduces to the cubic Pythagorean hesitant fuzzy set, and for q = 3, Cq-ROHFS reduces to the cubic Fermatean hesitant fuzzy set. Cq-ROHFS can describe a wider range of information than Cq-ROFS, and causes less information distortion. The least common multiple (LCM) extension method is used to formulate an exponential distance and similarity measure. Based on the Cq-ROHFS environment, a decision-making method is developed. We illustrate the proposed method by describing the problem of determining the depression level at the outset.



As a result of the rapid development of the social economy, the pace of life has accelerated and social competition has become increasingly fierce. The psychological load caused by various factors has gradually increased [37]. The incidence of depression is also increasing. The number of people who die by suicide due to depression is as high as 1 million each year. In China, about 280,000 people commit suicide every year, most of these are depressed patients. Depression is a chronic illness that is prone to recurrent episodes and has a high burden of infection. Using the Disability Adjusted Life Year (DALY), research shows that the global prevalence of depression is about 11% and the number of people with depression has reached 350 million. It is estimated that by 2022, depression will be the most serious disease burden in developing countries and major depression will be the second leading cause of death and illness [38]. According to the World Health Organization (WHO), depression is predicted to become one of the most serious public health problems in the next 50 years. At present, the recognition rate and treatment rate of depressive disorders by doctors in general hospitals in China also need to be improved urgently. Therefore, the importance of early and timely and effective recognition for adequate treatment of depression is becoming increasingly evident, and the issue has attracted the attention of several researchers [39,40,41,42]. The current clinical approach to treating depression is to first perform a clinical investigation of the patient to assess depressive symptoms. Further investigations are then selected (e.g., a comprehensive physical and neurological examination, with attention to additional tests and laboratory tests). Finally, the patient is given an appropriate treatment plan (e.g., pharmacotherapy, psychotherapy, and physical therapy).



With the exclusion of mania, the physician will perform an initial assessment of the patient’s clinical depressive symptoms in the last two weeks for the degree of depression (usually using a combination of the Hamilton Depression Rating Scale and the Patient Health Questionnaire-9). Nevertheless, some challenges remain. The data obtained by physicians from patients’ depressive symptoms may contain a degree of uncertainty and ambiguous values due to the physician’s experience, testing time, and judgment. In these cases, in existing diagnostic assessment methods for depression, it is difficult to describe and assess the grade of depressed patients by means of precise values and imprecise ranges. Therefore, the depression data of some patients may belong to different depression grades, which subsequently produce unreasonable and uncertain assessment results and lead to assessment difficulties. In addition, existing assessment methods are usually based on precise information and use objective evaluations, which are deficient in that they cannot effectively express and reasonably deal with some grade assessment problems with uncertain, vague, and hesitant ambiguous information. To the best of our knowledge, there are no other more advanced and scientific techniques to deal with decision methods related to uncertain and indecisive information.



Based on the above, we have identified potential challenges as follows:




	
The main challenge is the urgent need to establish a scientific method of decision making for depression assessment with fuzzy information. Existing initial diagnostic methods for depression are usually based on precise information and use objective evaluations without considering fuzzy information diagnostic methods. As a result, incomplete, uncertain, and inaccurate information may be lost in clinical investigations and initial diagnoses. The depression data of some patients may belong to different depression levels, which subsequently produce unreasonable and uncertain assessment results and lead to difficulties in the assessment of depressive symptoms.



	
As mentioned above, there is no literature on the combination of Cq-ROHFS with the diagnosis of depression. Thus, the idea of expressing ambiguous information based on Cq-ROHFS is just beginning and there is further room for exploration. Due to the uncertainty and hesitancy of test and assessment data in assessing depression levels in depressed patients, there may be mixed information with symmetry between membership function values and non-membership function values. In addition, existing scoring systems for depressed patients cannot express mixed information.



	
Moreover, using hesitancy-containing preference information based on Cq-ROHFS to identify depression levels is another interesting challenge, which requires better decision making under uncertainty. Finally, a comprehensive comparison of the proposed method with other methods to understand the strengths and weaknesses of the proposed method is an attractive challenge to explore.








Inspired by these challenges, some of the real contributions and innovations of the current proposal are as follows:




	
This research contributes to the scientific community by helping visualize real-world clinical diagnostic problems and treatment options. To alleviate the main challenges, a new assessment method is proposed in the context of Cq-ROHFS to exploit the potential ability of Cq-ROHFS. In order to overcome the shortcomings of existing evaluation methods, ambiguous information of uncertainty and hesitation needs to be appropriately expressed in the composite score of depression diagnosis. However, in some special cases, decision support systems may have hesitations in determining membership and non-membership. In this case, several interval values and exact values are needed to represent the membership and non-membership degrees. In this study, we first propose Cq-ROHFS, which consists of IVq-ROHFS and q-ROHFS, for expressing the mixed information of both types.



	
We propose an exponential distance and similarity measure with hesitation by means of an extension of the least common multiple (LCM) method. In the decision-making process, the proposed method allows the adjustment of the parameters according to the decision makers’ preferences to more accurately represent their evaluation information.



	
Fifteen clinical cases are provided as examples of depression rating assessment in depressed patients to demonstrate the validity and applicability of the proposed depression rating assessment method in the Cq-ROHFS setting. Compared with existing methods [38,39,40], the proposed evaluation method can effectively and flexibly deal with depression assessment in a hierarchical setting, showing its advantages of flexibility, applicability, and practicality.








The remainder of this paper has the following structure: Section 2 introduces the basic definition of Cq-ROHFS and investigates its properties. Section 3 presents the concepts of exponential distance with hesitation and similarity measures in the Cq-ROHFS setting. In Section 4, a comprehensive evaluation decision method for the depression level based on the Cq-ROHFS environment is established. In Section 5, the clinical assessment grades of 15 depressed patients are used as examples to compare with existing work and to illustrate the validity and rationality of the proposed decision-making method. Finally, conclusions and next steps (future perspectives) are presented in Section 6.



To show this study clearly, a flow chart is shown in Figure 1.




2. Preliminaries


Here, we review some basic concepts related to CS, CHFS, and q-ROHFS.



Regarding a hybrid form of an interval valued fuzzy set (IVFS) and a fuzzy value, a (fuzzy) cubic set CS is presented in a fixed non-empty set  Δ  by the following format [24]:


  Ι =  {     〈  u ,  ϑ ˜  ( u ) , μ ( u )  〉   |  u ∈ Δ  }   



(1)




where    ϑ ˜  ( u ) = [  ϑ −  ( u ) ,  ϑ +  ( u ) ]   is an IVFS,   μ ( u )   is a fuzzy value.



Considering a hybrid form of both an interval valued hesitant fuzzy set (IVHFS) and a hesitant fuzzy set (HFS), a cubic hesitant fuzzy set (CHFS) is defined below.



Definition 1.

Set  Δ  as a fixed non-empty set. A CHFS  R  is defined as the following form [43]:


  E =  {     〈   r s  ,   ϑ ˜  E  (  r s  ) ,   h ˜  E  (  r s  )  〉   |   r s  ∈ Δ  }   



(2)




where     ϑ ˜  E  (  r s  )   is an interval valued hesitant fuzzy set for     ϑ ˜  E  (  r s  ) = [  ϑ −  (  r s  ) ,  ϑ +  (  r s  ) ] ⊆ [ 0 , 1 ]  , and     h ˜  E  (  r s  )   for    r s  ∈ Δ   is a HFS, which contains several different fuzzy values in   [ 0 , 1 ]   expressed by     h ˜  E  (  r s  ) =  {   μ 1  ,  μ 2  , … , ,  μ t   }    in ascending order.





Then, the fundamental element      〈   r s  ,   ϑ ˜  E  (  r s  ) ,   h ˜  E  (  r s  )  〉    in Δ    Δ   denoted simply as   e =  〈   ϑ ˜  ,  h ˜   〉   , for the sake of convenience, is called a cubic hesitant fuzzy element (CHFE).



Definition 2.

Let    Δ = {  r 2  ,  r 2  , … ,  r n  }  be the universe,


  Q =  {       〈   r s  ,  (   h Q  (  r s  ) ,  g Q  (  r s  )  )   〉   q   |   r s  ∈ Δ  }   



(3)




where  q ≥ 1  be the q-rung orthopair hesitant fuzzy set (q-ROHFS) on Δ ,    h Q  (  r s  ) ,  g Q  (  r s  )  represent all possible q-rung orthopair membership degrees and q-rung orthopair non-membership degrees of   r s   belonging Q composition collection [44]. Where    μ Q  ∈  h Q  (  r s  )  ,    ν Q  ∈  g Q  (  r s  )  , then satisfies   0 ≤  μ Q  (  r s  ) ,  ν Q  (  r s  ) ≤ 1 ,      0 ≤ sup   (  μ Q  (  r  s j   ) )  q    + sup   (  ν Q  (  r  s j   ) )  q  ≤ 1 ,  (  q ≥ 1  )     in an ascending order.





Definition 3.

Let Δ be a non-empty set,


   Q ⌣  =  {   〈   r s  ,  μ  Q ⌣   (  r s  ) ,  υ  Q ⌣   (  r s  )  |   r s  ∈ Δ    〉   }   



(4)




is called an interval valued q-rung orthopair hesitant fuzzy set (IVq-ROHFS) on Δ . Among them,   μ  Q ⌣   (  r  s j   ) =  [   ς  Q ⌣  −  (  r  s j   ) ,      ς  Q ⌣  +  (  r  s j   )  ]   ,    υ  Q ⌣   (  r s  ) =  [   δ  Q ⌣  −  (  r  s j   ) ,  δ  Q ⌣  +  (  r  s j   )  ]   are defined as all possible membership function and non-membership function to which the element   r s   belong Δ , and   r s  ∈ Δ  ,   q ≥ 1  ,    [   ς  Q ⌣  −  (  r  s j   ) ,  ς  Q ⌣  +  (  r  s j   )  ]  ∈  [  0 , 1  ]   ,    [   δ  Q ⌣  −  (  r  s j   ) ,         δ  Q ⌣  +  (  r  s j   )  ]  ∈  [  0 , 1  ]   ,   0 ≤ sup    (   ς     Q ⌣    +  (  r  s j   )  )   q  + sup    (   δ     Q ⌣    +  (  r  s j   )  )   q     ≤ 1  .





By combining IVq-ROHFS and q-ROHFS, we defined the cubic q-rung orthopair hesitant fuzzy set in the following manner:



Definition 4.

Let Δ be a finite universe. The cubic q-rung orthopair hesitant fuzzy set    ℑ    on the universe Δ is defined as


  ℑ =  {       〈   r s  ,   ϑ ˜  ℑ  (  r s  ) ,   t ˜  ℑ  (  r s  )  〉   q   |   r s  ∈ Δ  }  ( q ≥ 1 )  



(5)




where    ϑ ˜  ℑ  (  r s  ) : Δ → [ 0 , 1 ]  is an IVq-ROHFS    ϑ ˜  ℑ  (  r s  ) =  (    μ ˜  ℑ  (  r s  ) ,   υ ˜  ℑ  (  r s  )  )   on Δ and    t ˜  ℑ  (  r s  ) :     Δ → [ 0 , 1 ]  is a q-ROHFS    t ˜  ℑ  (  r s  ) =  (   h ℑ  (  r s  ) ,  g ℑ  (  r s  )  )   on Δ .



A cubic q-rung orthopair hesitant fuzzy number (Cq-ROHFN) can be expressed as


   ℑ s  =  〈     {   [   ς ℑ −  (  r  s 1   ) ,  ς ℑ +  (  r  s 1   )  ]  ,  [   ς ℑ −  (  r  s 2   ) ,  ς ℑ +  (  r  s 2   )  ]  , … ,  [   ς ℑ −  (  r  s l (  μ ˜   r s  )   ) ,  ς ℑ +  (  r  s l (  μ ˜   r s  )   )  ]   }  ,      {   [   δ ℑ −  (  r  s 1   ) ,  δ ℑ +  (  r  s 1   )  ]  ,  [   δ ℑ −  (  r  s 2   ) ,  δ ℑ +  (  r  s 2   )  ]  , … ,  [   δ ℑ −  (  r  s l (  μ ˜   r s  )   ) ,  δ ℑ +  (  r  s l (  μ ˜   r s  )   )  ]   }  ,      {   φ ℑ  (  r  s 1   ) ,  φ ℑ  (  r  s 2   ) , … ,  φ ℑ  (  r  s l ( h  r s  )   )  }  ,  {   ψ ℑ  (  r  s 1   ) ,  ψ ℑ  (  r  s 2   ) , … ,  ψ ℑ  (  r  s l ( g  r s  )   )  }     〉     



(6)




and abbreviated as    〈    ϑ ˜  s  ,   t ˜  s   〉  =  〈   (    μ ˜  ℑ  (  r s  ) ,   υ ˜  ℑ  (  r s  )  )  ,    (   h ℑ  (  r s  )   ,      g ℑ  (  r s  )  )   〉   .





For simplicity, an IVq-ROHFN and a q-ROHFN construct    (    μ ˜  ℑ  (  r s  ) ,   υ ˜  ℑ  (  r s  )  )    the Cq-ROHFN    (   h ℑ  (  r s  ) ,  g ℑ  (  r s  )  )   . When   q = 1  , then    ℑ s    is a cubic intuition hesitant fuzzy number (CIHFN) when   q = 2  , then    ℑ s    is a cubic Pythagorean hesitant fuzzy number (CPHFN), and when   q = 3  , then    ℑ s    is a cubic Fermatean hesitant fuzzy number (CFHFN).



Therefore, a Cq-ROHFS consists of a hybrid set that is made up of both an IVq-ROHFS and a q-ROHFS. The Cq-ROHFS offer the advantage that they can hold a great deal more information for representing the IVq-ROHFS and q-ROHFS simultaneously.



Definition 5.

Set,


        ℑ s  =  〈    ϑ ˜  ℑ  (  r s  ) ,   t ˜  ℑ  (  r s  )  〉  =  〈   {    μ ˜  ℑ  (  r s  ) ,   υ ˜  ℑ  (  r s  )  }  ,  {   h ℑ  (  r s  ) ,  g ℑ  (  r s  )  }   〉        =  〈     {   [   ς ℑ −  (  r  s 1   ) ,  ς ℑ +  (  r  s 1   )  ]  ,  [   ς ℑ −  (  r  s 2   ) ,  ς ℑ +  (  r  s 2   )  ]  , … ,  [   ς ℑ −  (  r  s l (  μ ˜   r s  )   ) ,  ς ℑ +  (  r  s l (  μ ˜   r s  )   )  ]   }  ,      {   [   δ ℑ −  (  r  s 1   ) ,  δ ℑ +  (  r  s 1   )  ]  ,  [   δ ℑ −  (  r  s 2   ) ,  δ ℑ +  (  r  s 2   )  ]  , … ,  [   δ ℑ −  (  r  s l (  μ ˜   r s  )   ) ,  δ ℑ +  (  r  s l (  μ ˜   r s  )   )  ]   }  ,      {   φ ℑ  (  r  s 1   ) ,  φ ℑ  (  r  s 2   ) , … ,  φ ℑ  (  r  s l ( h  r s  )   )  }  ,  {   ψ ℑ  (  r  s 1   ) ,  ψ ℑ  (  r  s 2   ) , … ,  ψ ℑ  (  r  s l ( g  r s  )   )  }     〉        








as a Cq-ROHFN, then call it:




	
Membership-internal (briefly, M-Internal) if the following inequality holds:










   min  (   ς ℑ −  (  r s  )  )  ≤  φ ℑ  (  r s  ) ≤ max  (   ς ℑ +  (  r s  )  )    



(7)








	2.

	
Non-membership-internal (briefly, N-Internal) if the following inequality is valid:











   min  (   δ ℑ −  (  r s  )  )  ≤  ψ ℑ  (  r s  ) ≤ max  (   δ ℑ +  (  r s  )  )    



(8)







If a Cq-ROHFN in  Δ  satisfies (7) and (8) for     s = 1 , 2 , … n   ,     r s  ∈ Δ   , we say that     ℑ s     is an internal Cq-ROHFN.



For instance,     ℑ 1  =  〈    ϑ ˜  ℑ  (  r 1  ) ,   t ˜  ℑ  (  r 1  )  〉  =  〈   {   [  0.3 , 0.8  ]   }  ,    {   [  0.4 , 0.9  ]   }  ,  {  0.3 , 0.4 , 0.7  }  ,  {  0.5   ,     0.8  }   〉    is an internal Cq-ROHFN, where     〈   {   [  0.3 , 0.8  ]   }  ,  {   [  0.4 , 0.9  ]   }   〉    is its IVq-ROHFN and     〈   {  0 , 3 , 0 , 4 , 0 , 7  }  ,  {  0.5 , 0.8  }   〉     is its q-ROHFN.





Definition 6.

Set,


     ℑ 1  =  〈   {    μ ˜  ℑ  (  r 1  ) ,   υ ˜  ℑ  (  r 1  )  }  ,  {   h ℑ  (  r 1  ) ,  g ℑ  (  r 1  )  }   〉    =  〈     {   [   ς ℑ −  (  r  11   ) ,  ς ℑ +  (  r  11   )  ]  ,  [   ς ℑ −  (  r  12   ) ,  ς ℑ +  (  r  12   )  ]  , … ,  [   ς ℑ −  (  r  1 l (  μ ˜   r s  )   ) ,  ς ℑ +  (  r  1 l (  μ ˜   r s  )   )  ]   }  ,      {   [   δ ℑ −  (  r  11   ) ,  δ ℑ +  (  r  11   )  ]  ,  [   δ ℑ −  (  r  12   ) ,  δ ℑ +  (  r  12   )  ]  , … ,  [   δ ℑ −  (  r  1 l (  μ ˜   r s  )   ) ,  δ ℑ +  (  r  1 l (  μ ˜   r s  )   )  ]   }  ,      {   φ ℑ  (  r  11   ) ,  φ ℑ  (  r  12   ) , … ,  φ ℑ  (  r  1 l ( h  r s  )   )  }  ,  {   ψ ℑ  (  r  11   ) ,  ψ ℑ  (  r  12   ) , … ,  ψ ℑ  (  r  1 l ( g  r s  )   )  }     〉  ,    








and,


     ℑ 2  =  〈   {    μ ˜  ℑ  (  r 2  ) ,   υ ˜  ℑ  (  r 2  )  }  ,  {   h ℑ  (  r 2  ) ,  g ℑ  (  r 2  )  }   〉    =  〈     {   [   ς ℑ −  (  r  21   ) ,  ς ℑ +  (  r  21   )  ]  ,  [   ς ℑ −  (  r  22   ) ,  ς ℑ +  (  r  22   )  ]  , … ,  [   ς ℑ −  (  r  2 l (  μ ˜   r s  )   ) ,  ς ℑ +  (  r  2 l (  μ ˜   r s  )   )  ]   }  ,      {   [   δ ℑ −  (  r  21   ) ,  δ ℑ +  (  r  21   )  ]  ,  [   δ ℑ −  (  r  22   ) ,  δ ℑ +  (  r  22   )  ]  , … ,  [   δ ℑ −  (  r  2 l (  μ ˜   r s  )   ) ,  δ ℑ +  (  r  2 l (  μ ˜   r s  )   )  ]   }  ,      {   φ ℑ  (  r  21   ) ,  φ ℑ  (  r  22   ) , … ,  φ ℑ  (  r  2 l ( h  r s  )   )  }  ,  {   ψ ℑ  (  r  21   ) ,  ψ ℑ  (  r  22   ) , … ,  ψ ℑ  (  r  2 l ( g  r s  )   )  }     〉     








as two Cq-ROHFs, then their relations are defined as follows:




	
If     ℑ 1  =  ℑ 2    , then      ϑ ˜  ℑ  (  r 1  ) =   ϑ ˜  ℑ  (  r 2  )   , and      t ˜  ℑ  (  r 1  ) =   t ˜  ℑ  (  r 2  )   , i.e.,     ς ℑ  − ( ι )   (  r 1  ) =  ς ℑ  − ( ι )   (  r 2  )   ,     ς ℑ  + ( ι )   (  r 1  ) =  ς ℑ  + ( ι )   (  r 2  )   ,     δ ℑ  − ( σ )   (  r 1  ) =  δ ℑ  − ( σ )   (  r 2  )   ,     δ ℑ  + ( σ )   (  r 1  ) =  δ ℑ  + ( σ )   (  r 2  )   , and     φ ℑ  ( m )   (  r 1  ) =  φ ℑ  ( m )   (  r 2  )   ,     ψ ℑ  ( n )   (  r 1  ) =  ψ ℑ  ( n )   (  r 2  )   , for    ι = 1 , 2 , … , l (  μ ˜   r s  )   ,    σ = 1 , 2 , … , l (  υ ˜   r s  )   ,    m = 1 , 2 , … , l ( h  r s  )   , and    n = 1 , 2 , … , l ( g  r s  )   ;



	
If    ℑ 1  ⊆  ℑ 2   , then    ϑ ˜  1  ⊆   ϑ ˜  2   , and    t ˜   1 j   ⊆   t ˜   2 j    for  j = 1 , 2 , …  n s   .











3. Novel Distance and Similarity Measures


We introduce the hesitance degree concept before developing some novel distance measures using Cq-ROHFS. Following the definition of the hesitance degree on the hesitant fuzzy set [45], the hesitance degree on Cq-ROHFS is defined as follows:



Definition 7.

Let      μ ˜  ℑ    ,     h ℑ     and      υ ˜  ℑ    ,     g ℑ    . be a set of all possible q-rung orthopair membership and q-rung orthopair non-membership that     r  s j      belongs to   ℑ  , respectively. Their respective lengths are    l (   μ ˜  ℑ  )   ,    l (  h ℑ  )   ,    l (   υ ˜  ℑ  )    and    l (  g ℑ  (  r s  ) )   . Their degrees of hesitation are defined as follows: 


    u (   μ ˜  ℑ  ) = 1 −  1  l (   μ ˜  ℑ  )     ,   u (  h ℑ  ) = 1 −  1  l (  h ℑ  )     ,   u (   υ ˜  ℑ  ) = 1 −  1  l (   υ ˜  ℑ  )     ,   and   u (  g ℑ  ) = 1 −  1  l (  g ℑ  )      








For any cubic q-rung orthopair hesitation fuzzy elements, the values of    u (   μ ˜  ℑ  )   ,    u (  h ℑ  )   ,    u (   υ ˜  ℑ  (  r s  ) )   , and    u (  g ℑ  )    reflect the degree of hesitation of decision makers in determining the membership and non-membership of     ϑ ℑ     and     t ℑ    . The greater the value, the more hesitant the decision maker will be.





For example, if   l (   μ ˜  ℑ  ) = 1  ,   l (   υ ˜  ℑ  ) = 1  ,   l (  h ℑ  ) = 1  , and   l (  g ℑ  ) = 1  , then we have   u (   μ ˜  ℑ  ) = 0  ,   u (   υ ˜  ℑ  ) = 0  ,   u (  h ℑ  ) = 0  , and   u (  g ℑ  ) = 0  . In other words, this implies that the decision maker is confident in determining the membership’s exact value. As a consequence, decision makers do not hesitate to assess the value of membership.



It should be noted, however, that if   l (   μ ˜  ℑ  )  ,   l (  h ℑ  )  ,   l (   υ ˜  ℑ  )   and   l (  g ℑ  )   tend to infinity, then we have   u (   μ ˜  ℑ  ) = 1  ,   u (   υ ˜  ℑ  ) = 1  ,   u (  h ℑ  ) = 1  ,   u (  g ℑ  ) = 1  , which indicate that the decision maker is indecisive and unable to assess the value of membership. If decision makers hesitate when evaluating an alternative or indicator,   u (   μ ˜  ℑ  )  ,   u (   υ ˜  ℑ  )  ,   u (  h ℑ  )   and   u (  g ℑ  )   show the degree of hesitancy.



Among several Cq-ROHFSs,   0 ≤ u (   μ ˜  ℑ  ) ≤ 1  ,   0 ≤ u (   υ ˜  ℑ  ) ≤ 1  ,   0 ≤ u (  h ℑ  ) ≤ 1   and   0 ≤ u (  g ℑ  ) ≤ 1  , the larger the values of   u (   μ ˜  ℑ  )  ,   u (   υ ˜  ℑ  )  ,   u (  h ℑ  )   and   u (  g ℑ  )  , the more hesitant the decision makers.



Let   u (   μ ˜  ℑ  ) = 0  ,   u (   υ ˜  ℑ  ) = 0  ,   u (  h ℑ  ) = 0  ,   u (  g ℑ  ) = 0  ; this means that the decision maker has no hesitancy in determining the importance of Cq-ROHFSs. When   u (   μ ˜  ℑ  ) → 1  ,   u (   υ ˜  ℑ  ) → 1  ,   u (  h ℑ  ) → 1  , and   u (  g ℑ  ) → 1  , it means that the decision maker finds it difficult to decide on the values of Cq-ROHFSs and is entirely hesitant.



Example 1.

Let   ℑ 1  =  〈   {    μ ˜  ℑ  (  r 1  ) ,   υ ˜  ℑ  (  r 1  )  }  ,  {   h ℑ  (  r 1  ) ,  g ℑ  (  r 1  )  }   〉  =  〈   {   [  0.2 , 0.5  ]    ,    [  0.4 , 0.6  ]   }    ,  {   [  0.3 , 0.8  ]   }  ,      {  0.2 ,   0.7 ,   0.9  }  ,    {  0.4 , 0.6  }   〉   , it means    μ ˜  ℑ  (  r 1  ) =  {  [ 0.2 , 0.5 ] , [ 0.4 , 0.6 ]  }   ,     υ ˜  ℑ  (  r 1  ) =  {   [  0.3 , 0.8  ]   }   , and   h ℑ  (  r 1  ) =  {  0.2 ,   0.7 ,   0.9  }   ,    g ℑ  (  r 1  ) =  {  0.4 , 0.6  }   , then we have the degree of hesitancy as follows:


   u (   μ ˜  ℑ  (  r 1  ) ) = 1 −  1 2  =  1 2    ,   u (   υ ˜  ℑ  (  r 1  ) ) = 1 − 1 = 0   ,   a n d   u (  h ℑ  (  r 1  ) ) = 1 −  1 3  =  2 3  ,    u (  g ℑ  (  r 1  ) ) = 1 −  1 2  =  1 2  .   











There may be a discrepancy in the number of elements in the hesitant fuzzy set due to incomplete decision information provided by decision makers or for other reasons. As in Cq-ROHFs, decision makers with different mindsets have different attitudes towards a given decision. This problem can be solved using the least common multiple expansion method in order to reduce the error caused by subjective factors.





Definition 8.

Since, in general, the lengths of the q-rung orthopair hesitant fuzzy elements in   ℑ A   and   ℑ B   , namely  l (   μ ˜  ℑ  )  ,   l (  h ℑ  )  ,   l (   υ ˜  ℑ  )  and  l (  g ℑ  )  , are not equal, suppose there are n q-rung orthopair hesitation fuzzy elements    ϑ ˜  ℑ   and    t ˜  ℑ   , which do not have the same number of membership and non-membership degrees. Let   ℓ S   ,    M S   and   ρ S   ,    N S   be the least common multiple of the number of possible membership and non-membership elements [46], that means    ℓ s  =  [  l  (    μ ˜    ℑ A     )  ,     l  (    μ ˜    ℑ B     )   ]   ,    ρ s  =  [  l  (    μ ˜    ℑ A     )    ,   l  (    μ ˜    ℑ B     )   ]   ,    M s  =  [  l  (   h   ℑ A     )  ,        l  (   h   ℑ B     )   ]   ,    N s  =  [  l  (   g   ℑ A     )  ,        l  (   g   ℑ B     )   ]   .



If all elements in     h   ℑ A      ,     h   ℑ B       are duplicated       M s    l (  h   ℑ B    )     ,       M s    l (  h   ℑ A    )      times, and all elements in     g   ℑ A       and     g   ℑ B       are repeated       N s    l (  g   ℑ B    )     ,       N s    l (  g   ℑ A    )      times in an ascending order, the LCM expansion method of elements in      ϑ ˜  ℑ  (  r s  )    are the same. Then, the number of elements in all Cq-ROHFSs is equal.





Example 2.

For example, suppose     ℑ 1 '  =  〈   {   [  0.2 , 0.5  ]  ,  [  0.1 , 0.4  ]   }  ,  {   [  0.2 , 0.3  ]   }  ,    {  0.3 , 0.4 ,          0.6  }  ,    {  0.7  }   〉     and     ℑ 2 '  =  〈   {   [  0.4 , 0.6  ]   }  ,  {   [  0.1 , 0.5  ]  ,  [  0.3 , 0.4  ]   }    ,  {  0.2 , 0.7  }  ,  {  0.1 ,   0.5 ,   0.8  }    . are two Cq-ROHFSs. Then, we obtain their least common multiple numbers (LCMN)     ℓ s  = 2   ,     ρ s  = 2   ,     M s  = 6    and     N s  = 3    in     ℑ 1 '     and     ℑ 2 '    . Based on Definition 7, the two Cq-ROHFSs     ℑ 1 '     and     ℑ 2 '     can be extended to the following forms: 


     ℑ '    1  =  〈   {   [  0.2 , 0.5  ]  ,  [  0.1 , 0.4  ]   }  ,  {   [  0.2 , 0.3  ]  ,  [  0.2 , 0.3  ]   }  ,  {  0.3 , 0.3 , 0.4 , 0.4 , 0.6 , 0.6  }  ,  {  0.7 , 0.7 , 0.7  }   〉  ,     ℑ '    2  =  〈   {   [  0.4 , 0.6  ]  ,  [  0.4 , 0.6  ]   }  ,  {   [  0.1 , 0.5  ]  ,  [  0.3 , 0.4  ]   }  ,  {  0.2 , 0.2 , 0.2 , 0.7 , 0.7 , 0.7  }  ,  {  0.1 , 0.5 , 0.8  }   〉  .    













3.1. Novel Exponential Distance Measures between Cq-ROHFSs


In this section, we extend the exponential distance to the q-rung orthopair hesitant setting, and formulate an exponential distance with hesitancy based on Cq-ROHFSs.



Definition 9.

Inspired by [45,46,47], let    ℑ A    and    ℑ B    be two Cq-ROHFSs on the universal set  Δ , where    ς   ℑ A    − ( ι )   (  r s  )  ,    ς   ℑ A    + ( ι )   (  r s  )   and    ς   ℑ B    − ( ι )   (  r s  )  ,    ς   ℑ B    + ( ι )   (  r s  )  , are the   ι - t h   largest values in 



     μ ˜    ℑ A    (  r s  )   ,     μ ˜    ℑ B    (  r s  )   ; then     φ   ℑ A    ( m )   (  r s  )    and     φ   ℑ B    ( m )   (  r s  )    are the    m - t h    largest values in     h   ℑ A    (  r s  )   ,     h   ℑ B    (  r s  )   , respectively. Other elements are the same, and used thereafter. The exponential distance between     ℑ A     and     ℑ B     are defined as follows:


    d  e g   ( A , B ) =   1 − exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (     (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      +  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      +  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      +  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )      



(9)









During the actual decision-making process, the decision makers may have a different preference between the hesitance degree and the values of Cq-ROHFSs. Accordingly, the distance measure with preference information on Cq-ROHFSs is defined as follows:


   d  e p g   ( A , B ) =   1 − exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )     



(10)




where   α , β , γ , η ∈  [  0 , 1  ]   ,   α + β = 1 , γ + η = 1  .



As   α , γ   changes, distance results also change, which means that the degree of hesitation influences the final decision. In particular, when   α , γ   increases, for example   α = γ = 0.8  , we tend to focus more on the differences between hesitations rather than the differences between values. This is because the differences between hesitations have a stronger effect than the differences between values, and this effect is sufficient to compensate for the differences between values.



Nevertheless, there are several practical problems in which parameter weights play an important role in decision making. In some cases, each element may have a different substantial degree, so distance measures for Cq-ROHFS should take the weight of the component into account. Let us consider the weight   W =   (  w 1  ,  w 2  , … ,  w n  )  T    of each element    r s  ∈ Δ  , with a distinction between hesitation and membership/non-membership values. A weighted exponential distance measure with preference is defined as follows:


   d  e w p g   ( A , B ) =   1 − exp  {  −    [    ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )     



(11)







Let    w s  ∈  [  0 , 1  ]   ,     ∑  s = 1  n    w s    = 1  ,   q > 0  , and   α , β , λ , η ∈  [  0 , 1  ]   ,   α + β = 1 , λ + η = 1  . If   w =   (  1 n  ,  1 n  , … ,  1 n  )  T   ; then, the distance measures    d  e w p g     will become    d  e p g    .



Theorem 1.

Let   A , B , C   be the three Cq-ROHFSs defined over the universal set  Δ  ; then the distance measures    d  e g   ( A , B )   ,     d  e p g   ( A , B )   satisfy the following properties.




	
  d ( A , B ) ∈  [  0 , 1  ]   ;



	
  d ( A , B ) = 0  , if   A = B  ;



	
  d ( A , B ) = d ( B , A )  .










Proof of Theorem 1.

Let  A ,  B  and  C  be three Cq-ROHFSs over the universal set   Δ  ; then, we have:



(P1) It is clear that   d ( A , B ) ≥ 0  , so we need prove only   d ( A , B ) ≤ 1  . Since  A  and  B  are Cq-ROHFs, so we get      |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  ∈  [  0 , 1  ]   ,      |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q  ∈  [  0 , 1  ]   ,    |   δ   ℑ A    − ( σ )   (  r s  )   −      δ   ℑ B    − ( σ )   (  r s  )  |   q  ∈  [  0 , 1  ]   ,      |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q  ∈  [  0 , 1  ]   ,        |  u  (   μ   ℑ A    (  r s  )  )  −   u  (   μ   ℑ B    (  r s  )  )   |   q  ∈     [  0 , 1  ]   ,        |  u  (   υ   ℑ A    (  r s  )  )  −   u  (   υ   ℑ B    (  r s  )  )   |   q  ∈  [  0 , 1  ]   ,      |  u  (   h   ℑ A    (  r s  )  )  − u  (   h   ℑ B    (  r s  )  )   |   q  ∈  [  0 , 1  ]   ,    |  u  (   g   ℑ A    (  r s  )  )  −          u  (   g   ℑ B    (  r s  )  )   |   q  ∈  [  0 , 1  ]   ,     ∑  m = 1    M s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q    ∈  [  0 , 1  ]    and     ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q    ∈  [  0 , 1  ]    then   q > 0  , and   α , β , λ , η    ∈  [  0 , 1  ]   ,   α + β = 1 , λ + η = 1  .



Thus, we have:


    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4        (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )    1 / q    ]  ≤    ( n )    1 / q      ⇒ exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }  ≥ exp  (  −    ( n )    1 / q    )       ⇒ 1 − exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }      ≤ 1 − exp  (  −    ( n )    1 / q    )       ⇒   1 − exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )    ≤ 1    d ( A , B ) ≤ 1 .   











(P2) For two Cq-ROHFSs  A  and  B , assume that   d ( A , B ) = 0  ; then:


   ⇔ exp  {  −    [    ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }  = 1    ⇔   ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )  = 0    ⇔   ∑  s = 1  n    1   Μ s  +  N s  + 4      (      |   ϑ A −  (  r s  ) −  ϑ B −  (  r s  )  |  q  +   |   ϑ A +  (  r s  ) −  ϑ B +  (  r s  )  |  q      +  (  α    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q  + β   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      +  (  γ    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q  + η   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )  = 0    ⇔  |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |  = 0   ,    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |  = 0   ,    |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |  = 0   ,    |   δ   ℑ A    + ( σ )   (  r s  ) −    δ   ℑ B    + ( σ )   (  r s  )  |      = 0 ,       |  u  (   μ   ℑ A    (  r s  )  )  −       u  (   μ   ℑ B    (  r s  )  )   |  = 0   ,    |  u  (   υ   ℑ A    (  r s  )  )  −       u  (   υ   ℑ B    (  r s  )  )   |  = 0   ,    |  u  (   h   ℑ A    (  r s  )  )  −       u  (   h   ℑ B    (  r s  )  )   |  = 0 ,     |  u  (   g   ℑ A    (  r s  )  )  −     u  (   g   ℑ B    (  r s  )  )   |  = 0   ,     ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q    = 0   ,     ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q    = 0 .   ⇔  ς   ℑ A    − ( ι )   (  r s  ) =  ς   ℑ B    − ( ι )   (  r s  ) ,       ς   ℑ A    + ( ι )   (  r s  ) =  ς   ℑ B    + ( ι )   (  r s  )   ,    δ   ℑ A    − ( σ )   (  r s  ) =  δ   ℑ B    − ( σ )   (  r s  )   ,    δ   ℑ A    + ( σ )   (  r s  ) =  δ   ℑ B    + ( σ )   (  r s  )   ,   u  (   μ   ℑ A    (  r s  )  )  =   u  (   μ   ℑ B    (  r s  )  )    ,   u  (   υ   ℑ A    (  r s  )  )  = u  (   υ   ℑ B    (  r s  )  )  ,    u (  h   ℑ A    (  r s  ) ) = u (  h   ℑ B    (  r s  ) ) ,    φ   ℑ A    ( m )   (  r s  ) =  φ   ℑ B    ( m )   (  r s  )   u (  g   ℑ A    (  r s  ) ) =   u (  g   ℑ B    (  r s  ) )   ,    ψ   ℑ A    ( n )   (  r s  ) =  ψ   ℑ B    ( n )   (  r s  ) .    ⇔ A = B .   











(P3) Since for any two real numbers  x  and  y , we have    |  x − y  |  =  |  y − x  |   . Thus, (P3) holds. □





Theorem 2.

Let  A , B , C  be three Cq-ROHFSs with the same length L on  Δ =  (   r 1  ,  r 2  , … ,  r n   )   , if     ϑ ˜     A    ⊆   ϑ ˜     B    ⊆   ϑ ˜     C     ,    φ   ℑ A    ( m )   (  r s  ) ≤  φ   ℑ B    ( m )   (  r s  ) ≤  φ   ℑ C    ( m )   (  r s  )  and   ψ   ℑ A    ( n )   (  r s  ) ≤  ψ   ℑ B    ( n )   (  r s  ) ≤     ψ   ℑ C    ( n )   (  r s  )  ,   m = 1 , 2 , … , l ( h  r s  )  ,   n = 1 , 2 , … l ( g  r s  )  , then  d ( A , B ) ≤ d ( A , C )  and  d ( B , C ) ≤ d ( A , C )  .





Proof of Theorem 2.

If     ϑ ˜     A    ⊆   ϑ ˜     B    ⊆   ϑ ˜     C     ,    φ   ℑ A    ( m )   (  r s  ) ≤  φ   ℑ B    ( m )   (  r s  ) ≤  φ   ℑ C    ( m )   (  r s  )   and    ψ   ℑ A    ( n )   (  r s  ) ≤  ψ   ℑ B    ( n )   (  r s  )     ≤  ψ   ℑ C    ( n )   (  r s  )  , thus    |   φ   ℑ A    (  r s  )   −    φ   ℑ B    (  r s  )  |  ≤  |   φ   ℑ A    (  r s  )   −    φ   ℑ C    (  r s  )  |   ,    |   ψ   ℑ B    (  r s  ) −  ψ   ℑ C    (  r s  )  |  ≤  |   ψ   ℑ A    (  r s  )   −    ψ   ℑ C    (  r s  )  |   ,   u  (   ℑ A    (  r s  ) ) = u  (   ℑ B    (  r s  ) ) = u  (   ℑ C    (  r s  ) )  ,    |   δ   ℑ A    (  r s  )   −    δ   ℑ B    (  r s  )  |  ≤  |   δ   ℑ A    (  r s  )   −    δ   ℑ C    (  r s  )  |   ,      |   ς   ℑ A    (  r s  ) −    ς   ℑ B    (  r s  )  |  ≤     |   ς   ℑ A    (  r s  ) −         ς   ℑ C    (  r s  )  |   .





Because   q > 0  , then:


     ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )     ≤   ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ C    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ C    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ C    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ C    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ C    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ C    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ C    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ C    ( n )   (  r s  )  |   q     )     )       ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ B    (  r s  ) ) − u (   μ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  h   ℑ B    (  r s  ) ) − u (  h   ℑ C    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ B    − ( ι )   (  r s  ) −  ς   ℑ C    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ B    + ( ι )   (  r s  ) −  ς   ℑ C    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ B    ( m )   (  r s  ) −  φ   ℑ C    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ B    (  r s  ) ) − u (   υ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  g   ℑ B    (  r s  ) ) − u (  g   ℑ C    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ B    − ( σ )   (  r s  ) −  δ   ℑ C    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ B    + ( σ )   (  r s  ) −  δ   ℑ C    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ B    ( n )   (  r s  ) −  ψ   ℑ C    ( n )   (  r s  )  |   q     )     )     ≤   ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ C    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ C    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ C    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ C    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ C    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ C    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ C    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ C    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ C    ( n )   (  r s  )  |   q     )     )    Namely ,      d ( A , B ) ≤ d ( A , C )     and   d ( B , C ) ≤ d ( A , C ) .  □  











Theorem 3.

Let    A , B , C    be the three Cq-ROHFSs defined over the universal set   Δ  ; then, the distance measures     d  e w g   ( A , B )   ,     d  e w p g   ( A , B )    satisfy the following properties:




	
  d ( A , B ) ∈  [  0 , 1  ]   ;



	
  d ( A , B ) = 0  , if  A = B  ;



	
  d ( A , B ) = d ( B , A )  .










Proof of Theorem 3.

For Cq-ROHFSs   A , B   and    w s    is the weight vector of the    r s   ,   s . t .      r s  > 0   and     ∑  s = 1  n    w s    = 1  , we have:


     ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4        (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )    1 / q      ≤   ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4        (    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )    1 / q      ⇒ 1 − exp  {  −   ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4        [    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     ]    1 / q    }     ≤ 1 − exp  {  −   ∑  s = 1  n    1   ℓ s  +  Μ s  +  ρ s  +  N s  + 4        [    α  (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     ]    1 / q    }   ⇒    d  e w p g   ( A , B ) ≤  d  e p g   ( A , B ) .   











As   0 ≤  d  e p g   ( A , B ) ≤ 1  , which implies that    d  e w p g   ( A , B )   satisfies (P1), the proof of (P2)–(P3) is similar to Theorem 1. Therefore, the weighted distance    d  e w p g   ( A , B )   is a valid distance measure. □






3.2. Novel Exponential Similarity Measures between Cq-ROHFSs


The similarity measure represents the degree of similarity between two Cq-ROHFS functions, which is essential in multi-attribute decision making. In this section, several similarity measures between two Cq-ROHFSs are developed using the proposed distance metric.



The exponential similarity measures considering hesitancy on Cq-ROHFS are defined as follows:


     s  e w g    (  A , B  )  = 1 −  d  e w g    (  A , B  )      = 1 −   1 − exp  {  −    [    ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (     (     |  u (   μ ˜    ℑ A    (  r s  ) ) − u (   μ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  h   ℑ A    (  r s  ) ) − u (  h   ℑ B    (  r s  ) )  |   q   )      +  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ A    − ( ι )   (  r s  ) −  ς   ℑ B    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ A    + ( ι )   (  r s  ) −  ς   ℑ B    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ A    ( m )   (  r s  ) −  φ   ℑ B    ( m )   (  r s  )  |   q     )      +  (     |  u (   υ ˜    ℑ A    (  r s  ) ) − u (   υ ˜    ℑ B    (  r s  ) )  |   q  +    |  u (  g   ℑ A    (  r s  ) ) − u (  g   ℑ B    (  r s  ) )  |   q   )      +  (    ∑  σ = 1    ρ s      (     |   δ   ℑ A    − ( σ )   (  r s  ) −  δ   ℑ B    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ A    + ( σ )   (  r s  ) −  δ   ℑ B    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ A    ( n )   (  r s  ) −  ψ   ℑ B    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )       



(12)







The similarity measures    s  e g    ,    s  e p g    ,    s  e w p g     can be defined as    s  e w g    .



Theorem 4.

Let    A , B , C    be the three Cq-ROHFs defined over the universal set   Δ  ; then the distance measures     s  e g   ( A , B )   ,     s  e p g   ( A , B ) ,       s  e w g   ( A , B )   ,     s  e w p g   ( A , B )    satisfy the following properties:




	
  s ( A , B ) ∈  [  0 , 1  ]   ;



	
  s ( A , B ) = 1  , if   A = B  ;



	
  s ( A , B ) = s ( B , A )  ;



	
If   A ⊆ B ⊆ C  , then   s ( A , B ) ≤ s ( A , C )  ,   s ( B , C ) ≤ s ( A , C )  .










The above properties can be proved similar to Theorems 1, 2, and 3.



In the following section, we present a new exponential approximation algorithm based on the new similarity measure discussed above. For the purpose of illustrating the performance of Cq-ROHFS, we provide a numerical example.





4. Depression Grade Assessment Method Using the Cq-ROHFS Similarity Measure


Depressive disorder is a common mental illness with a high suicide rate and social burden. Therefore, early diagnosis and early treatment of patients with depression is crucial. In this section, we present a modeling approach based on the Cq-ROHFS environment with similarity measures to help solve the decision problem. The developed model will be applied to the depression rating assessment decision problem.



An individual with depression is diagnosed using the Statistical Diagnostic Manual of Mental Disorders (DSM-5) [48] and the Chinese Classification and Diagnostic Criteria of Mental Disorders, Third Edition (CCMD-3) [49]. A number of criteria are considered, including symptom criteria, course criteria, exclusion criteria, and severity criteria. A diagnosis must meet all four criteria listed above. Primary symptoms of depression are loss of interest, unpleasantness, diminished energy, fatigue, trauma, low self-esteem, self-blame or guilt, difficulties associating or thinking, sleep disturbances, significant weight loss, and decreased sexual desire. Symptoms and a minimum of two weeks’ duration of illness are required. The list of exclusion criteria includes organic psychiatric disorders, schizophrenia, and bipolar disorders, in addition to depressive disorders related to psychoactive substances. The severity criteria are based on the Depression Rating Scale. Severity criteria are determined using the Hamilton Depression Scale (HAMD) and the nine-item Patient Health Questionnaire Depression Scale (PHQ-9) [50,51,52].




	
HAMD (developed by Hamilton in 1960) has 17 items in its scale. The total score is 52 points. Mild Depression receives   7 – 17   points, Moderate Depression receives   18 – 24   points, and Major Depression receives   25 – 52   points [50,52].



	
The PHQ-9 Scale scores are divided into three levels: “never” is 0 points; “a few days” is 1 point; “more than a week” is 2 points; and “almost every day” is 3 points [51,52]. Scores on the scale may not exceed 27 points. Mild depression is rated at   5 – 9   points, moderate depression at   10 – 17   points, and major depression at   18 – 27   points.








HAMD and PHQ-9 allow depression patients to be divided into three different types of symptoms: Mild Depression (   D 1   ), Moderate Depression (   D 2   ), and Major Depression (   D 3   ), which represent three different kinds of symptoms   D =  {   D 1  ,         D 2  ,  D 3   }   .



As shown in Table 1, they are utilized for preliminary evaluation or diagnosis of depression patients. It can be seen from Table 2 that the grade assessment of depression can be converted into standardized Cq-ROHFS by the following formula:     μ ˜    ℑ k    (  r s  ) =  [   ς   ℑ k   −  (  r s  ) / max  (   ς   ℑ k   +   )  ,    ς   ℑ k   +  (  r s  ) / max       (   ς   ℑ k   +   )   ]   ,     υ ˜    ℑ k    (  r s  ) =  [   δ   ℑ k   −  (  r s  ) ,  δ   ℑ k   +  (  r s  )  ]  =     [  1 −  ς   ℑ k   +  (  r s  )   ,      1 −  ς   ℑ k   −  (  r s  )  ]   .



Therefore, the comprehensive grade assessment of depression is shown in Table 2.



Suppose a group of doctors evaluates the depression levels of 15 patients corresponding to HAMD and PHQ-9 based on the evaluation indicators of [50,51,52] and the doctor’s hesitation and uncertainty. Thus, Cq-ROHFSs can be used to represent the assessment information of the patient    P i  ( i = 1 , 2 , … , ζ )  . Following on from Table 2, the three levels of depressive symptoms can be represented using Cq-ROHFS as follows:


       D 1  =  {    <  C 1  ,  {   [  0.13 , 0.33  ]   }  ,  {   [  0.67 , 0.87  ]   }  ,  {  0.48 , 0.78  }  ,  {  0.26 , 0.54  }  > ,     <  C 2  ,  {  [ 0.19 , 0.33 ]  }  ,  {   [  0.67 , 0.81  ]   }  ,  {  0.51 , 0.81  }  ,  {  0.29 , 0.53  }  >    }         D 2  =  {    <  C 1  ,  {   [  0.35 , 0.46  ]   }  ,  {   [  0.54 , 0.65  ]   }  ,  {  0.52 , 0.86  }  ,  {  0.24 , 0.48  }  > ,     <  C 2  ,  {  [ 0.37 , 0.63  }  ] ,  {   [  0.37 , 0.63  ]   }  ,  {  0.55 , 0.85  }  ,  {  0.27 , 0.5  }  >    }         D 3  =  {    <  C 1  ,  {   [  0.48 , 1  ]   }  ,  {   [  0 , 0.52  ]   }  ,  {  0.64 , 0.88  }  ,  {  0.22 , 0.46  }  > ,     <  C 2  ,  {  [ 0.67 , 1 ]  }  ,  {   [  0 , 0.33  ]   }  ,  {  0.62 , 0.87  }  ,  {  0.25 , 0.48  }  >    }       











Assume that a group of doctors assessed patients in group  ζ  according to Table 1 and Table 2 for HAMD and PHQ-9. In this case, based on the combination of IVq-ROHFS and q-ROHFS, the patient’s depression assessment information    P i  ( i = 1 , 2 , … , ζ )   can be expressed in the form of Cq-ROHFS, as follows:


   P i  =  {     〈   C 1  ,  [   ϑ i    −  (  r 1  ) ,  ϑ i    +  (  r 1  )  ]  ,  {   φ ℑ     ( 1 )   (  r 1  ) ,  φ ℑ     ( 2 )   (  r 1  ) , … ,  φ ℑ     ( l ( h  r 1  ) )   (  r 1  )  }  ,  {   ψ ℑ     ( 1 )   (  r 1  ) ,  ψ ℑ     ( 2 )   (  r 1  ) , … ,  ψ ℑ     ( l ( g  r 1  ) )   (  r 1  )  }   〉  ,      〈   C 2  ,  [   ϑ i    −  (  r 2  ) ,  ϑ i    +  (  r 2  )  ]  ,  {   φ ℑ     ( 1 )   (  r 2  ) ,  φ ℑ     ( 2 )   (  r 2  ) , … ,  φ ℑ     ( l ( h  r 2  ) )   (  r 2  )  }  ,  {   ψ ℑ     ( 1 )   (  r 2  ) ,  ψ ℑ     ( 2 )   (  r 2  ) , … ,  ψ ℑ     ( l ( g  r 2  ) )   (  r 2  )  }   〉     }   











It is well known that similarity measurement is an important mathematical tool for pattern recognition. Determining the grade of patients with depression is also a pattern recognition problem. In this study, we examined the three general levels of depression    D k  ( k = 1 , 2 , 3 )   on the Cq-ROHFS for patients    P i  ( i = 1 , 2 , … , ζ )  . We can therefore recommend the following comprehensive grade evaluation methods for patients suffering from depression.



According to Table 2, the following Cq-ROHFS information can indicate the types of depression symptoms experienced by patients with problems. Consider conducting a clinical survey of patients with depression in order to determine the patient’s reaction to the depressive symptoms. We recommend using the form of uncertain scores, level of membership, and level of non-membership.



We can provide the following evaluation/diagnosis methods to patients    P i  ( i = 1 , 2 , … , ζ )   with Cq-ROHFS information. To accurately evaluate/diagnose patients    P i    with depressive symptoms, we can utilize the similarity measures    S  e w g   (  P i  ,  D k  )   Equation (13) and    S  e w p g   (  P i  ,  D k  )   Equation (14). The appropriate evaluation grade    D  k ¯     for depressive symptoms of patient    P i    is determined by dividing    k ¯  = arg max  {  S  (   P i      ,      D k   )   }    by   k = 1 , 2 , 3  ,   i = 1 , 2 , … , ζ   and   α , β , λ , η ∈  [  0 , 1  ]   , and then   α + β = 1 , λ + η = 1  .


     S  e w g   (  P i  ,  D k  ) = 1 −  d  e w g   (  P i  ,  D k  )     = 1 −   1 − exp  {  −    [    ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (     (     |  u (   μ ˜    ℑ i    (  r s  ) ) − u (   μ ˜    ℑ k    (  r s  ) )  |   q  +    |  u (  h   ℑ i    (  r s  ) ) − u (  h   ℑ k    (  r s  ) )  |   q   )      +  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ i    − ( ι )   (  r s  ) −  ς   ℑ k    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ i    + ( ι )   (  r s  ) −  ς   ℑ k    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ i    ( m )   (  r s  ) −  φ   ℑ k    ( m )   (  r s  )  |   q     )      +  (     |  u (   υ ˜    ℑ i    (  r s  ) ) − u (   υ ˜    ℑ k    (  r s  ) )  |   q  +    |  u (  g   ℑ i    (  r s  ) ) − u (  g   ℑ k    (  r s  ) )  |   q   )      +  (    ∑  σ = 1    ρ s      (     |   δ   ℑ i    − ( σ )   (  r s  ) −  δ   ℑ k    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ i    + ( σ )   (  r s  ) −  δ   ℑ k    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ i    ( n )   (  r s  ) −  ψ   ℑ k    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )       



(13)






     S  e w p g   (  P i  ,  D k  ) = 1 −  d  e w p g   (  P i  ,  D k  )     = 1 −   1 − exp  {  −    [    ∑  s = 1  n      w s     ℓ s  +  Μ s  +  ρ s  +  N s  + 4      (    α  (     |  u (   μ ˜    ℑ i    (  r s  ) ) − u (   μ ˜    ℑ k    (  r s  ) )  |   q  +    |  u (  h   ℑ i    (  r s  ) ) − u (  h   ℑ k    (  r s  ) )  |   q   )      + β  (    ∑  ι = 1    ℓ s      (     |   ς   ℑ i    − ( ι )   (  r s  ) −  ς   ℑ k    − ( ι )   (  r s  )  |   q  +    |   ς   ℑ i    + ( ι )   (  r s  ) −  ς   ℑ k    + ( ι )   (  r s  )  |   q   )    +   ∑  m = 1    Μ s        |   φ   ℑ i    ( m )   (  r s  ) −  φ   ℑ k    ( m )   (  r s  )  |   q     )      + γ  (     |  u (   υ ˜    ℑ i    (  r s  ) ) − u (   υ ˜    ℑ k    (  r s  ) )  |   q  +    |  u (  g   ℑ i    (  r s  ) ) − u (  g   ℑ k    (  r s  ) )  |   q   )      + η  (    ∑  σ = 1    ρ s      (     |   δ   ℑ i    − ( σ )   (  r s  ) −  δ   ℑ k    − ( σ )   (  r s  )  |   q  +    |   δ   ℑ i    + ( σ )   (  r s  ) −  δ   ℑ k    + ( σ )   (  r s  )  |   q   )    +   ∑  n = 1    N s        |   ψ   ℑ i    ( n )   (  r s  ) −  ψ   ℑ k    ( n )   (  r s  )  |   q     )     )   ]    1 / q    }    1 − exp  (  −    ( n )    1 / q    )       



(14)








5. Discussion of the Results and Comparisons


The purpose of this section is to provide 15 clinical cases as examples of how grade assessment is conducted for patients with depression to illustrate the efficacy and adaptability of the proposed depression assessment method based on Cq-ROHFS. It is recommended that the three doctors provide their evaluations anonymously in order to achieve better results. As a result, each value provided only represents a possible value, whose importance is unknown. Due to this, it is appropriate to repeat these values, rather than them appearing only once. The depression assessment method presented in this paper is depicted in Figure 2.



5.1. Numerical Illustration (15 Clinical Cases)


As shown in Table 1, we can obtain the scores of HAMD and PHQ-9 of 15 patients with depression as actual clinical cases, including the ranges of uncertain scores and membership and non-membership degrees, assigned by a group of three doctors in skeptical and hesitant situations, as indicated in Table 3 and Table 4.



The grade evaluation parameters of 15 patients in Table 3 and Table 4 can be transformed into standardized Cq-ROHFS, as shown in Table 5.



Then, the grade evaluation information of 15 patients with depression in Table 5 can be expressed as the following Cq-ROHFS.


       P 1  =  {    <  C 1  ,  {   [  0.35 , 0.4  ]   }  ,  {   [  0.6 , 0.65  ]   }  , { 0.6 , 0.75 } , { 0.25 , 0.35 } > ,     <  C 2  ,  {  [ 0.56 , 0.63 ]  }  ,  {  [ 0.37 , 0.44 ]  }  , { 0.66 , 0.71 } , { 0.22 , 0.36 } >    }         P 2  =  {    <  C 1  ,  {  [ 0.15 , 0.27 ]  }  ,  {  [ 0.73 , 0.85 ]  }  , { 0.6 , 0.8 } , { 0.4 , 0.5 } > ,     <  C 2  ,  {  [ 0.19 , 0.22 ]  }  ,  {  [ 0.78 , 0.81 ]  }  , { 0.3 , 0.55 } , { 0.35 , 0.55 , 0.81 } >    }         P 3  =  {    <  C 1  ,  {  [ 0.38 , 0.42 ]  }  ,  {  [ 0.58 , 0.62 ]  }  , { 0.3 , 0.65 , 0.85 } , { 0.4 , 0.5 } > ,     <  C 2  ,  {  [ 0.44 , 0.59 ]  }  ,  {  [ 0.41 , 0.56 ]  }  , { 0.5 , 0.8 } , { 0.27 , 0.31 } >    }         P 4  =  {    <  C 1  ,  {  [ 0.42 , 0.46 ]  }  ,  {  [ 0.54 , 0.58 ]  }  , { 0.6 , 0.7 , 0.87 } , { 0.21 , 0.4 } > ,     <  C 2  ,  {  [ 0.67 , 0.78 ]  }  ,  {  [ 0.22 , 0.33 ]  }  , { 0.8 , 0.88 } , { 0.2 , 0.35 } >    }         P 5  =  {    <  C 1  ,  {  [ 0.29 , 0.35 ]  }  ,  {  [ 0.65 , 0.71 ]  }  , { 0.5 } , { 0.5 , 0.6 } > ,     <  C 2  ,  {  [ 0.37 , 0.52 ]  }  ,  {  [ 0.48 , 0.63 ]  }  , { 0.34 , 0.75 } , { 0.27 , 0.63 } >    }         P 6  =  {    <  C 1  ,  {  [ 0.15 , 0.27 ]  }  ,  {  [ 0.73 , 0.85 ]  }  , { 0.35 } , { 0.7 , 0.8 } > ,     <  C 2  ,  {  [ 0.22 , 0.26 ]  }  ,  {  [ 0.74 , 0.78 ]  }  , { 0.41 , 0.62 } , { 0.57 , 0.61 , 0.87 } >    }         P 7  =  {    <  C 1  ,  {  [ 0.4 , 0.46 ]  }  ,  {  [ 0.54 , 0.6 ]  }  , { 0.4 } , { 0.5 , 0.6 } > ,     <  C 2  ,  {  [ 0.3 , 0.41 ]  }  ,  {  [ 0.59 , 0.7 ]  }  , { 0.46 , 0.61 } , { 0.45 , 0.52 , 0.9 } >    }         P 8  =  {    <  C 1  ,  {  [ 0.79 , 0.88 ]  }  ,  {  [ 0.12 , 0.21  }  ] , { 0.65 , 0.68 , 0.8 } , { 0.32 , 0.44 } > ,     <  C 2  ,  {  [ 0.67 , 0.74 ]  }  ,  {  [ 0.26 , 0.33 ]  }  , { 0.55 , 0.83 } , { 0.29 , 0.33 } >    }         P 9  =  {    <  C 1  ,  {  [ 0.42 , 0.48 ]  }  ,  {  [ 0.52 , 0.58 ]  }  , { 0.64 , 0.79 } , { 0.35 , 0.65 , 0.68 } > ,     <  C 2  ,  {  [ 0.78 , 0.81 ]  }  ,  {  [ 0.19 , 0.22 ]  }  , { 0.61 , 0.76 } , { 0.22 , 0.27 } >    }         P  10   =  {    <  C 1  ,  {  [ 0.54 , 0.71 ]  }  ,  {  [ 0.29 , 0.46 ]  }  , { 0.37 , 0.79 } , { 0.23 , 0.29 } > ,     <  C 2  ,  {  [ 0.85 , 0.89 ]  }  ,  {  [ 0.11 , 0.15 ]  }  , { 0.61 , 0.76 } , { 0.27 , 0.34 } >    }         P  11   =  {    <  C 1  ,  {  [ 0.88 , 0.92 ]  }  ,  {  [ 0.08 , 0.12 ]  }  , { 0.59 , 0.75 } , { 0.2 , 0.51 } > ,     <  C 2  ,  {  [ 0.67 , 0.78 ]  }  ,  {  [ 0.22 , 0.33 ]  }  , { 0.56 , 0.76 } , { 0.35 , 0.65 , 0.68 } >    }         P  12   =  {    <  C 1  ,  {  [ 0.29 , 0.31 ]  }  ,  {  [ 0.69 , 0.71 ]  }  , { 0.56 , 0.77 } , { 0.25 , 0.35 } > ,     <  C 2  ,  {  [ 0.19 , 0.22 ]  }  ,  {  [ 0.78 , 0.81 ]  }  , { 0.3 , 0.55 } , { 0.28 , 0.46 } >    }         P  13   =  {    <  C 1  ,  {  [ 0.77 , 0.81 ]  }  ,  {  [ 0.19 , 0.23 ]  }  , { 0.54 , 0.81 } , { 0.23 , 0.39 } > ,     <  C 2  ,  {  [ 0.78 , 0.85 ]  }  ,  {  [ 0.15 , 0.22 ]  }  , { 0.51 , 0.7 } , { 0.22 , 0.29 , 0.6 } >    }         P  14   =  {    <  C 1  ,  {  [ 0.35 , 0.37 ]  }  ,  {  [ 0.63 , 0.65 ]  }  , { 0.53 , 0.68 } , { 0.5 , 0.6 , 0.65 } > ,     <  C 2  ,  {  [ 0.19 , 0.34 ]  }  ,  {  [ 0.66 , 0.81 ]  }  , { 0.41 , 0.73 } , { 0.23 , 0.51 } >    }         P  15   =  {    <  C 1  ,  {  [ 0.77 , 0.81 ]  }  ,  {  [ 0.19 , 0.23 ]  }  , { 0.61 , 0.82 } , { 0.25 , 0.35 } > ,     <  C 2  ,  {  [ 0.89 , 0.93 ]  }  ,  {  [ 0.07 , 0.11 ]  }  , { 0.45 , 0.85 } , { 0.22 , 0.65 } >    }       











Based upon the assumption that the weight of each element    C s    is the same,   s = 1 , 2   and    w s  = 1 / 2  . Using Equations (22) and (23), we can calculate the similarity measure between patient    P i     ( i = 1 , 2 , … , 15 )   and depression grade    D k  ( k = 1 , 2 , 3 )  .




5.2. Result and Discussion


At present, no other method can be used to more accurately determine depression ratings. In this section, we compare the proposed depression rating assessment model with the existing commonly utilized HAMD and PHQ-9 assessment methods [50,51,52] using 15 depressed patients. Our proposed structure is also evaluated for its superiority, validity, veracity, and symmetry. Based on our observations, we observe that our proposed model is superior and can successfully handle the DM decision problem.



In the first step, we used Equation (13) to adjust only the parameter  q  in order to produce a more accurate representation of the patient assessment information in the decision-making process. To investigate the effect of different values of   q = 1 , 2 , 3 , … , 10   on the grade assessment results, the analytical calculations were chosen, and the above steps were repeated in order to obtain the similarity results of patient    P i     ( i = 1 , 2 , … , 15 )   and depressive symptoms    D k  ( k = 1 , 2 , 3 )  , as shown in Table 6.



Depending on the physician’s experience, testing time, and judgment, the data gathered from patients who are depressed may contain a certain amount of uncertainty and ambiguity. In these instances, existing methods of diagnosing depression [50,51,52] rely primarily on precise numerical measurements to describe and rate the grade of depression. As a consequence, the depression data of some patients may belong to different depression grades, thus producing inaccurate or inconclusive assessment results and complicating the assessment process.



In order to demonstrate the validity of the proposed method, we used only the mean of the interval membership set of Cq-ROHFS, thus simplifying Cq-ROHFS to the exact value. For example, for the interval membership of    P 1   , the average of 0.35 and 0.4 is 0.375, and the average of 0.56 and 0.63 is 0.595. The results are shown in Table 7.



Then, we examined the effect of parameters on the results of depression grade diagnosis. Based on Table 6, the parameters have an effect on the similarity results, and the degree of similarity gradually increases as parameter  q  is increased. However, the final similarity results of depression grades remained unchanged. The depression grade in Table 6 is determined by the maximum similarity. As an example, for    P 2   , the greatest similarity is with    D 1   , so    P 2    belongs to    D 1   , i.e., Mild Depression. Therefore, this study’s method of evaluating depression allows the development of a composite depression scale based on 15 clinical cases, shown in Table 8, which is then compared with the previously available methods of depression measurement.



Hence, depression grades can be calculated using the method proposed by [50,51,52] in correlation with Table 1 and Table 7, and the results are also presented in Table 8. In this case, the existing methods cannot accurately assess or diagnose the degree of depression for five patients    P 4   ,    P 5   ,    P 7   ,    P 9   , and    P  14    . It is evident from Table 8 that the diagnostic results of 15 depressed patients who used the existing assessment method were comparable to or consistent with those of the newly proposed method. Consequently, the proposed evaluation method is an exponential similarity measure of Cq-ROHFSs based on Equation (13), which overcomes the drawbacks of existing simple scoring evaluation methods that have uncertain results. The proposed approach can provide accurate and unique assessment results, proving its validity and rationality.



In Table 8, according to the method described in this article, patients    P 2  ,  P 5  ,  P 6  ,  P 7  ,  P  12     and    P  14     were mildly depressed,    P 1  ,  P 3  ,  P 4    and    P 9    were moderately depressed, and    P 8  ,  P  10   ,  P  11   ,  P  13     and    P  15     were severely depressed. As shown in Figure 3, the degree of difference in similarity gradually increased as  q  increased.



As part of this section, we extend the exponential distance based on Cq-ROHFS to an exponential distance with hesitancy. Using Equation (14), we can then estimate the similarity between the 15 patients and the degree of hesitation, the degree of membership, and the degree of non-membership. The preference is different with diverse values of  α ,  β ,  γ ,  η  and   α , β , λ , η ∈  [  0 , 1  ]   ,   α + β = 1 , λ + η = 1  . Take   q = 2  ,   α = γ   and   α = 0.1 , 0.2 , 0.5 , 0.6 , 0.8 , 0.9   respectively; we use the formula to compute the similarity between the 15 depressed patients and their depressive symptoms, as shown in Table 9.



According to Table 9, as  α  changes, similarity results also change, which means that the degree of hesitation influences the final decision. In particular, when  α  increases, for example   α = 0.6  , we tend to focus more on the differences between hesitations rather than the differences between values. This is because the differences between hesitations have a stronger effect than the differences between values, and this effect is sufficient to compensate for the differences between values. Thus, as  α  changes, the depression levels in Table 10 changes accordingly. This is due to the fact that the hesitation fuzzy set focuses on describing situations in which individuals are hesitant to provide preferences during the decision-making process. Therefore, it is reasonable to expect the level of hesitation to affect the decision outcome.    S  e w g   (  P i  ,  D k  )   and    S  e w p g   (  P i  ,  D k  )     ( q = 2 )   differ in their results because of different preferences for the parameters   α , β , γ , η  . Therefore, the decision maker is able to make an informed decision based on the facts and circumstances at hand.




5.3. Comparison Analysis


Consequently, the evaluation results of the proposed comprehensive evaluation method for depression are included in or equal to those of the evaluation. This is sufficient to demonstrate the validity of the methodology. Due to the existing method, some depressed patients may receive inaccurate or unclear grade evaluations, resulting in a complicated assessment. As a consequence, the depression evaluation data from the two existing criteria may involve patients with varying degrees of depression simultaneously. Additionally, it is shown that the depression rating assessment method proposed in this paper is reasonable and can clearly demonstrate the performance of 15 depressed patients.



In Table 11, the proposed Cq-ROHFS is compared with existing theories.In contrast to the previous study, Zedah [1] and Mehmood et al. [43] considered ambiguous information, but the final results were not able to be calculated since they considered only membership and not non-membership. It is noteworthy that Liu et al. [44] failed to consider the possibility that depression information may have an uncertain interval value form. The study by Tang and Zhang [50] focused solely on the HAMD and exact number depression scale assessment methods, which had one-sided results and were inaccurate. Using only the PHQ-9, Kurt et al. [51] analyzed the depression scale, which led to an incomplete assessment of the results. Guo et al. [52] considered both depression scales and exact numbers simultaneously, but it was difficult to make a selection when the results obtained from both depression scales were attributed to different levels at the same time. According to the method proposed in this paper, uncertain and hesitant information can be dealt with in an integrated manner. This problem can be solved with the aid of a computer program, exact results can be obtained, and information about the decision maker’s preferences can be considered. The long calculation time and workload required in the diagnosis of depression levels is a defect of our method.



In this paper, the Cq-ROHFS similarity measure is presented as a useful mathematical tool for decision making. It is capable of being applied to the assessment of depression as a whole. Advanced diagnostic methods are more suitable and practical for the initial evaluation of depressive symptoms, with greater effectiveness and rationality than existing methods.





6. Conclusions


A cubic q-rung orthopair hesitant fuzzy set is a novel extension of CIHFS and CPHFS, and a generalization of both concepts. A Cq-ROHFS contains more information and can be used to calculate both IVq-ROHFS and q-ROHFS in order to deal with the fuzziness of information. The fuzzy set theory gives decision makers greater scope to express their opinions. Asymmetric concepts are particularly relevant to decision making, since they characterize the binary relationship used to model the decision maker’s preferences. Our study presents a preliminary assessment model for depression rating based on cubic q-rung orthopair hesitant fuzzy set theory from the perspective of multi-attribute decision making. We discussed some basic concepts and developed some basic operations regarding Cq-ROHFS and its properties in this study. First, we introduced the basic properties and definition of Cq-ROHFS. Then, a new concept of exponential distance and similarity measures is proposed for Cq-ROHFS with hesitation based on the LCM extension method for the Cq-ROHF set. Additionally, for decision problems, an approach is developed based on the use of similarity measures in a Cq-ROHFS setting. To test the validity, flexibility, and applicability of the developed decision model, we used the developed model to address the depression rating assessment decision problem. Clinical cases were used to compare the proposed method with existing methods. The proposed evaluation method can be used to efficiently and rationally resolve the problem of depression rating assessment. The following are some strengths of the developed method: 1. When faced with uncertain information and indecision, it is capable of expressing and dealing with decision-making problems rationally and effectively. 2. The extension-based LCM method demonstrates an objective extension operation without subjective extension forms. 3. The proposed method permits the decision maker to adjust the parameters according to their preferences during decision making, in order to express their assessment information more accurately. Moreover, the study contributes to the scientific community by illustrating real-world clinical diagnostic problems and treatments. Because Cq-ROHFS enables a flexible and convenient means of expressing information and making decisions, it is applicable to a wide range of decision-making problems. The application of Cq-ROHFS to practical and complex decision problems is a topic of research that has broad application prospects and profound social implications. A further research project will investigate whether decision problems [25,26] can be addressed in this manner. Moreover, we intend to extend the proposed study to other settings, such as linear Diophantine fuzzy sets and spherical linear Diophantine fuzzy sets. Further, we will propose some aggregation operators that contain Cq-ROHFS information, along with new systematic metrics for evaluating information.
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Figure 1. Flow chart of this study. 
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Figure 2. Flow chart of the proposed depression method. 
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Figure 3. Grade of depression of the proposed evaluation method using    S  e w g   (  P i  ,  D k  )  : (a)    S  e w g   (  P i  ,  D k  )   between patient    P i      ( i = 2 , 5 , 6 , 7 , 12 , 14 )   and    D 1   ; (b)    S  e w g   (  P i  ,  D k  )   between patient    P i      ( i = 1 , 3 , 4 , 9 )   and    D 2   ; (c)    S  e w g   (  P i  ,  D k  )   between patient    P i       (  i = 8 , 10 , 11 ,         13 , 15  )    and    D 3   . 
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Table 1. The grades of depression.
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	Depression Grade
	HAMD Score
	PHQ-9 Score





	   D 1    (Mild Depression)
	    [  7 , 17  ]    
	    [  5 , 9  ]    



	   D 2    (Moderate Depression)
	    [  18 , 24  ]    
	    [  10 , 17  ]    



	   D 3    (Major Depression)
	    [  25 , 52  ]    
	    [  18 , 27  ]    
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Table 2. The knowledge (three patterns) of depression levels expressed by the Cq-ROHFS.
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	Depression Grade
	    C 1  :    HAMD     
	     C 2  : PHQ - 9    





	    D 1    
	    [  0.13 , 0.33  ]  ,  [  0.67 , 0.87  ]  ,  {  0.48 , 0.78  }  ,  {  0.26 , 0.54  }    
	    [  0.19 , 0.33  ]  ,  [  0.67 , 0.81  ]  ,  {  0.51 , 0.81  }  ,  {  0.29 , 0.53  }    



	    D 2    
	    [  0.35 , 0.46  ]  ,  [  0.54 , 0.65  ]  ,  {  0.52 , 0.86  }  ,  {  0.24 , 0.48  }    
	    [  0.37 , 0.63  ]  ,  [  0.37 , 0.63  ]  ,  {  0.55 , 0.85  }  ,  {  0.27 , 0.5  }    



	    D 3    
	    [  0.48 , 1  ]  ,  [  0 , 0.52  ]  ,  {  0.64 , 0.88  }  ,  {  0.22 , 0.46  }    
	    [  0.67 , 1  ]  ,  [  0 , 0.33  ]  ,  {  0.62 , 0.87  }  ,  {  0.25 , 0.48  }    
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Table 3. Arguments made by 15 patients with depression (HAMD).
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	Patient Pi
	HAMD Score
	Membership of HAMD
	Non-Membership of HAMD





	P1
	[18,21]
	{0.6,0.75}
	{0.25,0.35}



	P2
	[8,14]
	{0.6,0.8}
	{0.4,0.5}



	P3
	[20,22]
	{0.3,0.65,0.85}
	{0.4,0.5}



	P4
	[22,24]
	{0.6,0.7,0.87}
	{0.21,0.4}



	P5
	[15,18]
	{0.5}
	{0.5,0.6}



	P6
	[8,14]
	{0.35}
	{0.7,0.8}



	P7
	[21,24]
	{0.4}
	{0.5,0.6}



	P8
	[41,46]
	{0.65,0.68,0.8}
	{0.32,0.44}



	P9
	[22,25]
	{0.64,0.79}
	{0.35,0.65,0.68}



	P10
	[28,37]
	{0.37,0.79}
	{0.23,0.29}



	P11
	[46,48]
	{0.59,0.75}
	{0.2,0.51}



	P12
	[15,16]
	{0.56,0.77}
	{0.25,0.35}



	P13
	[30,34]
	{0.54,0.81}
	{0.23,0.39}



	P14
	[18,19]
	{0.53,0.68}
	{0.5,0.6,0.65}



	P15
	[40,42]
	{0.61,0.82}
	{0.25,0.35}
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Table 4. Arguments made by 15 patients with depression (PHQ-9).






Table 4. Arguments made by 15 patients with depression (PHQ-9).





	Patient Pi
	PHQ-9 Score
	Membership of PHQ-9
	Non-Membership of PHQ-9





	P1
	[15,17]
	{0.66,0.71}
	{0.22,0.36}



	P2
	[5,6]
	{0.3,0.55}
	{0.35,0.55,0.81}



	P3
	[12,16]
	{0.5,0.8}
	{0.27,0.31}



	P4
	[18,21]
	{0.8,0.88}
	{0.2,0.35}



	P5
	[10,14]
	{0.34,0.75}
	{0.27,0.63}



	P6
	[6,7]
	{0.41,0.62}
	{0.57,0.61,0.87}



	P7
	[8,11]
	{0.46,0.61}
	{0.45,0.52,0.9}



	P8
	[18,20]
	{0.55,0.83}
	{0.29,0.33}



	P9
	[21,22]
	{0.61,0.76}
	{0.22,0.27}



	P10
	[23,24]
	{0.61,0.76}
	{0.27,0.34}



	P11
	[18,21]
	{0.56,0.76}
	{0.35,0.65,0.68}



	P12
	[5,6]
	{0.3,0.55}
	{0.28,0.46}



	P13
	[21,23]
	{0.51,0.7}
	{0.22,0.29,0.6}



	P14
	[5,9]
	{0.41,0.73}
	{0.23,0.51}



	P15
	[24,25]
	{0.45,0.85}
	{0.22,0.65}
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Table 5. The Cq-ROHFS information of 15 patients with depression.






Table 5. The Cq-ROHFS information of 15 patients with depression.





	Patient Pi
	C1: HAMD
	C2: PHQ-9





	P1
	<[0.35,0.4],[0.6,0.65],{0.6,0.75},{0.25,0.35}>
	<[0.56,0.63],[0.37,0.44],{0.66,0.71},{0.22,0.36}>



	P2
	<[0.15,0.27],[0.73,0.85],{0.6,0.8},{0.4,0.5}>
	<[0.19,0.22],[0.78,0.81],{0.3,0.55},{0.35,0.55,0.81}>



	P3
	<[0.38,0.42],[0.58,0.62],{0.3,0.65,0.85},{0.4,0.5}>
	<[0.44,0.59],[0.41,0.56],{0.5,0.8},{0.27,0.31}>



	P4
	<[0.42,0.46],[0.54,0.58],{0.6,0.7,0.87},{0.21,0.4}>
	<[0.67,0.78],[0.22,0.33],{0.8,0.88},{0.2,0.35}>



	P5
	<[0.29,0.35],[0.65,0.71],{0.5},{0.5,0.6}>
	<[0.37,0.52],[0.48,0.63],{0.34,0.75},{0.27,0.63}>



	P6
	<[0.15,0.27],[0.73,0.85],{0.35},{0.7,0.8}>
	<[0.22,0.26],[0.74,0.78],{0.41,0.62},{0.57,0.61,0.87}>



	P7
	<[0.4,0.46],[0.54,0.6],{0.4},{0.5,0.6}>
	<[0.3,0.41],[0.59,0.7],{0.46,0.61},{0.45,0.52,0.9}>



	P8
	<[0.79,0.88],[0.12,0.21],{0.65,0.68,0.8},{0.32,0.44}>
	<[0.67,0.74],[0.26,0.33],{0.55,0.83},{0.29,0.33}>



	P9
	<[0.42,0.48],[0.52,0.58],{0.64,0.79},{0.35,0.65,0.68}>
	<[0.78,0.81],[0.19,0.22],{0.61,0.76},{0.22,0.27}>



	P10
	<[0.54,0.71],[0.29,0.46],{0.37,0.79},{0.23,0.29}>
	<[0.85,0.89],[0.11,0.15],{0.61,0.76},{0.27,0.34}>



	P11
	<[0.88,0.92],[0.08,0.12],{0.59,0.75},{0.2,0.51}>
	<[0.67,0.78],[0.22,0.33],{0.56,0.76},{0.35,0.65,0.68}>



	P12
	<[0.29,0.31],[0.69,0.71],{0.56,0.77},{0.25,0.35}>
	<[0.19,0.22],[0.78,0.81],{0.3,0.55},{0.28,0.46}>



	P13
	<[0.77,0.81],[0.19,0.23],{0.54,0.81},{0.23,0.39}>
	<[0.78,0.85],[0.15,0.22],{0.51,0.7},{0.22,0.29,0.6}>



	P14
	<[0.35,0.37],[0.63,0.65],{0.53,0.68},{0.5,0.6,0.65}>
	<[0.19,0.34],[0.66,0.81],{0.41,0.73},{0.23,0.51}>



	P15
	<[0.77,0.81],[0.19,0.23],{0.61,0.82},{0.25,0.35}>
	<[0.89,0.93],[0.07,0.11],{0.45,0.85},{0.22,0.65}>
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Table 6. Similarity measurements between    P i    and    D k      (  i = 1 , 2 , 3 , k = 1 , 2 , 3 , q = 1 , 2 , 3 , … , 10  )  .






Table 6. Similarity measurements between    P i    and    D k      (  i = 1 , 2 , 3 , k = 1 , 2 , 3 , q = 1 , 2 , 3 , … , 10  )  .





	
    S  e w g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 1    

	
    P 2    

	
    P 3    




	
   q = 1   

	
0.8509, 0.9288, 0.8349

	
0.8974, 0.8208, 0.7074

	
0.8598, 0.9202, 0.8091




	
   q = 2   

	
0.7778, 0.8841, 0.7209

	
0.8415, 0.7595, 0.5800

	
0.8013, 0.8716, 0.7094




	
   q = 3   

	
0.7312, 0.8572, 0.6363

	
0.8003, 0.7164, 0.4947

	
0.7683, 0.8378, 0.6417




	
   q = 4   

	
0.6985, 0.8385, 0.5758

	
0.7711, 0.6847, 0.4355

	
0.7469, 0.8142, 0.5923




	
   q = 5   

	
0.6740, 0.8246, 0.5319

	
0.7496, 0.6596, 0.3926

	
0.7318, 0.7972, 0.5545




	
   q = 6   

	
0.6550, 0.8136, 0.4989

	
0.7332, 0.6393, 0.3604

	
0.7206, 0.7844, 0.5249




	
   q = 7   

	
0.6399, 0.8046, 0.4734

	
0.7204, 0.6224, 0.3355

	
0.7119, 0.7744, 0.5009




	
   q = 8   

	
0.6276, 0.7973, 0.4532

	
0.7101, 0.6082, 0.3159

	
0.7049, 0.7664, 0.4814




	
   q = 9   

	
0.6173, 0.7910, 0.4367

	
0.7017, 0.5962, 0.3000

	
0.7008, 0.7610, 0.4679




	
   q = 10   

	
0.6087, 0.7858, 0.4231

	
0.6947, 0.5859, 0.2869

	
0.6945, 0.7542, 0.4513




	
    S  e w g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 4    

	
    P 5    

	
    P 6    




	
   q = 1   

	
0.7971, 0.8863, 0.8858

	
0.8616,0.8764,0.7330

	
0.8114,0.7377,0.6276




	
   q = 2   

	
0.7081, 0.8261, 0.7865

	
0.7864, 0.7917, 0.6281

	
0.7197, 0.6642, 0.5293




	
   q = 3   

	
0.6482, 0.7860, 0.7066

	
0.7291, 0.7258, 0.5614

	
0.6610, 0.6180, 0.4689




	
   q = 4   

	
0.6062, 0.7569, 0.6453

	
0.6812, 0.6744, 0.5140

	
0.6207, 0.5846, 0.4252




	
   q = 5   

	
0.5758, 0.7348, 0.5990

	
0.6414, 0.6345, 0.4784

	
0.5911, 0.5590, 0.3915




	
   q = 6   

	
0.5531, 0.7174, 0.5639

	
0.6088, 0.6034, 0.4508

	
0.5683, 0.5387, 0.3649




	
   q = 7   

	
0.5355, 0.7036, 0.5368

	
0.5826, 0.5785, 0.4319

	
0.5501, 0.5222, 0.3435




	
   q = 8   

	
0.5215, 0.6923, 0.5153

	
0.5611, 0.5583, 0.4105

	
0.5351, 0.5086, 0.3261




	
   q = 9   

	
0.5128, 0.6847, 0.5007

	
0.5436, 0.5416, 0.3955

	
0.5226, 0.4971, 0.3117




	
   q = 10   

	
0.5008, 0.6752, 0.4837

	
0.5290, 0.5276, 0.3828

	
0.5120, 0.4873, 0.2997




	
    S  e w g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 7    

	
    P 8    

	
    P 9    




	
   q = 1   

	
0.8115, 0.8216, 0.7098

	
0.7676, 0.8400, 0.8931

	
0.7821, 0.8464, 0.8432




	
   q = 2   

	
0.7367, 0.7323, 0.6150

	
0.6418, 0.7527, 0.8278

	
0.6754, 0.771, 0.7576




	
   q = 3   

	
0.6843, 0.6721, 0.5577

	
0.5659, 0.6939, 0.7843

	
0.6036, 0.7164, 0.6913




	
   q = 4   

	
0.6448, 0.6286, 0.5190

	
0.5157, 0.6523, 0.7536

	
0.5535, 0.6756, 0.6393




	
   q = 5   

	
0.6139, 0.5961, 0.4910

	
0.4798, 0.6218, 0.7309

	
0.5172, 0.6447, 0.5993




	
   q = 6   

	
0.5889, 0.5710, 0.4697

	
0.4525, 0.5988, 0.7134

	
0.4899, 0.621, 0.5684




	
   q = 7   

	
0.5683, 0.5511, 0.4530

	
0.4309, 0.5808, 0.6997

	
0.4685, 0.6026, 0.5443




	
   q = 8   

	
0.5511, 0.5351, 0.4394

	
0.4131, 0.5665, 0.6885

	
0.4513, 0.5879, 0.525




	
   q = 9   

	
0.5365, 0.5219, 0.4282

	
0.4015, 0.5572, 0.6809

	
0.4402, 0.5783, 0.512




	
   q = 10   

	
0.5240, 0.5108, 0.4187

	
0.3856, 0.5451, 0.6714

	
0.4254, 0.5662, 0.4963




	
    S  e w g   (  P i  ,  D k  )   

	
Patient Pi




	
    P  10     

	
    P  11     

	
    P  12     




	
   q = 1   

	
0.7541, 0.8344, 0.8847

	
0.7469, 0.8165, 0.8848

	
0.9207, 0.8656, 0.7308




	
   q = 2   

	
0.6237, 0.7482, 0.8244

	
0.5987, 0.6962, 0.7803

	
0.8641, 0.7845, 0.5793




	
   q = 3   

	
0.5479, 0.6899, 0.7854

	
0.5123, 0.6286, 0.7242

	
0.828, 0.7285, 0.4878




	
   q = 4   

	
0.4981, 0.6456, 0.7574

	
0.4558, 0.5824, 0.6831

	
0.8027, 0.6876, 0.428




	
   q = 5   

	
0.4624, 0.6109, 0.7364

	
0.4157, 0.5494, 0.6524

	
0.7836, 0.6569, 0.3861




	
   q = 6   

	
0.4354, 0.5835, 0.72

	
0.3854, 0.5249, 0.629

	
0.7685, 0.6331, 0.3551




	
   q = 7   

	
0.4141, 0.5617, 0.707

	
0.3615, 0.5058, 0.6109

	
0.7561, 0.6143, 0.3312




	
   q = 8   

	
0.3969, 0.5441, 0.6965

	
0.3421, 0.4906, 0.5964

	
0.7458, 0.5992, 0.3124




	
   q = 9   

	
0.3826, 0.5297, 0.6879

	
0.326, 0.4782, 0.5848

	
0.737, 0.5868, 0.297




	
   q = 10   

	
0.3707, 0.5178, 0.6807

	
0.3125, 0.4678, 0.5751

	
0.7295, 0.5764, 0.2843




	
    S  e w g   (  P i  ,  D k  )   

	
Patient Pi




	
    P  13     

	
    P  14     

	
    P  15     




	
   q = 1   

	
0.7920, 0.8619, 0.8785

	
0.9077, 0.8595, 0.7375

	
0.7219, 0.8023, 0.8816




	
   q = 2   

	
0.6741, 0.7923, 0.8194

	
0.8464, 0.7958, 0.6182

	
0.5723, 0.6948, 0.8211




	
   q = 3   

	
0.6013, 0.7439, 0.7732

	
0.8025, 0.7568, 0.5416

	
0.4903, 0.6313, 0.7833




	
   q = 4   

	
0.5531, 0.7064, 0.7362

	
0.7695, 0.7289, 0.4894

	
0.4403, 0.5895, 0.7574




	
   q = 5   

	
0.5188, 0.6761, 0.7071

	
0.7439, 0.7073, 0.4521

	
0.4066, 0.5593, 0.7382




	
   q = 6   

	
0.493, 0.6514, 0.6843

	
0.7232, 0.6899, 0.4243

	
0.3823, 0.5363, 0.7231




	
   q = 7   

	
0.4729, 0.6311, 0.6664

	
0.7061, 0.6755, 0.4029

	
0.3637, 0.518, 0.7109




	
   q = 8   

	
0.4566, 0.6144, 0.6521

	
0.6917, 0.6633, 0.3858

	
0.349, 0.5031, 0.7008




	
   q = 9   

	
0.4431, 0.6005, 0.6405

	
0.681, 0.6547, 0.3753

	
0.337, 0.4905, 0.6922




	
   q = 10   

	
0.4317, 0.5889, 0.6309

	
0.6687, 0.6438, 0.3605

	
0.327, 0.4799, 0.6849
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Table 7. The exact values of the 15 patients.






Table 7. The exact values of the 15 patients.





	Patient Pi
	     C 1  : HAMD    
	     C 2  : PHQ - 9    





	    P 1    
	0.375
	0.595



	    P 2    
	0.22
	0.205



	    P 3    
	0.4
	0.515



	    P 4    
	0.44
	0.725



	    P 5    
	0.32
	0.445



	    P 6    
	0.22
	0.24



	    P 7    
	0.43
	0.355



	    P 8    
	0.835
	0.705



	    P 9    
	0.45
	0.795



	    P  10     
	0.625
	0.87



	    P  11     
	0.9
	0.725



	    P  12     
	0.3
	0.205



	    P  13     
	0.79
	0.805



	    P  14     
	0.36
	0.265



	    P  15     
	0.79
	0.91
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Table 8. Comparison of the evaluated depression levels of 15 patients    P i   .






Table 8. Comparison of the evaluated depression levels of 15 patients    P i   .





	Patient Pi
	Depression Grade of the Proposed Evaluation Method Use    S  e w g   (  P i  ,  D k  )  
	Grade of Depression According to

Tang and Zhang [50]
	Grade of Depression According to

Kurt et al. [51]
	Grade of Depression According to

Guo et al. [52]





	    P 1    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 2    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P 3    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 4    
	    D 2    
	    D 2    
	    D 3    
	   D 2    or    D 3   



	    P 5    
	    D 1    
	    D 1    
	    D 2    
	   D 1    or    D 2   



	    P 6    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P 7    
	    D 1    
	    D 1    
	   D 1    or    D 2   
	   D 1    or    D 2   



	    P 8    
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P 9    
	    D 2    
	    D 2    
	    D 3    
	   D 2    or    D 3   



	    P  10     
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  11     
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  12     
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P  13     
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  14     
	    D 1    
	    D 2    
	    D 1    
	   D 1    or    D 2   



	    P  15     
	    D 3    
	    D 3    
	    D 3    
	    D 3    
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Table 9. The similarity result with preference (  q = 2  ).






Table 9. The similarity result with preference (  q = 2  ).





	
    S  e w p g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 1    

	
    P 2    

	
    P 3    




	
   α = 0.1   

	
0.8286, 0.9015, 0.7911

	
0.8556, 0.8006, 0.6722

	
0.8436, 0.8851, 0.7717




	
   α = 0.2   

	
0.831, 0.9051, 0.7923

	
0.8624, 0.8063, 0.6758

	
0.8466, 0.8903, 0.7754




	
   α = 0.5   

	
0.8387, 0.9169, 0.7959

	
0.8858, 0.825, 0.6868

	
0.8562, 0.9079, 0.7872




	
   α = 0.6   

	
0.8413, 0.9213, 0.7972

	
0.895, 0.8318, 0.6906

	
0.8596, 0.9146, 0.7913




	
   α = 0.8   

	
0.8468, 0.931, 0.7997

	
0.9167, 0.8465, 0.6985

	
0.8666, 0.9303, 0.7998




	
   α = 0.9   

	
0.8496, 0.9364, 0.8009

	
0.9304, 0.8545, 0.7025

	
0.8703, 0.9399, 0.8043




	
    S  e w p g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 4    

	
    P 5    

	
    P 6    




	
   α = 0.1   

	
0.7743, 0.8602, 0.8395

	
0.8516, 0.8459, 0.719

	
0.7604, 0.7151, 0.6176




	
   α = 0.2   

	
0.7772, 0.8636, 0.8409

	
0.8499, 0.8467, 0.7204

	
0.7684, 0.7238, 0.6245




	
   α = 0.5   

	
0.7862, 0.8745, 0.8452

	
0.8451, 0.8491, 0.7246

	
0.795, 0.7526, 0.6464




	
   α = 0.6   

	
0.7893, 0.8784, 0.8467

	
0.8436, 0.8499, 0.726

	
0.8049, 0.7632, 0.6542




	
   α = 0.8   

	
0.7957, 0.8865, 0.8497

	
0.8405, 0.8515, 0.7289

	
0.827, 0.7867, 0.6706




	
   α = 0.9   

	
0.799, 0.8909, 0.8512

	
0.839, 0.8523, 0.7304

	
0.8394, 0.7998, 0.6793




	
    S  e w p g   (  P i  ,  D k  )   

	
Patient Pi




	
    P 7    

	
    P 8    

	
    P 9    




	
   α = 0.1   

	
0.7913, 0.7783, 0.6924

	
0.7301, 0.8134, 0.8691

	
0.7486, 0.8117, 0.8018




	
   α = 0.2   

	
0.7953, 0.7845, 0.6977

	
0.7314, 0.815, 0.8707

	
0.751, 0.8173, 0.8067




	
   α = 0.5   

	
0.8078, 0.8045, 0.7144

	
0.7352, 0.8199, 0.8758

	
0.7612, 0.8336, 0.8236




	
   α = 0.6   

	
0.8122, 0.8118, 0.7202

	
0.7365, 0.8216, 0.8775

	
0.7645, 0.8397, 0.8296




	
   α = 0.8   

	
0.8215, 0.8275, 0.7325

	
0.7392, 0.8251, 0.8811

	
0.7713, 0.8527, 0.8424




	
   α = 0.9   

	
0.8264, 0.8361, 0.739

	
0.7405, 0.8268, 0.883

	
0.7748, 0.8598, 0.8493




	
    S  e w p g   (  P i  ,  D k  )   

	
Patient Pi




	
    P  10     

	
    P  11     

	
    P  12     




	
   α = 0.1   

	
0.7157, 0.809, 0.8576

	
0.6961, 0.7667, 0.822

	
0.8799, 0.8279, 0.6776




	
   α = 0.2   

	
0.7171, 0.8109, 0.8613

	
0.6974, 0.7693, 0.8264

	
0.8851, 0.8317, 0.6798




	
   α = 0.5   

	
0.7211, 0.8165, 0.8733

	
0.7016, 0.7771, 0.8405

	
0.9024, 0.8437, 0.6863




	
   α = 0.6   

	
0.7225, 0.8185, 0.8776

	
0.703, 0.7798, 0.8456

	
0.909, 0.848, 0.6885




	
   α = 0.8   

	
0.7253, 0.8224, 0.8867

	
0.7059, 0.7853, 0.8564

	
0.9241, 0.8569, 0.693




	
   α = 0.9   

	
0.7267, 0.8244, 0.8917

	
0.7074, 0.7882, 0.8622

	
0.9331, 0.8617, 0.6953




	

	
    P  13     

	
    P  14     

	
    P  15     




	
   α = 0.1   

	
0.7563, 0.844, 0.8609

	
0.8655, 0.827, 0.7018

	
0.6779, 0.7724, 0.8623




	
   α = 0.2   

	
0.7573, 0.8453, 0.863

	
0.8708, 0.8328, 0.7061

	
0.6786, 0.7733, 0.8643




	
   α = 0.5   

	
0.7602, 0.8495, 0.8696

	
0.8894, 0.8521, 0.7169

	
0.6808, 0.776, 0.8708




	
   α = 0.6   

	
0.7611, 0.8509, 0.8718

	
0.8964, 0.8592, 0.7209

	
0.6815, 0.7769, 0.873




	
   α = 0.8   

	
0.7631, 0.8538, 0.8765

	
0.9122, 0.8748, 0.729

	
0.683, 0.7788, 0.8777




	
   α = 0.9   

	
0.7641, 0.8553, 0.8789

	
0.9215, 0.8836, 0.7332

	
0.6837, 0.7797, 0.8801
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Table 10. Grading depression with preference (  q = 2   ).
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	Depression Grade
	   α = 0.1   
	   α = 0.2   
	   α = 0.5   
	   α = 0.6   
	   α = 0.8   
	   α = 0.9   





	    P 1    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 2    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P 3    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 4    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 5    
	    D 1    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P 6    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P 7    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 2    
	    D 2    



	    P 8    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P 9    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    
	    D 2    



	    P  10     
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  11     
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  12     
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P  13     
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    



	    P  14     
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    
	    D 1    



	    P  15     
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
	    D 3    
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Table 11. Comparison of the proposed Cq-ROHFS with existing theories.
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	SN
	References
	Disadvantage
	Grade Diagnosis





	1
	Zedah [1]
	Lack of non-membership
	Not Possible



	2
	Mehmood et al. [43]
	Lack of non-membership
	Not Possible



	3
	Liu et al. [44]
	Lack of Interval fuzzy values
	Not Possible



	4
	Guo et al. [50]
	Lack of fuzzy values
	Partially undetermined



	5
	Tang and Zhang [51]
	Lack of PHQ-9 scores
	Partially undetermined



	6
	Kurt et al. [52]
	Lack of HAMD scores
	Partially undetermined



	7
	Proposed Method in this paper
	Long and heavy calculations in grades diagnosis
	This problem can be solved with the help of a computer program
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
Initialization
stage

Normalization
stage

Similarity
measurement
stage

Ranking
stage

\ 4

Constructing Cq-ROHFSs depression grade
information through a group of doctors

A 4

Establish Cq-ROHFSs information of 15 patients with
depression through three doctors

4

Balancing of lengths of Cq-ROHFSs

Expand 15 patients and grade information to Cg-
ROHFSs in unified form

Y

Assign the weight vector w to the attributes

Y

Calculation of similarity measure values between 15
patients and depression level

\ 4

Ranking the candidate levels according to the relative
proximity similarity

\ 4

Sort the candidate levels from highest to lowest based
on similarity

Select the candidate levels which has maxinum relative
closeness

4

Choosing of optinum alternative

End






nav.xhtml


  symmetry-14-00670


  
    		
      symmetry-14-00670
    


  




  





media/file0.png





media/file2.png
Propose anew concept of Cq-ROHFS to express

uncertain and hesitant fuzzy information.

Y

Consmwt-jng expcmenﬁal distance and approximation
degree of Cq-ROHFS with hesitation

Y

Establish an understandable evaluaton method of
depression grade based on exponential similarity

Y

Provide 15 evaluation cases of clinical depression
patients

Y

Through comparative analysis, verity the validity and
rationality of the evaluation results






media/file5.jpg
]






media/file6.png
1.0

1.0
- Scwg(PZIDI) - EWE (Pl’ D")
Blls....0) [ s, (P, D)
' 1 5., (P, D)
: SHW (P@DI) Wi
g [ oy (P D)
- Sm\rg(P'?rDl) WE
0.8 = - S““’h{P'z’ 1) 0.8 4
: = LW},(P|4’D|)
0‘6_ 0'6- ‘ ‘ I | |
0.4 - 0.4 _
1 2 o] 9 10 1 ) 3 4 L] 6 7z ] 9 10
9 q

1.0

N S.....(Py 15)
N n,m)
B s....("
[ Is gl |3:D3)
Bl s...C..D))

0.8

0.6

0.4






media/file3.jpg
o

C’P

L —
e e

e —.
i st

Sy

P ——
[t i

T rrer——

[ET S T—————
iy

——






media/file1.jpg
Propose anew concept of Cq-ROHFS to express
uncertain and hesitant fuzzy information.

2

Constructing exponential distance and approximation
degree of Cq-ROHFS with hesitation

v

Establish an understandable evaluation method of
depression grade based on exponential similarity

L 2

Provide 15 evaluation cases of clinical depression
patients

v

Through comparative analysis, verify the validity and
rationality of the evaluation results






