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Abstract: This research focuses on the nonlinear vibration control of a self-excited single-degree-of-
freedom system. The integral resonant controller (IRC) is introduced to stabilize the unstable motion
and suppress nonlinear oscillations of the considered system. The nonlinear dynamical equations
that govern the vibratory behaviors of the proposed closed-loop control system are investigated
using perturbation analysis, where loop delays have been included in the studied model. The
system bifurcation behaviors have been visualized in both the two and three-dimensional spaces, and
corresponding dynamical behaviors have been explored numerically using the bifurcation diagrams,
Poincaré map, time-response, zero-one chaotic test algorithm, and frequency spectrum. The obtained
analytical investigations revealed that the uncontrolled system can oscillate with one of four vibration
modes depending on the excitation frequency, which are mono-stable periodic motion, bi-stable
periodic motion, periodic and quasi-period motion, and quasi-periodic motion only. In addition,
it is found that the existence of time delays in the control loop can either improve or degrade the
control performance. Therefore, an objective function has been introduced to design the optimum
control parameters. Based on the derived objective function, it is found that the performance of
the proposed control strategy is proportional to the product of the control and feedback gains
and inversely proportional to the internal loop feedback gain when the loop delays are neglected.
Moreover, it is reported that the controller performance is a periodic function of the total sum of the
loop delays. Accordingly, the optimal operating conditions of the time-delayed integral resonant
controller have been explained. Finally, numerical validations for all obtained analytical results
have been performed, where an excellent correspondence between the analytical and numerical
investigations has been demonstrated.

Keywords: time delay; self-excited system; stability chart; static bifurcation; periodic and quasi-
periodic oscillations; bifurcation diagrams; zero-one chaotic test; Poincaré map and frequency spectrum

1. Introduction

Self-excited oscillations arise in many nonlinear dynamical systems mainly due to the
existence of negative damping or cross-coupling stiffness, where this type of oscillations
may occur even in the absence of external excitation forces. Basically, the self-excited vibra-
tions are caused by a particular type of nonlinear excitation force. This type of exciting force
has the feature of increasing the excitation amplitude for small velocities and decreasing the
excitation amplitude for large velocities of the vibrating system [1]. According to this exci-
tation mechanism, a periodic vibratory motion will be built up even if the external forces
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are negligible [2]. In real life, the flowing of the wind or the fluids with constant velocity
can cause self-exciting oscillations for the engineering structures. In addition, the relative
dry-friction oscillator is a well-known example of a self-excited system in mechanical
engineering. In literature, the self-excitation mechanism has been modeled mathematically
as a nonlinear damping coefficient that causes self-excited oscillations, where two common
models have been introduced. The first model is namely the van der Pol model that defined
by the nonlinear function fV =

(
−µV

.
x + βV x2 .

x
)
, while the second model is namely the

Rayleigh model that defined by fR =
(
−µR

.
x + βR

.
x3
)

. Despite the two introduced models
seeming to be different, Warminski [3] proved that the van der Pol and Rayleigh models
can be treated as equivalent to each other. The self-excited oscillations sometimes have
catastrophic effects on some engineering structures, where the breakdown of the Tacoma
bridge has been done due to heavy self-excited vibrations caused by a constant velocity
air storm in 1940 (see Tondl et al. [4] for more examples). Therefore, investigating and
suppressing these undesirable oscillations was and still is one of the main subjects of
researchers and engineers worldwide, where Szabelski and Warminski [5,6] studied the
steady-state oscillatory motions of the well-known self-excited Duffing oscillator subjected
to both inertial and parametric excitations. The authors reported that the parametric and
inertial excitations have a significant influence on the system bifurcation behaviors, where
five simultaneous solutions have been found. Szabelski and Warminski [7] investigated
the nonlinear oscillations of a self-excited two-degree-of-freedom system subjected to both
parametric and external excitations. The authors concluded that the coexistence of both
parametric and external excitations results in the appearance of multi-stable solutions at
a specific frequency band of the excitation force. On the other hand, many control strate-
gies have been introduced to control the self-excited oscillations of different dynamical
systems [8–10]. El-Budway and Nasr El-Deen [8] used the saturation-based control strategy
to mitigate the nonlinear vibration of a self-excited van der Pol oscillator. The authors
reported that the applied control algorithm may reduce the system oscillation to some
level, but the controller robustness has not been emphasized. Jun et al. [9] employed the
saturation-based control technique to control the free oscillations of a self-excited system.
The authors concluded that the applied control strategy can mitigate the system oscillations
to some extent. However, the obtained results showed that the controller efficiency is not
feasible. Warminski et al. [10] introduced the saturation controller to control the nonlinear
oscillation of an externally excited self-excited system. They concluded that the introduced
control algorithm can suppress the system vibrations with high efficiency when tuning the
controller’s natural frequency to one-half of the system’s natural frequency. However, the
suggested control method has been failed to stabilize the unstable behaviors of the studied
self-excited system. Abdelhafez and Nassar [11] introduced the positive-position feedback
control algorithm to suppress the nonlinear oscillations of a harmonically self-excited
system. They considered the time delays in the studied model. Based on the presented
analysis, the authors reported that the introduced controller can control the system oscilla-
tory behaviors with high performance when the loop delays are neglected. In addition, the
authors showed that the existence of the time delays in the control loop may degrade the
control efficiency and destabilize the controlled system.

Time delay is an essential phenomenon in every active control system, which arises
due to control components such as the sensors, actuators, and digital controllers. Therefore,
the influence of the time delays on the control performance and stability conditions has
been extensively investigated in many control systems [12–25], where Macarri [12] used
a time-delayed linear position-velocity controller to study nonlinear vibration control of
a cantilever beam system. Alhazza et al. [13,14] and Ping et al. [15] explored the control
efficiency of the time-delayed position, time-delayed velocity, and time-delayed acceleration
controllers in suppressing the multimode transversal vibrations of a cantilever beam. The
influence of time delay on the vibration control efficiency of both the linear and cubic
nonlinear forms of position, velocity, and acceleration feedback controllers was discussed
by Daqaq et al. [16]. Zhao and Xu [17] studied the influence of the time-delayed position
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feedback control on the oscillatory behaviors of an auto-parametric vibration absorber.
Based on the obtained results regarding references [12–17], the main conclusion is that the
existence of time delays may result in either improving or destabilizing the system under
control depending on the magnitudes of the loop delays. Saeed et al. [18,19] introduced
both linear and nonlinear versions of the time-delayed position-velocity controller to
mitigate the nonlinear lateral vibration in rotating machinery. Saeed et al. [20,21] studied
the effect of the time delays on the vibration suppression efficiency of both the linear and
cubic nonlinear forms of the position, velocity, and acceleration controllers. Based on the
introduced discussions in references [18–21], The authors proved that the time delays can
be used according to a defined optimization function to enhance the controller performance
rather than destabilizing the system under control. In addition, the influence of the time
delays on the efficiency of some advanced control algorithms such as nonlinear saturation
and positive-position controllers has been discussed [22–25], where the obtained results
showed the existence of loop delays always has an undesirable effect on both the control
efficiency and system stability.

Integral resonant controller (IRC) has been introduced before to enhance the nonlinear
vibratory characteristics of many engineering systems [26–33], where the IRC is applied to
control the oscillatory behaviors of light-weight engineering structures [26]. Al-Mamun
et al. [27] investigated the IRC’s control performance in mitigating nonlinear vibrations of
a piezoelectric micro-actuator system. Omidi and Mahmoodi [28–30] employed the IRC to
improve the positive-position feedback controller efficiency. MacLean and Sumeet [31] used
the IRC to eliminate motion bifurcation and mitigate the nonlinear vibrations of a micro-
cantilever beam system. Saeed et al. [32] applied a nonlinear version of the time-delayed
integral resonant controller to suppress the nonlinear vibrations of a parametrically excited
system. The authors reported that loop delays can be designed according to a defined
optimization function either to improve or degrade the controller performance. In addition,
they showed that the optimized controller can eliminate the system transversal oscillations
to zero. Recently, Saeed et al. [33] used the IRC along with the linear PD-controller to reduce
the nonlinear lateral vibrations of an eight-pole active magnetic bearings system, where
the obtained results demonstrated the feasibility of the IRC in eliminating the system’s
catastrophic nonlinear bifurcations.

Despite many control algorithms such as the saturation-based control [8–10] and
positive-position feedback control [11] have introduced to control the nonlinear motion of
various self-excited systems, the integral resonant controller has not been applied before to
control the dynamical characteristics of such systems. Accordingly, the integral resonant
controller is introduced within this article to improve the oscillatory behaviors and stabilize
the unstable motion of a self-excited system for the first time. The nonlinear differential
equations that govern the dynamical behaviors of both the self-excited system and proposed
controller are obtained, where the loop delays have been included in the studied model. By
applying the multiple time-scales perturbation technique, the slow-flow amplitude-phase
modulation equations are derived. Then, the corresponding frequency-response equation is
extracted. According to the obtained frequency-response equation, the motion bifurcations
have been investigated in the two- and three-dimensional spaces. The efficiency of the
suggested control algorithm in mitigating the nonlinear oscillation and stabilizing unstable
motion of the considered system has been explored. The obtained results demonstrated the
feasibility of the applied control strategy in both eliminating the nonlinear vibrations and
stabilizing the unstable motion considered system. In addition, it is reported that the loop
delays can be used to improve the controller efficiency rather than degrading it according
to a defined optimization function. Finally, numerical validations for all obtained results
have been performed using the OD45 and DDE 23 MATLAB solvers, where the numerical
simulations confirmed the accuracy of the acquired analytical results.
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2. Mathematical Model and Frequency-Response Equation
2.1. Mathematical Model

A cantilever beam system of length L, width b, thickness h, and a lumped mass M
attached to its end is shown in Figure 1. The beam system is mounted on a metallic base
that is excited periodically along the X-axis using an electrical shaker. The nonlinear
mathematical model that governs beam system first-mode transversal oscillation can be
expressed as follows [10,11,34]:

..
x + (−µ

.
x + β

.
x3
) + ω2x + αx3 + γ(x

.
x2

+ x2 ..
x) = f λΩ2 cos(Ωt) + U (1)

where (−µ
.
x + β

.
x3
) represents the Rayleigh nonlinear damping term due to the air-flow

with constant velocity as shown in Figure 1 (see references [1–4]), and U is the suggested
control force to stabilize the unstable motion of the cantilever beam system.
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Within this work, the time-delayed integral resonant controller (TDIRC) has been
proposed to suppress the transversal oscillations and stabilize the unstable motions of the
considered self-excited system. Accordingly, the equation motion given by Equation (1)
can be rewritten as follows [26–33]:

..
x − µ

.
x + ω2x + αx3 + β

.
x3

+ γ(x
.
x2

+ x2 ..
x) = f λΩ2 cos(Ωt) + δ1y(t − τ1) (2)

.
y + ηy = δ2x(t − τ2) (3)

The control force U in Equation (1) is selected to be U = δ1y(t − τ1), where δ1 is
the control signal gain, y(t − τ1) is the control signal that is generated via the integral
resonant controller, and τ1 denotes the control signal time delay that arises due to the signal
processing time. The dynamics of the integral resonant controller is governed by a second-
order differential equation (i.e., Equation (3)) that is coupled to the self-excited system via
the feedback gain δ2. Figure 2 shows the engineering implementation of the proposed
control algorithm in detail, where Figure 2a illustrates the self-excited cantilever beam
system that is equipped with both MFC sensor and MFC actuator, where the abbreviation
MFC stands for macro fiber composite smart material used as sensors and actuator to
control the nonlinear oscillations of the continuous dynamical system [35]. The sequential
execution of the suggested control method is depicted in Figure 2b, where the MFC sensor
measures the transversal oscillation of the considered beam system x(t). The measured
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signal x(t) is fed into a digital controller via an analog-to-digital converter. The acquired
signal is then manipulated according to the proposed TDIRC control law to compute the
control signal y(t − τ1) that is amplified via a power amplifier to become to δ1y(t − τ1).
Finally, the manipulated control signal is applied via MFC actuator to mitigate the nonlinear
oscillations of the self-excited system.
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To report the optimum control parameters (i.e., δ1, δ2, η, τ1, τ2) that can be employed
to stabilize the unstable motion and reduce the transversal oscillation of the targeted
self-excited system, it is required to obtain an analytical solution to Equations (2) and (3).
Accordingly, the perturbation analysis is employed to find an approximated solution to the
considered time-delayed nonlinear system as given in Section 2.2.

2.2. Frequency-Response Equation

An approximate analytical solution to the time-delayed dynamical system given by
Equations (2) and (3) can be sought using the multiple time-scales perturbation method as
follows [36,37]:

x (t, ε) = x0(T0, T1) + εx1(T0, T1) + O(ε2), (4)

y (t, ε) = εy0(T0, T1) + ε2y1(T0, T1) + O(ε3) (5)
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where ε is the well-known perturbation parameter, T0 = t and T1 = εt denote the fast
and slow time scales that are used to capture the fast and slow dynamical motions of the
considered closed-loop control system. Accordingly, the time-delayed solution can be
expressed as follows:

x (t − τ2, ε) = x0τ2(T0 − τ2, T1 − ετ2) + εx1τ2(T0 − τ2, T1 − ετ2) + O(ε2), (6)

y(t − τ1, ε) = εy0τ1(T0 − τ1, T1 − ετ1) + ε2y1τ1(T0 − τ1, T1 − ετ1) + O(ε3) (7)

According to the introduced time scales T0 and T1, the ordinary derivatives d
dt and

d2

dt2 can be rewritten in terms of T0 and T1 as follows:

d
dt

=
∂

∂T0
+ ε

∂

∂T1
,

d2

dt2 =
∂2

∂T2
0
+ 2ε

∂2

∂T0∂T1
+ O(ε2). (8)

To apply the multiple scales procedure, the system and control parameters may be
scaled as follows:

µ = εµ̂, α = εα̂, β = εβ̂, γ = εγ̂, δ2 = εδ̂2, f = ε f̂ (9)

Substituting Equations (4)–(9) into Equations (2) and (3), with equating the coefficients
of the same power of ε, we get:

O
(

ε0
)

:

(
∂2

∂T2
0
+ ω2

)
x0 = 0 (10)

O
(

ε1
)

:
(

∂

∂T0
+ η

)
y0 = δ̂2x0τ2 (11)

(
∂2

∂T2
0
+ ω2

)
x1 = −2 ∂2x0

∂T0∂T1
+ µ̂ ∂x0

∂T0
− α̂x3

0 − β̂
(

∂x0
∂T0

)3
− γ̂x0

(
∂x0
∂T0

)2
− γ̂x2

0

(
∂2x0
∂T2

0

)
+ δ1y0τ1

+ f̂ λΩ2 cos(ΩT0)
(12)

The solution of the homogeneous differential equation given by Equation (10) can be
expressed as follows:

x0(T0, T1) = A(T1)eiωT0 + A(T1)e−iωT0 (13)

where A(T1) is an unknown function that will be determined with the next solution steps.
Accordingly, the time-delayed solution x0τ2(T0 − τ2, T1 − ετ2) can be expressed as follows:

x0τ2(T0,−τ2, T1 − ετ2) = A(T1 − ετ2)eiω(T0−τ2) + A(T1 − ετ2)e−iω(T0−τ2) (14)

Expanding the function A(T1 − ετk), k = 1, 2 into Maclaurin series assuming ετk � 1
and ε2τk � 1 [17–22], we have

A(T1 − ετk) = A(T1)− ετkD1 A(T1)− ε2τkD2 A(T1) + · · · ∼= A(T1), k = 1, 2. (15)

According to Equations (14) and (15), the time-delayed solution x0τ2(T0 − τ2, T1 − ετ2)
can be approximated as follows:

x0τ2(T0 − τ2, T1 − ετ2) = A(T1)eiω(T0−τ2) + A(T1)e−iω(T0−τ2) (16)
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Substituting Equation (16) into the right-hand side of Equation (11), with solving the
corresponding nonhomogeneous differential equation, we have the following steady-state
solution

y0(T0, T1) =
η − iω

η2 + ω2 δ̂2 A(T1)eiω(T0−τ2) +
η + iω

η2 + ω2 δ̂2 A(T1)e−iω(T0−τ2) (17)

Based on Equation (17), the time-delayed solution y0τ1(T0 − τ1, T1 − ετ1) can be ex-
pressed so that:

y0τ1(T0 − τ1, T1 − ετ1) =
η − iω

η2 + ω2 δ̂2 A(T1)eiω(T0−τ1−τ2) +
η + iω

η2 + ω2 δ̂2 A(T1)e−iω(T0−τ1−τ2) (18)

Substituting Equations (13) and (18) into Equation (12), we have(
∂2

∂T2
0
+ ω2

)
x1 =

(
−2iω ∂A

∂T1
+ iωµ̂A − 3α̂A2 A − 3iω3 β̂A2 A + 2ω2γ̂A2 A

+ η−iω
η2+ω2 δ1δ̂2 Ae−iω(τ1+τ2)

)
eiωT0 −

(
α̂A3 + iω3 β̂A3 + 2ω2γ̂A3)e3iωT0

+ 1
2 f̂ λΩ2eiΩT0 + cc

(19)

where cc denotes the complex conjugate terms. To investigate the dynamical behaviors of
the controlled self-excited system at the primary resonance case (i.e., when Ω is close to ω),
let the detuning parameter σ represents the closeness of Ω to ω as follows:

Ω = ω + σ (20)

Substituting Equation (20) into Equation (19), one can deduce the following solvability
condition of Equation (19):

−2iω ∂A
∂T1

+ iωµ̂A − 3α̂A2 A − 3iω3 β̂A2 A + 2ω2γ̂A2 A + η−iω
η2+ω2 δ1δ̂2 Ae−iω(τ1+τ2)

+ 1
2 f̂ λ(ω + σ)2eiσT0 = 0

(21)

Now, by returning each scaled parameter in Equation (21) to its original form (i.e.,
T1 = εt, µ̂ = µ

ε , α̂ = α
ε , β̂ = β

ε , γ̂ = γ
ε , δ̂2 = δ2

ε , f̂ = f
ε ), we have

−2iω dA
dt + iωµA − 3αA2 A − 3iω3βA2 A + 2ω2γA2 A + η−iω

η2+ω2 δ1δ2 Ae−iω(τ1+τ2)

+ 1
2 f λ(ω + σ)2eiσT0 = 0

(22)

To investigate Equation (22), it is convenient to express the unknown function A(t) in
polar for as follows [36,37]:

A(t) =
1
2

a(t)eiθ(t),
dA
dt

=
1
2

.
a(t)eiθ(t) +

1
2

ia(t)
.
θ(t)eiθ(t) (23)

Substituting Equation (23) into Equation (22) and then separating the real and imagi-
nary parts, we can obtain the following slow-flow modulating equations.

.
a(t) = − 1

2

[
−µ + δ1δ2

(η2+ω2)
cos(ωτ1 + ωτ2) +

ηδ1δ2
ω(η2+ω2)

sin(ωτ1 + ωτ2)
]

a(t)− 3
8 βω2a3(t)

+ f λ
2ω (ω + σ)2 sin(φ(t))

(24)

.
φ(t) =

[
σ − δ1δ2

2(η2+ω2)
sin(ωτ1 + ωτ2) +

ηδ1δ2
2ω(η2+ω2)

cos(ωτ1 + ωτ2)
]
− 1

4
[ 3α

2ω − γω
]
a2(t)

+ f λ
2ωa(t) (ω + σ)2 cos(φ(t))

(25)
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where φ(t) = σt − θ(t). Now, by substituting Equations (13), (17), and (23) into
Equations (4) and (5) considering Equation (20), we get the proposed approximate so-
lution of Equations (2) and (3) as follows:

x(t) = a(t) cos(Ωt − φ(t)) (26)

y(t) =
δ2

η2 + ω2 a(t)[η cos(Ωt − φ(t)− ωτ2) + ω sin(Ωt − φ(t)− ωτ2)] (27)

Based on Equation (26), a(t) denotes the oscillation amplitude of the controlled self-
excited system, and φ(t) is the phase angle of the system motion. At steady-state, we can
write

.
a(t) =

.
φ(t) = 0.0. Substituting

.
a(t) =

.
φ(t) = 0 into Equations (24) and (25) with

eliminating φ(t), one can obtain the following frequency-response equation.[
µa − δ1δ2

(η2+ω2)
cos(ωτ1 + ωτ2)a − ηδ1δ2

ω(η2+ω2)
sin(ωτ1 + ωτ2)a − 3

4 βω2a3
]
+
[
2σ − 3

8ω αa2

+ 1
2 γωa2 + ηδ1δ2

ω(η2+ω2)
cos(ωτ1 + ωτ2)− δ1δ2

(η2+ω2)
sin(ωτ1 + ωτ2)

]
=
(

1 + 1
a2

)
(ω+σ)4 f 2λ2

ω2

(28)

Equation (28) governs the relationship between the oscillation amplitude (a) of the
controlled self-excited system and the different control parameters (i.e., δ1, δ2, η, τ1, and τ2).
So, solving this nonlinear algebraic equation using a as a function of the system and control
parameters (σ, f , δ1, δ2, η, τ1, τ2), one can explore the influence of the different controller
parameters on the steady-state vibration amplitude of the considered system, as illustrated
in the following section. In addition, to study the solution stability of Equation (28), one can
check the eigenvalues of the corresponding linearized system of Equations (24) and (25).
Therefore, let the steady-state solution of Equations (24) and (25) is (a0, φ0) and consider
(a1, φ1) be a small deviation about this steady-state solution. Accordingly, we can write

a = a1 + a0, φ = φ1 + φ0,
.
a =

.
a1,

.
φ =

.
φ1 (29)

Substituting Equation (29) into Equations (24) and (25), one can obtain the correspond-
ing linearized system of Equations (24) and (25) about the equilibrium point (a0, φ0) as
follows: [ .

a1.
φ1

]
=

[
J11 J12
J21 J22

] [
a1
φ1

]
(30)

where J11 = 1
2

[
µ − δ1δ2

η2+ω2 cos(ωτ1 + ωτ2)− ηδ1δ2
ω(η2+ω2)

sin(ωτ1 + ωτ2)
]
− 9

8 βω2a2
0,

J12 = f λ
2ω (ω + σ)2 cos(φ0), J21 = − 3αa0

4ω + 1
2 γωa0 − f λ

2a2
0ω

(ω + σ)2 cos(φ0),

J22 = − f λ
2a0ω (ω + σ)2 sin(φ0). Accordingly, the solution stability of Equation (29) can

be checked via investigating the eigenvalues of the linear dynamical system given by
Equation (30) (see reference [38]).

3. Results and Discussion

According to the mathematical investigations given in Section 2, one can explore
the effect of the different system and control parameters on the oscillation amplitude
(a) of the considered self-excited system via solving Equation (28) as a function of one
or two parameters with fixing the other parameters constant. In addition, the stability
of Equation (28) solution can be checked by investigating the eigenvalues of the linear
dynamical system given by Equation (30). It is considered that the studied cantilever
beam system is made of glass-epoxy composite material with the physical coefficients:
beam length L = 23.6 cm, beam width b = 1.28 cm, beam thickness h = 0.1 cm, mass
density ρ = 2100 kg

m3 , and Young’s modulus E = 0.255 × 105 MPa [10]. Based on these
physical parameters, the dimensionless coefficients of Equations (2) and (3) are given
as follows: = 0.01, ω = 3.06309, α = 14.4108, β = 0.05, γ = 3.2746, λ = 0.89663,
f = 0.01, Ω = ω + σ, and σ = 0.0. In addition, the controller parameters are selected
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to be δ1 = δ2 = 2, η = 1, and τ1 = τ2 = 0.0 unless otherwise is mentioned. The
nonlinear dynamics of the considered self-excited have been explored with the aid of
Equations (2), (3), (24), (25), (28), and (30) in this section, where Section 3.1 is assigned to
investigate the nonlinear oscillations of the uncontrolled self-excited system, and Section 3.2
is dedicated to studying the effects of the IRC parameters (δ1, δ2, and η) when the loop
delays. In addition, the influence of the time delays on the control performance has been
discussed in Section 3.3.

3.1. Uncontrolled Self-Excited System (δ1 = δ2 = 0)

The dynamical characteristics of the considered self-excited system have been explored
within this section before control (i.e., when δ1 = δ2 = 0.0). It is worth remembering from
Equation (20) that the parameter σ describes the closeness of the excitation frequency Ω to
the system natural frequency ω, where Ω − ω = σ. Accordingly, the parameter σ is used
in the whole article to describe the closeness of the excitation frequency Ω to the system
natural frequency ω, where ω is constant (i.e., ω = 3.06309). Figure 3a shows the cantilever
beam system oscillation amplitude against σ when f = 0.01. It is clear from the figure
that the uncontrolled self-excited system can oscillate by one of the four oscillation modes
depending on the excitation frequency, which are mono-stable periodic motion (when
−0.094 < σ < 0.11), bi-stable periodic motion (when −0.11 < σ < 0.094), unstable periodic
motion (when −0.145 > σ and σ > 0.11), and simultaneous stable and unstable periodic
motion (when −0.145 < σ < −0.11). It is worth mentioning that Figure 3a has been
obtained via solving Equation (28) numerically using σ as main the bifurcation parameter
along the interval −0.5 ≤ σ ≤ 0.5 [39]. In addition, the obtained solution stability has been
investigated at the same time via checking the eigenvalues of Equation (30).

Accordingly, to investigate the nature of the unstable motion reported in Figure 3a, the
system bifurcation diagram has been established in Figure 3b via solving Equation (2) (when
δ1 = 0) numerically using MATLAB ODE45 solver. Using σ as a bifurcation parameter with
step-size ∆σ = 0.0025, Equation (2) has been solved numerically along the time interval
0 ≤ t ≤ 6000, and the Poincaré map of the steady-state temporal oscillation (i.e., x(t) on
the time interval 5000 ≤ t ≤ 6000) has been plotted against σ. It is clear from Figure 3b
that the unstable periodic motion that occurs on the intervals σ < −0.11 and σ > 0.11 is a
bounded motion, which implies that the considered self-excited system may perform either
quasi-periodic or chaotic motion when −0.11 > σ and σ > 0.11. Therefore, To distinguish
the nature of this aperiodic bounded oscillation if it is either quasi-periodic or chaotic on
the intervals σ < −0.11 and σ > 0.11, the steady-state temporal oscillations (i.e., x(t) on
the time interval 5000 ≤ t ≤ 6000) that used to obtain Figure 3b is fed to the 0–1 chaotic test
algorithm to obtain Figure 3c. It is clear from Figure 3c that the output of the 0–1 chaotic test
algorithm is lower than 0.1, which confirms that the system performs only quasi-periodic
oscillation on the intervals σ < −0.11 and σ > 0.11 [40]. Based on Figure 3b,c, we can
confirm that the self-excited system can perform only two types of bounded motion that
are periodic oscillation (corresponding to the solid line in Figure 3a) and quasi-periodic
oscillation (corresponding to the dotted line in Figure 3a).
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f = 0.01, (b) the corresponding bifurcation diagram, and (c) the corresponding zero-one chaotic test.
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The steady-state temporal oscillation of the uncontrolled self-excited system is nu-
merically simulated as shown in Figures 4–6 via solving Equation (2) (when δ1 = 0) using
MATLAB ODE45 at three different values of the excitation frequency Ω = ω + σ that have
been selected according to Figure 3, where Figure 3a shows that the considered system
has two stable vibration amplitudes a ∼= 0.15 and a ∼= 0.4 when σ = −0.1. Accordingly,
Equation (2) has been solved numerically when Ω = ω − 0.1 at the two initial conditions
x(0) =

.
x(0) = 0.5 and x(0) = 0.15,

.
x(0) = 0 to capture the two periodic solutions that

are expected based on Figure 3a when σ = −0.1, where the simulation results have been
illustrated in Figure 4. It is clear from Figure 4 that the self-excited system can respond
with one of two periodic motions depending on the initial condition. Comparing Figure 4
with Figure 3a at σ = −0.1, one can confirm the excellent correspondence between the
analytical and numerical results. Figure 5 shows the self-excited system steady-state tem-
poral oscillation, phase trajectory, Poincaré map, and frequency spectrum according to
Figure 3a when σ = 0.0 (i.e., when Ω = ω). The figure demonstrates that the uncontrolled
system has only one periodic solution (with oscillation amplitude a ∼= 0.25) regardless
of the initial conditions. Comparing Figure 5 with Figure 3a at σ = 0.0, we can see the
excellent congruence between the analytical and numerical results. Numerical simulation
for the steady-state temporal oscillation, phase trajectory, Poincaré map, and frequency
spectrum of the uncontrolled system has been illustrated in Figure 6 according to Figure 3a
at σ = 0.2. It is clear from the Poincaré map shown in Figure 6b that the uncontrolled
system exhibits quasi-periodic oscillation (i.e., unstable periodic motion) at Ω = ω + 0.2,
which agrees with high accuracy to the analytical solution shown in Figure 3a.
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Oscillation amplitude of the uncontrolled self-excited system is plotted versus the
detuning parameter σ at various levels of the excitation force amplitude (i.e., when
f = 0.001, 0.005, 0.01, and 0.02) as shown in Figure 7a via solving Equation (28) using σ as
the bifurcation control parameter, where the solution stability is explored via investigating
the eigenvalues of the linear dynamical system given by Equation (30). The figure illus-
trates that the self-excited system may lose its periodic motion either via saddle-node or
Hopf bifurcation. Furthermore, even though increasing the excitation force increases the
system oscillation amplitude, it stabilizes the system motion over a wide range of excitation
frequencies on both the left and right sides of σ = 0.0. Therefore, to explore bifurcation
behaviors, the oscillation amplitude at a wide range of the excitation force, Equation (28)
has been solved as an implicit equation of a and f at different values of σ as shown in
Figure 7b. It is clear from Figure 7b that the considered system may lose its stability at the
low levels of the excitation force to oscillate with quasi-periodic motion. To visualize the
system vibration amplitude in f − σ plane, Equation (28) has been solved as an implicit
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equation of the three variables (a, f , σ) as shown in Figure 8a, and the corresponding
stability chart is illustrated f − σ plane as shown in Figure 8b. It is clear from Figure 8b that
the increase in the excitation force amplitude stabilizes the system oscillations at a wide
band of the excitation.
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To confirm the accuracy of the stability chart given in Figure 8b, Equation (2) (when
δ1 = 0) has been solved numerically using Matlab solver ODE45 according to the marked
points P1 and P2 that shown in Figure 8b, where the numerical results are shown in
Figures 9 and 10, respectively. Figure 9 shows the temporal oscillation, phase trajectory,
Poincaré map, and frequency spectrum of the uncontrolled system according to the point
P1 (i.e., when f = 0.04, σ = 0.4) shown in Figure 8b. It is clear from Figure 9 that the
system performs stable periodic motion as expected from Figure 8b. In addition, Figure 10
illustrates the temporal oscillation, phase trajectory, Poincaré map, and frequency spectrum
of the uncontrolled system according to the point P2 (i.e., when f = 0.02, σ = 0.4) shown
in Figure 8b. It is clear from Figure 10 that the system exhibits quasi-periodic oscillation
(i.e., unstable periodic motion).
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Figure 8b (i.e., when f = 0.04, σ = 0.4): (a) time history, (b) phase trajectory and the corresponding
Poincaré map, and (c) frequency spectrum.
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the equivalent damping coefficient (𝜇 ) is plotted as a function of the two variables 𝛿  and 𝛿  when 𝜇 = 0.01, 𝜔 = 3.06309, and 𝜂 = 1 as shown in Figure 11. It is clear from the figure 
that the controlled self-excited system damping coefficient is a monotonic increasing func-
tion of the product of both 𝛿  and 𝛿  either when 𝛿 > 0 & 𝛿 > 0 (as shown in Figure 11a) 
or when 𝛿 < 0 & 𝛿 < 0 (as shown in Figure 11b). 
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tion of the product of 𝛿  and 𝛿  provided that 𝛿 × 𝛿 > 0 (i.e., 𝛿 ≤ 0 & 𝛿 ≤ 0 or 𝛿 ≥ 0 & 𝛿 ≥ 0). It is clear from Figures 11 and 12 that the increase in the quantity (𝛿 𝛿 ) via in-
creasing 𝛿  or 𝛿  or both is resulting in the increase in the system damping coefficient (as 
in Figure 11), which in turn decreases the steady-state oscillation amplitude of the targeted 
system (as in Figure 12). 

Figure 10. Self-excited system instantaneous vibrations according to the point P2 that marked on
Figure 8b (i.e., when f = 0.02, σ = 0.4): (a) time history, (b) phase trajectory and the corresponding
Poincaré map, and (c) frequency spectrum.

3.2. The Controlled Self-Excited System with Zero Time Delays (τ1 = τ2 = 0)

The performance of the proposed control strategy in stabilizing the unstable motion
and eliminating the transversal oscillation of the studied self-excited system has been
discussed within this section, considering the loop delays are zeros (i.e., when τ1 = τ2 = 0).
Before proceeding further, let us first examine the derived slow-flow modulating equations
given by Equations (24) and (25). It is clear from Equation (24) that the coupling of the
proposed integral resonant controller to the studied system has modified its negative
damping coefficient (−µ) to the equivalent control damping µc that can be expressed as
follows (when τ1 = τ2 = 0):

µc = −µ +
δ1δ2

(η2 + ω2)
(31)

Based on Equation (31), one can simply deduce that the control damping (µc) of the
controlled self-excited system is proportional to the product of δ1 and δ2 (i.e., µc ∝ δ1δ2),
and inversely proportional η2 (µc ∝ 1

η2 ). Accordingly, one can expect that the selection of

the controller gains (δ1, δ2, and η) in such a way that maximizes the expression δ1δ2
η2 will

improve the controller efficiency in both mitigating the nonlinear oscillations and stabilizing
the unstable motion of the considered self-excited system. Based on Equation (31), the
equivalent damping coefficient (µc) is plotted as a function of the two variables δ1 and δ2
when µ = 0.01, ω = 3.06309, and η = 1 as shown in Figure 11. It is clear from the figure that



Symmetry 2022, 14, 621 15 of 27

the controlled self-excited system damping coefficient is a monotonic increasing function
of the product of both δ1 and δ2 either when δ1 > 0 & δ2 > 0 (as shown in Figure 11a) or
when δ1 < 0 & δ2 < 0 (as shown in Figure 11b).
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Figure 3 when 𝜎 < −0.11 and 𝜎 > 0.11, has been stabilized as shown in Figure 13b. 

Figure 11. The equivalent control damping coefficient µc of the self-excited system as a function of
both the two variables δ1 and δ2: (a) µc when δ1 ≥ 0 and δ2 ≥ 0, and (b) µc when δ1 ≤ 0 and δ2 ≤ 0.

Based on Equation (31) and Figure 11, the vibration amplitude (a) of the self-excited
system is obtained via solving Equation (28) as a function of the two variables δ1 and δ2 as
shown in Figure 12, where Figure 12a illustrates the system oscillation amplitude in δ1 − δ2
plane when δ1 ≥ 0 & δ2 ≥ 0, and Figure 12b shows the system oscillation amplitude in
δ1 − δ2 plane when δ1 ≤ 0 & δ2 ≤ 0. Comparing Figure 12a,b, one can find that the two
figures are identical, where the vibration amplitude is a monotonic decreasing function of
the product of δ1 and δ2 provided that δ1 × δ2 > 0 (i.e., δ1 ≤ 0 & δ2 ≤ 0 or δ1 ≥ 0 & δ2 ≥ 0).
It is clear from Figures 11 and 12 that the increase in the quantity (δ1δ2) via increasing δ1 or
δ2 or both is resulting in the increase in the system damping coefficient (as in Figure 11),
which in turn decreases the steady-state oscillation amplitude of the targeted system (as in
Figure 12).

To explore the efficiency of the applied IRC in mitigating the nonlinear oscillation
of the considered system on a wide range of the excitation frequency Ω (Ω = ω + σ),
Equation (28) has been solved as an implicit equation of the three variables a, σ, and δ1δ2 as
shown in Figure 13a, where δ1δ2 has been treated as one variable. By examining Figure 13a,
one can see that the controlled self-excited system may respond as a linear system with
very small oscillation amplitude regardless of the excitation frequency when the product of
the control and feedback gains exceed a specific limit. To visualize the obtained results in
more clear form, Equation (28) has been solved again as an implicit equation of the two
variables a and σ at three fixed values of δ1δ2 as shown in Figure 13b. It is clear from the
figure that the increase in δ1δ2 decreases the system oscillation amplitude and eliminates
the motion bifurcation. In addition, Figure 13b confirms that the unstable periodic solution
(i.e., quasi-periodic) of the uncontrolled self-excited system that reported in Figure 3 when
σ < −0.11 and σ > 0.11, has been stabilized as shown in Figure 13b.
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function of the two variables 𝛿 𝛿  and 𝜎, and (b) self-excited system frequency response at three 
different values of 𝛿 𝛿 . 
Figure 13. (a) Three-dimensional visualization of the self-excited system vibration amplitude as a
function of the two variables δ1δ2 and σ, and (b) self-excited system frequency response at three
different values of δ1δ2.

It is worth mentioning that the obtained frequency-response equation (Equation (28))
governs the system oscillation amplitude as a function of the system and controller pa-
rameters, where this equation has been derived based on an approximate solution (i.e.,
based on Equations (4)–(7)). Therefore, to validate the accuracy of the derived frequency-
response equation, the numerical solution of the controlled system original equations (i.e.,
Equations (2) and (3)) has been obtained and compared with the analytical solution given
by Equation (28), as shown in Figure 13b, where the small circles represent the numerical
solution. The procedure of obtaining the numerical solution is as follows:
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1. Let the bifurcation parameter is σ with the initial value σI = −0.5, final value σF = 0.5,
and step-size ∆σ = 0.05;

2. Set σ = σI , and Ω = ω + σ;
3. Solve the system temporal Equations (2) and (3) numerically using ODE45 MATLAB

solver on the time interval 0 ≤ t ≤ 6000 to get the steady-state oscillation;
4. Find the maximum value of x(t) on the time interval 5900 ≤ t ≤ 6000 as xmax;
5. Set a = xmax;
6. Increase σ by ∆σ, and go to step (2).

According to the above algorithm, the steady-state oscillation amplitude has been
obtained numerically using σ as the bifurcation parameter, where the numerical solu-
tion of the steady-state amplitude has been plotted against the solution obtained using
Equation (28) when δ1δ2 = 0.5, 2.0, and 4.0 as shown in Figure 13b. It is clear from the
figure the excellent correspondence between the analytical and numerical results.

In addition, to investigate transient behaviors of the controlled system when increasing
δ1δ2 online, the time-response and phase trajectory of both the system and controller have
been simulated according to Figure 13b at σ = 0 as shown in Figure 14 when increasing
δ1δ2 from 0.5 to 2.0 at the time instance t = 150, and then increasing δ1δ2 from 2.0 to 4.0
at t = 200. It is clear from the figure that the system oscillation amplitude is a monotonic
decreasing function of the product of the control and feedback signals gains. Moreover,
no overshoot has been noticed for both the system and the controller during the increase
δ1δ2 from 0.5 to 2.0, and then from 2.0 to 4.0, which demonstrate the feasibility of the
proposed control strategy in both vibration suppression and stabilizing the unstable motion
of such systems.
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tem, (b) phase trajectory of the self-excited system, (c) temporal oscillations of the controller, and 
(d) orbit-plot of the system and controller. 

The influence of the internal feedback gain 𝜂 on the controller efficiency has been 
illustrated in Figure 15a, where the frequency-response equation (Equation (28)) has been 
solved as an implicit function of 𝑎, 𝜎, and 𝜂 at 𝛿 𝛿 = 2.0. It is clear from the figure that the 
self-excited system oscillation amplitude is a monotonic increasing function of 𝜂 on the 
excitation frequency interval Ω = 𝜔 + 𝜎, 𝜎 = −0.5, 0.5 . To validate the accuracy of Figure 
15a, Equation (28)) has been solved again as an implicit function of the two variables 𝑎 
and 𝜎 at various values of 𝜂 (i.e., at 𝜂 = 1.0, 3.0, and 5.0) when fixing 𝛿 𝛿 = 2.0 as shown 
in Figure 15b. Moreover, the numerical solution of the steady-state oscillation amplitude 
has been compared with the obtained analytical results. In general, Figure 15 demon-
strates that the increase in the internal feedback gain (𝜂) may degrade the controller effi-
ciency in suppressing the self-excited system oscillation hat is agrees with the definition 
given by Equation (31) (i.e., 𝜇 = −𝜇 + ), where the increase in 𝜂 decreases the equiv-
alent damping coefficient, which in turn increases the system oscillation amplitude. 

Figure 14. The temporal oscillations and the phase trajectories of both the self-excited system and
the integral resonant controller according to Figure 13 at σ = 0 when increasing δ1δ2 online from
0.5 to 2 at t = 150, and then from 2 to 4 at t = 200: (a) temporal oscillations of the self-excited
system, (b) phase trajectory of the self-excited system, (c) temporal oscillations of the controller, and
(d) orbit-plot of the system and controller.
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The influence of the internal feedback gain η on the controller efficiency has been
illustrated in Figure 15a, where the frequency-response equation (Equation (28)) has been
solved as an implicit function of a, σ, and η at δ1δ2 = 2.0. It is clear from the figure that
the self-excited system oscillation amplitude is a monotonic increasing function of η on
the excitation frequency interval Ω = ω + σ, σ = [−0.5, 0.5]. To validate the accuracy of
Figure 15a, Equation (28)) has been solved again as an implicit function of the two variables
a and σ at various values of η (i.e., at η = 1.0, 3.0, and 5.0) when fixing δ1δ2 = 2.0 as shown
in Figure 15b. Moreover, the numerical solution of the steady-state oscillation amplitude
has been compared with the obtained analytical results. In general, Figure 15 demonstrates
that the increase in the internal feedback gain (η) may degrade the controller efficiency
in suppressing the self-excited system oscillation hat is agrees with the definition given
by Equation (31) (i.e., µc = −µ + δ1δ2

ω2+η2 ), where the increase in η decreases the equivalent
damping coefficient, which in turn increases the system oscillation amplitude.
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To investigate the robustness of the applied control method against the system insta-
bility at a wide range of the external excitations force 𝑓, Equation (28) has been solved as 
an implicit function of the three variables 𝑎, 𝜎, and 𝑓 when 𝛿 𝛿 = 4.0 and 𝜂 = 1, as shown 
in Figure 16a. It is clear from the figure that the oscillation amplitude is a monotonic in-
creasing function of 𝑓. However, the self-excited system exhibits a mono-stable periodic 
solution along the excitation frequency interval −0.5 ≤ 𝜎 ≤ 0.5, even if the excitation force 
becomes 10 times the excitation amplitude used to obtain Figure 3a (i.e., even if 𝑓 = 0.1). 
To validate Figure 16a numerically, Equation (28) has been solved as an implicit function 
of the two variables 𝑎 and 𝜎 at 𝑓 = 0.01, 0.05,  and 0.1  when 𝛿 𝛿 = 4.0  and 𝜂 = 1,  as 
shown in Figure 16b, where the numerical solution of the steady-state oscillation ampli-
tude has been compared with the obtained analytical solution as small circles. Moreover, 
to visualize the steady-state and the transient oscillations of the controlled self-excited 
system when increasing the excitation force amplitude𝑓 online, the time-response and the 
corresponding phase trajectory of both the considered system and the IRC has been illus-
trated according to Figure 16b at 𝜎 = 0 (i.e., when 𝜎 = 0, 𝛿 𝛿 = 4.0, 𝜂 = 1) in Figure 17 
when increasing the excitation force 𝑓 from 0.01 to 0.05 at the time instant 𝑡 = 50, and 
then increasing 𝑓 from 0.05 to 0.1 at 𝑡 = 100. It is clear from Figure 17 that the controlled 
system oscillation amplitude is a monotonic increasing function of 𝑓; however, no over-
shoot for the system oscillation amplitude has been shown when the excitation force has 
abruptly increased either from 0.01 to 0.05 or from 0.05 to 0.1. 

Figure 15. (a) Three-dimensional visualization of the self-excited system vibration amplitude as a
function of the two variables η and σ when δ1δ2 = 2.0, and (b) self-excited system frequency-response
curve at three different values of the controller internal feedback gain η (i.e., η = 1.0, 3.0, and 5.0)
when δ1δ2 = 2.0.

To investigate the robustness of the applied control method against the system insta-
bility at a wide range of the external excitations force f , Equation (28) has been solved
as an implicit function of the three variables a, σ, and f when δ1δ2 = 4.0 and η = 1, as
shown in Figure 16a. It is clear from the figure that the oscillation amplitude is a monotonic
increasing function of f . However, the self-excited system exhibits a mono-stable periodic
solution along the excitation frequency interval −0.5 ≤ σ ≤ 0.5, even if the excitation force
becomes 10 times the excitation amplitude used to obtain Figure 3a (i.e., even if f = 0.1).
To validate Figure 16a numerically, Equation (28) has been solved as an implicit function of
the two variables a and σ at f = 0.01, 0.05, and 0.1 when δ1δ2 = 4.0 and η = 1, as shown in
Figure 16b, where the numerical solution of the steady-state oscillation amplitude has been
compared with the obtained analytical solution as small circles. Moreover, to visualize
the steady-state and the transient oscillations of the controlled self-excited system when
increasing the excitation force amplitude f online, the time-response and the corresponding
phase trajectory of both the considered system and the IRC has been illustrated according
to Figure 16b at σ = 0 (i.e., when σ = 0, δ1δ2 = 4.0, η = 1) in Figure 17 when increasing
the excitation force f from 0.01 to 0.05 at the time instant t = 50, and then increasing f
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from 0.05 to 0.1 at t = 100. It is clear from Figure 17 that the controlled system oscillation
amplitude is a monotonic increasing function of f ; however, no overshoot for the system
oscillation amplitude has been shown when the excitation force has abruptly increased
either from 0.01 to 0.05 or from 0.05 to 0.1.
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Figure 17. The temporal oscillations and phase trajectories of both the self-excited system and the 
integral resonant controller according to Figure 13 at 𝜎 = 0  when increasing 𝛿 𝛿  online from 0.5 to 2 at 𝑡 = 150, and then from 2 to 4 at 𝑡 = 200: (a) temporal oscillations of the self-excited sys-
tem, (b) phase trajectory of the self-excited system, (c) temporal oscillations of the controller, and 
(d) orbit-plot of the system and controller. 

Figure 16. (a) Three-dimensional visualization of the self-excited system vibration amplitude as a
function of the two variables f and σ, when δ1δ2 = 4.0, η = 1.0, and (b) self-excited system frequency-
response curve at three different values of the excitation force amplitude f (i.e., f = 0.01, 0.05, and
0.1) when δ1δ2 = 4.0, η = 1.0.
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Figure 17. The temporal oscillations and phase trajectories of both the self-excited system and
the integral resonant controller according to Figure 13 at σ = 0 when increasing δ1δ2 online from
0.5 to 2 at t = 150, and then from 2 to 4 at t = 200: (a) temporal oscillations of the self-excited
system, (b) phase trajectory of the self-excited system, (c) temporal oscillations of the controller, and
(d) orbit-plot of the system and controller.
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3.3. The Controlled Self-Excited System with Time Delays

The influences of the loop delays (τ1 and τ2) on both the controller efficiency and
system stability has been discussed within this section. Based on the derived slow-flow
modulating equations given by Equations (24) and (25), one can simply deduce that the
damping coefficient of the controlled self-excited system (µcτ) may be expressed as follows:

µcτ = −µ +
δ1δ2

(η2 + ω2)
cos(ωτ1 + ωτ2) +

ηδ1δ2

ω(η2 + ω2)
sin(ωτ1 + ωτ2) (32)

As Equation (32) implies, the equivalent damping coefficient of the time-delayed
system is a periodic function of the total time delays of the control loop (i.e., τ1 + τ2).
Accordingly, µcτ has been plotted as a function of the two variables τ1 + τ2 and δ1δ2 as
shown in Figure 18a. By examining Figure 18a, we can notice that µcτ is a periodic function
of τ1 + τ2, where the oscillation amplitude of this function is a monotonic increasing
function of δ1δ2. Therefore, if we fix δ1δ2 constant (say δ1δ2 = 5.0) and try to examine
µcτ along τ1 + τ2 axis, we can find that the controlled self-excited system may have a
positive damping coefficient on some intervals of the loop delays and a negative damping
coefficient on other intervals. Accordingly, Equation (28) has been solved as an implicit
equation of the tree variables a, δ1δ2, and τ1 + τ2, as shown in Figure 18b when σ = 0.0.
Comparing Figure 18a with Figure 18b, one can find that the system oscillation amplitude
in Figure 18b is a monotonic decreasing function of δ1δ2 at the time-delay intervals at which
µcτ > 0 as shown in Figure 18a. However, the system oscillation amplitude in Figure 18b
is a monotonic increasing function of δ1δ2 at the time-delay intervals at which µcτ < 0 as
depicted in Figure 18a.
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Figure 18. (a) The time-delayed equivalent damping coefficient µcτ as a function of the two variables
δ1δ2 and τ1 + τ2 and (b) oscillation amplitude of the self-excited system as a function of the two
variables δ1δ2 and τ1 + τ2 when σ = 0.0.

Based on the above deduction, the stability chart of the controlled self-excited system
in terms of δ1δ2 and τ1 + τ2 has been obtained using Equation (28) at nine different values
of the excitation frequency Ω = ω + σ, σ = −0.5,−0.4,−0.2,−0.1, 0, 0.1, 0.2, 0.4, 0.5 as
shown in Figure 19. It is clear from the figure that stable and unstable solution regions
have been repeated periodically along τ1 + τ2 axis as predicted from Equation (32) and
Figure 18a. In addition, Figure 19 demonstrate that the variation of the system excitation
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frequency from Ω = ω − 0.5 as in Figure 19a to Ω = ω + 0.5 as in Figure 19i has negligible
influence on the topology of both the stable and unstable solution regions.
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To validate the accuracy of the obtained stability chart in Figure 19, let us investigate 
the system oscillation behaviors numerically at the two different values of the loop delays 𝜏 + 𝜏 = 1 (i.e., lie within the unstable solution region) and 𝜏 + 𝜏 = 2 (i.e., lie within the 
stable solution region). Accordingly, the controlled self-excited system vibration ampli-
tude (𝑎) has been plotted in 𝜎 − 𝛿 𝛿  plane using Equation (28) at 𝜏 + 𝜏 = 2 as shown in 
Figure 20a. It is clear from the figure that the system exhibits stable periodic solution along 

Figure 19. Stable and unstable periodic solution regions in τ − δ plane at nine different values of the
detuning parameter σ, where τ = τ1 + τ2 and δ = δ1δ2: (a) σ = −0.5, (b) σ = −0.4, (c) σ = −0.2,
(d) σ = −0.1, (e) σ = 0.0, (f) σ = 0.1, (g) σ = 0.2, (h) σ = 0.4, (i) σ = 0.5.

To validate the accuracy of the obtained stability chart in Figure 19, let us investigate
the system oscillation behaviors numerically at the two different values of the loop delays
τ1 + τ2 = 1 (i.e., lie within the unstable solution region) and τ1 + τ2 = 2 (i.e., lie within the
stable solution region). Accordingly, the controlled self-excited system vibration amplitude
(a) has been plotted in σ − δ1δ2 plane using Equation (28) at τ1 + τ2 = 2 as shown in
Figure 20a. It is clear from the figure that the system exhibits stable periodic solution
along σ-axis. In addition, the steady-state oscillation amplitude is a monotonic decreasing
function of δ1δ2. Moreover, to validate Figure 20a numerically, Equation (28) has been
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solved as an implicit equation in terms of a and σ with fixing τ1 + τ2 = 2 at three different
values of δ1δ2 (i.e., when δ1δ2 = 1.0, 2.0, 3.0) as shown in Figure 20b–d, respectively.
It is clear from Figure 20b–d the excellent correspondence between the analytical and
numerical solutions. It is worth mentioning that the numerical solution of the delayed
dynamical system (i.e., Equations (2) and (3) when τ1 + τ2 = 2) has been obtained using
the DDE23 MATLAB solver [41]. To simulate the transient and steady-state vibration of
the time-delayed controlled system when increasing δ1δ2 online, the system time-response
and phase-plane trajectory has been illustrated according to Figure 20 at σ = 0 in Figure 21
when increasing δ1δ2 from 1.0 to 2.0 at the time instance t = 100, and then increasing δ1δ2
from 2.0 to 3.0 at t = 200. It is clear from the figure that the time-delayed system oscillates
periodically, where its vibration amplitude is a monotonic decreasing function of δ1δ2.
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Figure 20. (a) Three-dimensional visualization of the steady-state vibration amplitude as a function of
the two variables σ and δ1δ2 when τ1 + τ2 = 2.0, and (b–d) the self-excited system frequency-response
curves when τ1 + τ2 = 2.0 at δ1δ2 = 1.0, 2.0, and 3.0, respectively.
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corresponding phase trajectory. 
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Figure 21. The temporal oscillations and the corresponding phase trajectories of the self-excited
system according to Figure 20 at τ1 + τ2 = 2.0, σ = 0 when increasing δ1δ2 online from 1 to 2 at
t = 100, and then from 2 to 3 at t = 200: (a) temporal oscillations of the self-excited system and (b) the
corresponding phase trajectory.

On the other hand, the vibration amplitude (a) of the time-delayed system has been
plotted in σ − δ1δ2 plane using Equation (28) according to the stability chart given in
Figure 19 when τ1 + τ2 = 1.0 as shown in Figure 22a. In addition, Equation (28) has been
solved as an implicit equation in the two variables a and σ when fixing τ1 + τ2 = 1.0 at three
different values of δ1δ2 (i.e., when δ1δ2 = 1.0, 2.0, 3.0) as in Figure 22b–d. It is clear from
Figure 22 in general that the controlled system has lost its stability along σ−axis when the
time delay was selected to be within the unstable solution region of the stability chart given
in Figure 19. To validate the accuracy of the analytical response curves in Figure 22b–d,
the time-delayed system temporal oscillation and the corresponding phase trajectory have
been illustrated in Figure 23 via solving Equations (2) and (3) numerically using DDE23
MATLAB solver at σ = 0, τ1 + τ2 = 1.0 with increasing δ1δ2 from 1.0 to 2.0 at t = 100, and
then increasing δ1δ2 from 2.0 to 3.0 at t = 200. It is clear from Figure 23 that the system
performs a quasi-periodic motion that is monotonically increasing function of δ1δ2.
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stabilize the unstable motion and suppress the nonlinear oscillations of a nonlinear self-
excited system for the first time. According to the suggested control strategy, the whole 
system dynamical model has been investigated using the asymptotic analysis, where the 
time delays of the control loop have been considered. The slow-flow nonlinear autono-
mous differential equations that govern the oscillation amplitude and the phase angle of 
the controlled self-excited system have been derived. In addition, the corresponding fre-
quency-response equation that governs the system’s steady-state oscillation amplitude as 
a function of the different system and control parameters has been extracted. Using the 

Figure 22. (a) Three-dimensional visualization of the steady-state vibration amplitude as a function of
the two variables σ and δ1δ2 when τ1 + τ2 = 1.0, and (b–d) the self-excited system frequency-response
curves when τ1 + τ2 = 1.0 at δ1δ2 = 1.0, 2.0, and 3.0, respectively.
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Figure 23. The temporal oscillations and the corresponding phase trajectories of the self-excited
system according to Figure 22 at τ1 + τ2 = 1.0, σ = 0 when increasing δ1δ2 online from 1 to 2 at
t = 100, and then from 2 to 3 at t = 200: (a) temporal oscillations of the self-excited system and (b) the
corresponding phase trajectory.

4. Conclusions

Within this work, a time-delayed integral resonant controller has been proposed to
stabilize the unstable motion and suppress the nonlinear oscillations of a nonlinear self-
excited system for the first time. According to the suggested control strategy, the whole
system dynamical model has been investigated using the asymptotic analysis, where the
time delays of the control loop have been considered. The slow-flow nonlinear autonomous
differential equations that govern the oscillation amplitude and the phase angle of the
controlled self-excited system have been derived. In addition, the corresponding frequency-
response equation that governs the system’s steady-state oscillation amplitude as a function
of the different system and control parameters has been extracted. Using the obtained



Symmetry 2022, 14, 621 25 of 27

frequency-response equation, the self-excited system bifurcation behaviors have been
studied in the two- and three-dimensional spaces. The influences of the control gain,
feedback gain, and loop delays on the system dynamics have been explored. Based on the
introduced study, the following important remarks can be concluded:

1. The uncontrolled self-excited system can perform one of two bounded motions, which
are the periodic and quasi-periodic vibrations;

2. The uncontrolled self-excited system can oscillate with one of four oscillation modes
depending on the excitation frequency, which are mono-stable periodic oscillations, bi-
stable periodic oscillations, periodic and quasi-period oscillations, and quasi-periodic
oscillations only;

3. The coupling of an integral resonant controller to a self-excited system can stabilize
the unstable motion and eliminate the system bifurcation behaviors;

4. The vibration suppression efficiency of the proposed control law (i.e., IRC) is propor-
tional to the mathematical multiplication of both the feedback and control signals
gains (i.e., δ1 × δ2), and inversely proportional to the square of the internal loop
feedback gain (i.e., η) when the time delay is neglected;

5. The existence of time delay (i.e., τ1 ≥ 0 and τ2 ≥ 0) in the control loop may improve
or degrade the vibration suppression efficiency of the integral resonant controller
depending on the magnitude of their summation (i.e., τ1 + τ2);

6. To get the best vibration suppression efficiency of the integral resonant controller
when the loop delay is neglected, the controller parameters (δ1, δ2, and η) should be
selected in such a way that maximizes the equivalent damping function µc(δ1, δ2, η);

7. To get the best vibration suppression efficiency of the time-delayed integral resonant
controller, the controller parameters (δ1, δ2, η, τ1 and τ2) should be selected in such a
way that maximizes the equivalent damping function µcτ(δ1, δ2, η, τ1, τ2).
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List of Symbols

x,
.
x,

..
x The transversal displacement, velocity, and acceleration of the self-excited system.

y,
.
y The displacement and velocity of the time-delayed integral resonant controller.

µ The self-excited system linear damping parameter.
ω The self-excited system linear natural frequency.
α Cubic nonlinear stiffness coefficient of the self-excited system.
β Cubic nonlinear damping coefficient of the self-excited system.
γ Dimensionless disk eccentricity of the six-pole rotor active magnetic bearing system.
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f Excitation force amplitude.
λ Constant depending on the system geometry.
Ω Excitation force angular frequency.
δ1 Control signal gain.
δ2 Feedback signal gain.
H Internal loop feedback gain of the controller.
τ1, τ2 Time delays of the closed-loop control system.
µc Linear damping coefficient of the controlled self-excited system when τ1, τ2 = 0.
µcτ Linear damping coefficient of the controlled self-excited system when τ1, τ2 > 0.
a The steady-state oscillation amplitude of the self-excited system.
φ The steady-state phase angle of the self-excited system.
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