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Abstract: In recent years, the advancement of pattern recognition algorithms, specifically the deep
learning-related techniques, have propelled a tremendous amount of researches in fall event recogni-
tion systems. It is important to detect a fall incident as early as possible, whereby a slight delay in
providing immediate assistance can cause severe unrecoverable injuries. One of the main challenges
in fall event recognition is the imbalanced training data between fall and no-fall events, where a
real-life fall incident is a sporadic event that occurs infrequently. Most of the recent techniques
produce a lot of false alarms, as it is hard to train them to cover a wide range of fall situations.
Hence, this paper aims to detect the exact fall frame in a video sequence, as such it will not be
dependent on the whole clip of the video sequence. Our proposed approach consists of a two-stage
module where the first stage employs a compact convolutional neural network tracker to generate
the object trajectory information. Features of interest will be sampled from the generated trajectory
paths, which will be fed as the input to the second stage. The next stage network then models the
temporal dependencies of the trajectory information using symmetrical Long Short-Term Memory
(LSTM) architecture. This two-stage module is a novel approach as most of the techniques rely on the
detection module rather than the tracking module. The simulation experiments were tested using
Fall Detection Dataset (FDD). The proposed approach obtains an expected average overlap of 0.167,
which is the best performance compared to Multi-Domain Network (MDNET) and Tree-structured
Convolutional Neural Network (TCNN) trackers. Furthermore, the proposed 3-layers of stacked
LSTM architecture also performs the best compared to the vanilla recurrent neural network and
single-layer LSTM. This approach can be further improved if the tracker model is firstly pre-tuned in
offline mode with respect to a specific type of object of interest, rather than a general object.

Keywords: fall event recognition; Compact Convolutional Neural Networks; Symmetrical Recurrent
Neural Networks

1. Introduction

Nowadays, advancements in both machine learning and computer vision fields have
propelled the number of studies in activity recognition applications. These studies are
mostly geared towards intelligent systems that focus on monitoring and analysis of daily
human activities. Furthermore, computational devices have become highly efficient and
thus, contribute greatly to the development of many autonomous systems in activity
recognition. In general, most of the studies have emphasized developing algorithms for
classifying normal human activities, which is also known as Activities of Daily Living
(ADL), such as sitting, walking, standing, and crouching down. Primarily, these algorithms
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are also used in assessing the physical fitness and movement quality of an individual. Apart
from that, the detection of abnormal activities is similarly important, specifically for safety
and security-related reason. The inability to differentiate abnormal activities can cause
many potential health risks, especially towards toddlers and elderly people. Therefore,
early detection of abnormal activities is indispensable to prevent any bad consequence due
to delay in detecting the event.

Fall event recognition is one of the most researched abnormal activities over the
past few years [1,2]. The World Health Organization (WHO) has defined a fall event as
a situation in which a person unintentionally lays down onto a lower surface [3]. It is
usually unintentional, as such there will be a sudden change of body position from sitting
or standing to a lower position [4,5]. Noury et al. [6] have categorized a fall event into four
phases; pre-fall, critical, post-fall, and recovery, as illustrated in Figure 1. The pre-fall period
is the phase in which a person is doing normal activities such as walking and sitting. The
critical phase is the condition when there is a large change in body movements, directed
towards a lower surface and ends with a vertical stop. Let us denote the start and end period
of a fall event as T0 and T1. The inactivity period of a person after the fall is recognized
as the post-fall phase. Lastly, the recovery phase is the condition when the person gets
up again after the post-fall phase, where the timing is regarded as the response time, T2.
In general, the main cause for the occurrence of a fall event can be attributed to a loss of
balance due to sudden trip or slip, or instability during movements [7,8]. Furthermore,
WHO has also reported that the fall event is the second biggest death contributor globally
with an estimate of 646,000 cases each year.

Figure 1. The four phases of a fall event.

Age and frailty level are the two most contributing factors for the fall event. Generally,
elderly peoples tend to have weak muscles and they are prone to experience loss of
balance easily. Thus, these factors will increase the occurrence probability of a falling-down
situation. This statement is supported by statistical data from the United States National
Institutes of Health (NIH), which has reported that about 1.6 million elderly peoples are
involved in fall event injuries [9]. Moreover, individuals with low frailty levels, such as
post-operative patients and people with mild disabilities, also belong to a high-risk group
of fall event injuries. A possible consequence of a fall incident to these high-risk people
is severe injury that leads to losing confidence, fear of falling, and loss of independence.
Usually, a “long lie” situation, which is the total length of time of an individual to remain
inactive lying on the floor after the incident, is a good indicator of the injury severity level.
The long lie situation may cause loss of consciousness, hypothermia, internal bleeding, and
dehydration [10]. In addition, the fall event can also cause death in some situations if early
treatment is not administered [11]. Therefore, an early fall event recognition is very crucial
and much needed to reduce the negative consequences and related injuries.

The state-of-the-art fall event recognition technology can be categorized into wearable
device, ambient device, and vision-based system [12]. Generally, wearable devices utilize
gyroscopes, barometric pressure sensors, and accelerometers to automatically detect a fall
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event. It is known to have good accuracy, stability, and simplicity. Despite its efficacy,
it requires an individual to wear the device for a prolonged time, which usually causes
discomfort. Ambient devices make use of the infrared sensor, acoustic sensor, and piezo-
electric sensor [13]. This method requires the installation of several ambient sensors at
selected active regions to detect the occurrence of a fall event. However, ambient sensors
are easily affected by noise, which then can trigger false fall event detection. Due to these
circumstances, many studies have focused on vision-based systems to alleviate the afore-
mentioned issues, as well as to allow fast and appropriate assistance. The vision-based
systems rely on either one or more surveillance cameras to detect the occurrence of a fall
event. The main advantages of a vision-based system are high flexibility, less intrusion,
and it does not require other complementary sensors. In this paper, we only focus on a
vision-based system for fall event recognition. Presently, most of the public facilities such
as shopping malls, streets, as well as housing areas have been equipped with surveillance
cameras like Closed Circuit Television (CCTV) or Internet Protocol (IP) cameras. This event
detection has become indispensable in ensuring safety and providing security in public
areas. More importantly, surveillance cameras can provide rich and useful information
about the areas, not just solely for fall event detection. Moreover, recent advancements
in camera technology and high-speed computer networks have made the system more
affordable for commercial purposes.

In real-life situations, a fall event is classified as a sporadic event, in which it occurs
infrequently, and thus the number of training data collected for a supervised system may
not be optimal [14]. The imbalance in training data between fall and normal activities makes
the development of a fall event detection system more challenging. Recently, Convolutional
Neural Networks (CNNs/ConvNet) have gained tremendous achievements and attention,
and have been widely used in various computer applications such as object detection [15,16],
object tracking [17,18], image classification [19,20], image segmentation [21,22], machine
translation [23,24], natural language processing [25,26], and physiotherapy monitoring [27].
This is because CNNs have strong capabilities in learning the object’s features using
multi-layer nonlinear transformations. Apart from that, a transfer learning method can be
adopted to overcome the lack of training data by transferring a set of trained parameters
from one model to a related task [28]. Besides, the top trackers of Visual Object Tracking
(VOT) Challenge in 2015 and 2016, namely MDNET [29] and TCNN [30], have derived
CNNs to represent and train the object appearance model, which has also achieved good
results in tracking performance. Thus, this outstanding capability has motivated us to
employ CNN-based tracker as a feature extractor that is robust to the challenges in fall
event detection.

To the best of our knowledge, most of the existing fall event recognition methods only
focus on classifying the presence of the fall event from normal activities throughout video
sequences. However, our goal is to not only detect the fall event, but we aim to determine
the exact instantaneous fall frame, falldetect in which the fall event occurs. Since time
management is a vital issue in fall event detection, hence reducing the time between the
occurrence of a fall event and the response time will reduce the negative consequences of
fall-related injuries. Therefore, this paper introduces a two-stage fall event detection system.
The first stage aims to detect the object and obtain the object’s trajectories throughout the
contiguous video frames by employing a fully CNN-based tracker. The instantaneous
fall frame detection will be determined in the second stage by modeling the temporal
dependencies between contiguous spatial coordinates using the symmetrically stacked
Recurrent Neural Networks (RNN) with underlying Long Short-Term Memory (LSTM)
networks. The symmetrical stacking of the networks has managed to create a more accurate
deep network that relates the possibility of a fall event to the movement trajectories. The
selection of the symmetrically stacked LSTM network over Vanilla RNN is due to its better
capabilities in capturing time-series relationships and its ability to overcome the issue of
vanishing gradients.
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2. Related Works

Over the past few years, there is a large volume of published studies on the devel-
opment of machine learning approaches to fall event recognition. The previous studies
have reported that machine learning approaches can provide a non-intrusive approach and
be less susceptible to noise. There are various different types of features extracted from
video sequences, which are then used to train a classifier to detect the fall event. Generally,
machine learning can be categorized into traditional and deep learning approaches. The
traditional machine learning approaches include basic neural networks, support vector
machine (SVM), and hidden Markov model (HMM), which all follow a shallow learning
paradigm. Meanwhile, a deep learning approach exploits many numbers of hidden lay-
ers that are capable to learn object features and representations directly with little to no
prior knowledge.

The earliest work of fall event recognition using neural networks has been introduced
by Alhimale et al. [31]. Silhouette information is utilized by implementing median filter
background subtraction to separate the foreground from background. Object’s binary map
is then fed to the neural networks and the bounding box aspect ratio is computed for fall
event identification. Utilizing a similar approach, Hsu et al. [32] have introduced a Gaussian
mixture model (GMM) background subtraction to obtain the foreground information.
The bounding box aspect ratio, ellipse orientation, and vertical velocity of the object’s
center point are combined to train the neural networks for fall event detection. Fall event
recognition based on SVM classification has been proposed in [33–36]. In [33], SVM is used
for final fall event classification, which was trained by integrating Hu-moment and body
posture information. The final fall event classification is determined if and only if there is a
fall event, which is characterized by the velocity and changes in the bounding box aspect
ratio. Similarly, authors in [34] have also extracted body posture information by considering
acceleration as an additional feature to cater for the situation in which velocity changes are
not able to provide clear speed differential during fall event movements. In [35], fall event
detection is classified through SVM by taking the object features from the top-view depth
images. They argued that the top-view depth images have less occlusion compared to the
frontal-view images. Iazzi et al. [36] has implemented multi-class SVM, which is trained
using vertical and horizontal histogram representations to classify a fall event from the
confounding events such as bending, sitting, and lying. Unlike others, Zerrouki et al. [37]
claimed that HMM can solve the classification problem better for sequential data. Therefore,
they implemented HMM to discriminate fall events from other normal activities, which
has resulted in reliable fall detection results. Meanwhile, Thuc et al. [38] have introduced
two types of HMMs to model two different scenarios. The first HMM is implemented to
differentiate fall-risk event from walking scenarios, while the second HMM is employed to
determine the exact fall event based on the object shape and motion features.

Nowadays, many researchers have exploited the deep learning approach in fall
event recognition to handle the limitations of traditional machine learning approaches.
Li et al. [39] presented a fall event recognition method by applying CNNs to learn human
shape deformation features in each video frame sequence. A similar approach has also
been explored by works in [40,41]. However, silhouette information is obtained through
background subtraction first, which is later used as the input to the CNNs architecture
despite taking the whole frame information. In [42], human pose information obtained from
the OpenPose algorithm is used to train CNNs to detect the fall event. The paper [43] has
introduced two-stage training with the implementation of Principal Component Analysis
Network (PCANet) as a feature extractor on colored image input. During the first-stage
training, they have applied SVM to predict frame labels from each sub-video that contains
walking, falling, and lying activities, while an SVM is re-applied as an action model to
predict each sub-video label in the second-stage training. Conceptually, similar work has
also been carried out by Wang et al. [44]. However, they extract silhouette information
using Caffe framework and combined it with histograms of oriented gradients (HOG) and
local binary pattern (LBP) to increase the fall event detection performances.
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Apart from that, Marcos et al. [45] has incorporated CNNs with motion information,
extracted from optical flow to detect a fall event. While, Haraldsson [46] has employed
motion history images (MHI) to learn the temporal features, which is used to classify fall
events via depthwise CNNs. Additionally, the same idea is used by Kong et al. [47], in which
they have used three-stream CNNs in taking full benefit of object motion and appearance
representations. The work by Abobakr et al. [48] has developed an end-to-end deep
learning framework comprising of convolutional and RNN networks. They have applied
ConvNet to analyze human body features for each frame sequence using depth images
and then model the temporal information to recognize fall events using LSTM architecture.
The paper by Anishchenko [49] has used a fixed second fully-connected (FC) with only
two hidden nodes instead of following the exact AlexNet architecture. Interestingly, the
modification has contributed to better Cohen’s kappa measurement for fall and no-fall
classification. Shojaei-Hashemi et al. [50] has introduced fall event recognition using the
LSTM networks by employing the transfer learning approach to compensate for a small
training data size of fall event. Firstly, the multi-class LSTM network is trained using a
large number of normal human activities. Then, the learned weights are transferred so
that it can be retrained for two-class LSTM for fall event recognition. Feng et al. [51] has
introduced a fall event recognition in complex scenes using object detection approach.
Firstly, the You Only Look Once (YOLO) v3 architecture is used to detect the object and
the tracking process is performed by implementing a Deep-Sort tracking method. Next, a
CNN architecture is used to extract the object features for each trajectory, which is later fed
to the LSTM network to classify the fall event.

Nonetheless, the implementation of CNNs in object tracking application is less ex-
ploited, despite fruitful advantages in other computer vision domains. The difficulty in
fitting the CNNs with limited training data is the major challenge to implement CNNs in
object tracking purpose. This is due to the only information such as position and size of
tracked object can be extracted in the first frame for a model-free tracker setting. Another
drawback of CNNs is a longer training time which makes it impractical to be used in an
online learning-based model update. However, the top trackers of 2015 VOT Challenge,
namely TCNN and MDNET trackers have designed compact CNNs in its tracker architec-
ture. These trackers were based on model-free tracker setting which trained and updated
its object appearance model by using information that was only supplied during the first
frame. Generally, these trackers shared a similar tracking fundamental, but differed a lot
in handling the FC models. The TCNN tracker proposed a tree-structured to handle the
FC nodes by retaining the parent node and deleting the oldest node once a new child
node was spawned out. The TCNN tracker updated its FC models using the positive
training data that were selected from the top matched object appearance model. However,
MDNET tracker updated its FC layers by dividing them into several domains that were
correspond to the most recent training samples. Each domain was trained separately and
then categorized into either tracked object or background.

3. Methods

In this paper, we propose an instantaneous fall event recognition method which
consists of two main modules; (1) object detection and (2) fall frame event recognition as
outlined in Figure 2. The main purpose of the first module is to detect and track the object
of interest throughout the video sequence, in which a fully CNN-based tracker is employed.
The tracker base follows a similar network architecture as used in the Multiple Model
Convolutional Neural Network (MMCNN) tracker [52]. Whereas, the second module
will determine the exact instantaneous fall frame, falldetect by utilizing the LSTM network,
which has been trained using the trajectories information, obtained from the first module.
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Figure 2. Pipeline of the proposed approach.

3.1. Dataset

The Fall Detection Dataset (FDD) [53] is used to conduct the experiments. The dataset
consists of 124 annotated RGB videos comprising 94 falls and 30 ADLs videos in two
different simulated situations, termed as the “Coffee Room” and “Home” situation as
shown in Figure 3. This dataset contains acting events, in which the actor has purposely
fall under various fall angles; forward, backward, and lateral. It also includes fall events
from different starting posture positions such as standing and sitting. Nonetheless, the
ADLs videos are excluded in this experiment since our main goal is only to determine the
fall event occurrence. Each video is recorded using a single camera with a frame size of
320× 240 pixels and a frame rate of 25 frames/s.

Figure 3. Sample of images from FDD dataset with “Coffee Room” scene shown at the top row and
“Home” scene shown at the bottom row for three different types of fall event.

3.2. Object Detection
3.2.1. Tracker Architecture

In this section, the head region is selected as the region of interest that will be tracked,
instead of the whole body. Figure 4 depicts eight consecutive samples of the head region
during two different fall event situations. The base MMCNN tracker employed in this paper
consists of three convolutional layers and three FC layers as illustrated in Figure 5. However,
the FC layers’ configurations are modified to produce a compact tracker architecture to be
implemented for object tracking purposes. The Table 1 summarizes the full configurations
of MMCNN tracker architecture. In this work, pre-trained VGG-M weights and biases that
have been trained on ImageNet database [54] are imported as feature extractor and they
will not be retrained due to the limited number of training data. Meanwhile, the weights
and biases for FC layers are randomly initialized and trained using softmax cross-entropy
loss function. All RGB input images will be resized to 75× 75 pixels before they are fed
to the first CNN layer. The first, second, and third CNN layers will have filter sizes of 96,
256, and 512, respectively. Local response normalization and maximum down-pooling
operations are applied to the first and second layers of CNN. The down-pooling kernel
size is 3 by 3 with a stride size of 2. The output of the third CNN layer will be flattened out
into a vector R512 before being passed to the dense classification layers. The number of
hidden nodes for the first and second FC layers are fixed to 512, while the last layer will be
classified into two output classes, either the tracked object or background information.
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Figure 4. Head regions during two different fall event situations.

Table 1. The full configurations of the proposed tracker architecture.

Layer Filter Size Stride Padding Output Activation Function

Conv1 7× 7 2 0 96× 35× 35 ReLU
Pool1 3× 3 2 0 96× 17× 17 -
Conv2 5× 5 2 0 256× 7× 7 ReLU
Pool2 3× 3 2 0 256× 3× 3 -
Conv3 3× 3 1 0 512× 1× 1 ReLU

FC1 - - - 512 ReLU
FC2 - - - 512 ReLU
FC3 - - - 2 Softmax

Figure 5. Architecture of the MMCNN tracker.

Additionally, the MMCNN tracker retains a compact number of object appearance
models that are symmetrically aligned for the FC layers’ configurations. The illustration of
symmetrical multiple object appearance models is depicted as in Figure 5, with m refers
as the total number of object appearance models. The MMCNN maintains m models for
the FC layers with the direction to cater for occlusion problems and help to re-detect the
tracked object if it has been occluded for a short period of time. Maintaining several m
models is necessary since the object appearance model will be different before and during
the occlusion. For example, if only a single object appearance is maintained, the model
will have higher probability to be updated with the occlusion information. Contrarily, if
several object appearance models are maintained, the first model might be updated with
occlusion information while, the rest of the models will remain unchanged. Then, the rest
of the models will be a good reference point for the model updates after the occlusion is
over. Simultaneously, this approach helps to reduce model drifting during tracking process
if multiple object appearance models are retained.
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Generally, the handling of multiple object appearance models for the FC layers of
MMCNN shares similar fundamental with TCNN and MDNET trackers. However, there
are some improvements that have been proposed. The TCNN handles the FC nodes in
a tree-structure approach by retaining the parent node and deleting the oldest FC nodes
once the new child node is born. The tree-structure approach helps to update the FC
nodes using the top matched appearance model. Similarly, the MMCCN tracker adopts
the tree-structure approach in handling the FC nodes. However, the MMCNN tracker
will retain a set of diverse FC nodes instead of just deleting the oldest model. Figure 6
represents the comparison of the tree-structure approach for TCNN and MMCNN tracker
in updating the object appearance model with n represents the FC nodes. For a new model
update in MMCNN tracker, a parent node will be replaced by a newly spawned child node
according to the similarity score that is calculated during the model update. Hence, the
most similar node will be replaced and updated with the new information.

Figure 6. Comparison of tree-structure approach for (a) TCNN and (b) MMCNN trackers.

Even though we have employed MMCNN tracker in this manuscript, however, there
are some different approaches that have been utilized. The approaches are listed as follow:

1. Implementation using RGB images instead of thermal infrared (TIR) images.
2. The head is used as the region of interest (ROI) instead of the whole body.
3. The sampling candidates’ scheme for the training data.

Generally, the MMCNN is developed for the object tracking purposes using the TIR
images. However, the remarkable improvement of the MMCNN tracker with regards to the
handling of multiple object appearance models have motivated us to adopt the MMCNN
tracker in our experiment. Moreover, the head region is used as the ROI instead of the whole
body as implemented in MMCNN’s experiments. The noticeable drawback of the FDD
dataset is that there are situations in which the tracked object is near to the camera placement
that result in large size of ROI if the whole body is used as the ROI. Hence, to alleviate this
situation, we have selected the head as the ROI with the assumption that the head size will
not differ much as the person moves across the video. Additionally, the MMCNN tracker
have extracted the sampling candidates based on the Gaussian distribution using the last
known tracked object’s position. This situation can cause the background information
is sampled far from the last position. However, we have proposed a different sampling
candidates’ scheme in which the sampling candidates are constrained by a specific rule
where we employed a translation strategy in both foreground and background sampling
candidates’ extraction. This is to ensure that all sampling candidates are sampled at and
nearby the last known position as well as to ensure that all sampling candidates bounding
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boxes are generated to a fixed size similar to the first frame information. This is crucial to
mitigate the issue of different ROI regions that exists in the FDD dataset.

3.2.2. Sampling Generation

The tracker is trained according to binary classifier problem with the object of interest
is considered as one class, and the background is considered to be the other class. A
set of sparse sampling data, Btrain = Btrain,+ve

⋃
Btrain,−ve, is generated, which consists

of positive, Btrain,+ve and negative, Btrain,−ve training bounding boxes to represent the
foreground and background regions, respectively, as shown in Figure 7. For initialization,
only the first frame information will be used to train the FC model. While for model update,
which is training a new FC model, the samples are collected from a fixed frame interval.
The number of samples is also lesser compared to the initialization stage where the samples
are generated based on the tracked output, which does not represent the object appearance
perfectly. Hence, it becomes a weak supervision method, where it is normal for the model
to experience model drift after a certain period of tracking. To reduce uncertainty in
sampling generation, each frame will contribute equally in case of tracking drift in some of
the frames.

Figure 7. Sampling candidates with positive and negative samples are shown at the top and bottom
rows, respectively.

Let t represents the current frame, a set of patches of Bt
train,+ve and Bt

train,−ve are sam-
pled with regards to the given first frame ground truth bounding box, Bt

gt = [xt, yt, wt, ht] ∈
R4 as in Equations (1) and (2), where s+ve and s−ve represent the total number of positive
and negative patches, respectively.

Bt
train,+ve =

{
b1
+ve, . . . , bs+ve

+ve

}
(1)

Bt
train,−ve =

{
b1
−ve, . . . , bs−ve

−ve

}
(2)

The Bt
train,+ve bounding boxes are generated by sampling a set of foreground regions

that are similar to Bt
gt with a translation stride threshold, ρ = 15. On the other hand,

Bt
train,−ve bounding boxes are generated by sampling a set of background regions that are

closed to the Bt
gt with each patch, b−ve will follow the rule in Equation (3), where xi and yi

represent the top-left coordinates, w, and h represent the width and height of each patch,
respectively. Then, both Bt

train,+ve and Bt
train,−ve will be resized to 75× 75 pixels to fit the

required input size of the first CNN layer.

b−ve,i = [xi, yi, w, h], bi,−ve 6∈ Bi
gt

with i = {1, . . . , s−ve}
(3)

With the assumption that a head size will not differ much as the person moves across
the video, all generated samples will have a fixed size similar to the first frame information.
The candidate bounding boxes will be generated according to the last known previous
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location, which is the tracker output of the previous frame. For Bt
train,+ve, the samples

generated need to fulfill the condition of intersection over union (IoU) rule with regards to
the previous tracker output. The IoU needs to be at least 0.85, which means that the object
moves between the two frames will not be too large. While, for Bt

train,−ve, the IoU must
be less than 0.15, so that they represent the background image that surrounds the tracked
object. When the minimum IoU rule is enforced, the generated Bt

train,−ve will not be too far
from the tracked object, which will help in training the new FC model.

3.2.3. Tracker Model Update

Since the object’s appearance will change as it moves, the tracker must be updated
periodically to avoid model drift issue. A set of Btrain,+ve and Btrain,−ve are collected using
Gaussian distribution with an intersection over union (IoU) limiting factor, c+ve and c−ve,
which are set to 0.7 and 0.3, respectively, with σ = 3. These limits are enforced so that both
training bounding boxes are still sampled around the last updated position given the fact
that it is a model-free tracker with no consequence frames Bgt information. Both Btrain,+ve
and Btrain,−ve will be accumulated throughout r recent frames.

The FC model with the highest score will be selected among the m models, which
will be retrained using similar Btrain,+ve and Btrain,−ve. However, the FC models with the
highest similarity score will be replaced by a newly trained FC model. The FC model
will be trained for a maximum number of 50 epochs using softmax cross-entropy loss
function and Adam optimizer with a fixed learning rate of 0.001. Contrary to the previous
methods [29,30], an old model is not deleted as the object might revisit the scene once again
or the object might strike the same pose again. However, the most similar model will be
updated and spawned as a new node. This scheme allows the tracker to maintain a diverse
set of appearance models, as such any similar model will have limited weights towards the
final decision.

Bt
train,+ve ∼ N (Bt

gt, σ)

s.t. IoUi > c+ve, i = {1, . . . , s+ve}
(4)

Bt
train,−ve ∼ N (Bt

gt, σ)

s.t. IoUi < c−ve, i = {1, . . . , s−ve}
(5)

3.3. Fall Frame Event Recognition

The implementation of fall frame event detection using the LSTM network is explained
in this section. The LSTM network is employed to incorporate temporal information in
detecting a fall event. The tracked object trajectories from the first stage are used to train the
LSTM network in distinguishing between fall and no-fall features. Then, the final features
are smoothed out by a fall event decision-making module to identify the exact frame, in
which the fall event has occurred.

3.3.1. Fall Event Classification

The proposed LSTM network will follow a standard k stacked LSTM layers as depicted
in Figure 8 with h = 32 number of hidden layers. Tracked object trajectories that were
obtained in the first stage are fed to the LSTM network to classify the fall from no-fall event
features with sn = [xn, yn] ∈ Rn×d×1 denotes the spatial coordinates at each time steps,
n, where d is the total number of input. sn will follow weighted components approach
with weight, Ws ∈ Rh×d, which will be randomly initialized. The LSTM is used to relate
the outputs from several previous time steps (n− 1, n− 2, . . . , 0). Hence, at the current
time step, the input sn is mapped to the current output, yn based on the previous hidden
states, (hn−1, hn−2, . . . , 0). hn, which is the current hidden states will be forwarded to
the next sn+1 to estimate the new output features yn+1. A softmax cross-entropy loss
function is applied so that the last output becomes a probability distribution P(hn) with
d ∈ R2 = {fall, no-fall} classes. A five-fold cross-validation procedure is applied to test
performance of the LSTM network. The training data will be divided into five-fold, in
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which four out of the five folds will be used to train the LSTM network, while the remaining
fold is used for testing purpose. These procedures are repeated five times, whereby each
fold will be tested independently.

Four different features are used as the input, sn to train the networks as summarized
in Table 2. The F1 features include only the (xn, yn) trajectory coordinates whereas, the F2
features are also based on the trajectory coordinates but with the additional dropout layer
with channel probability of 0.5. Dropout layers are included with the intention of reducing
the over-fitting problem during the training phase. The F3 features are (xn, ynormalize,n)
trajectory coordinates, where ynormalize,n is obtained by normalizing each yn with regards
to the first frame input, y0 as in Equation (6). The motivation behind this normalization
layer is to figure out the significant features, where a fall event should results in a large
change of y-coordinates during the critical phase. Figure 9 depicts the comparison of the
pixel position between yn and ynormalize,n. Similarly, the F4 features implement the same
features as in F3, but with the addition of dropout layers.

yn,i = yi − y0, i = {1, . . . , V} (6)

Figure 8. Stacked LSTM architecture.
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Table 2. Description of features used to train RNN architecture.

No. Feature Description

1 F1 xn,yn

2 F2 xn,yn + dropout

3 F3 xn,ynormalize,n

4 F4 xn,ynormalize,n + dropout

3.3.2. Fall Event Decision-Making

The goal of this subsection is to make a final decision on locating the exact fall frame us-
ing previous fall event classification features. Let i represents the current frame, ∆ybest ∈ R1

is calculated based on Equation (8), where yi is the current and yi−1 is the previous output
scores in a video sequence of V length. ∆yi is measured since the output scores of fall event
classification is in d classes, in which the fall frame is detected when the change in output
scores is the biggest. The exact fall frame, falldetect is finally calculated as in Equation (9).

∆yi = yi − yi−1, i = {1, . . . , V − n} (7)

∆ybest = arg max(|∆yi|) (8)

f alldetect = ∆ybest + n (9)

3.4. Performance Evaluation

Four Visual Object Tracking (VOT) evaluation metrics are used to quantify the per-
formance of the trackers that include accuracy (Ac), robustness (Ro), reliability (Re), and
expected area overlap (EAO). The VOT protocol follows a reset-based procedure, in which
a tracking failure, F is triggered whenever a tracker predicts no overlapping areas (IoU = 0)
between the tracker bounding box, Bt and ground truth bounding box, Bt

gt in a video
sequence of V length as ruled in Equation (11). Figure 10 illustrates an example of the IoU
for both bounding boxes. The VOT protocol also requires the tracker to re-initialize five
frames after each failure. Ac measures the average IoU between the Bt and Bt

gt bounding
boxes, while Ro captures the number of F. Re measures the likelihood of successful tracking
after Q frames which have been fixed to 100. Lastly, EAO averages the IoU over a range of
frames between upper limit, limup and lower limit, limlow. The EAO is introduced to rank
the tracker by considering a trade-off between Ac and Ro. Meanwhile mean error, (Mean
Err) is used to quantify the performance of the proposed fall frame event detection. Mean
Err measures the mean error between the detected fall frame, falldetect and the provided
ground truth frame, fallgt.

Ac =
Bt ⋂ Bt

gt

Bt ⋃ Bt
gt

(10)

Ro =
V

∑
i=1

Fi, Fi =

{
1, if IoUi = 0
0, if IoUi > 0

(11)

Re = e−Q Ro
V (12)

EAO =
1

limup − limlow

limup

∑
i=limlow

IoUi (13)

Mean Err =
∣∣ f alldetect − f allgt

∣∣ (14)
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Figure 10. Illustration of IoU for both Bt and Bt
gt bounding boxes.

4. Results and Discussion
4.1. Tracker Initialization

The MMCNN, TCNN, and MDNET trackers have been configured as model-free
tracker as such the object appearance model will be learned using the first frame ground
truth bounding box, Bgt. The FC layers will be trained using softmax cross-entropy loss
function and Adam optimizer with a learning rate of 0.0005. The training cycle is set to
a maximum of 50 epochs with a mini-batch sampling size of 128. An equal number of
positive, Btrain,+ve and negative, Btrain,−ve training samples are used to train the trackers. A
similar set of Btrain,+ve and Btrain,−ve training samples are also used to initialize all m object
appearance models for the MMCNN tracker, in case of occlusion that happens in the early
part of the video. Both Btrain,+ve and Btrain,−ve will then be sampled with the limiting factor
of IoU in the model update process for all the trackers. Let c+ve and c−ve represent the IoU
threshold for the positive and negative training data, while N+ve and N−ve indicates the
positive and negative sampling data for the model update process. Similarly, the LSTM
network is trained using softmax cross-entropy loss function and Adam optimizer, but
with the learning rate of 1e−6 and mini-batch sampling size of 32 for a maximum number
of 1000 epochs. A ratio of 1:2 of positive, Strain,+ve versus negative, Strain,−ve training data
is used to train the LSTM network. Table 3 summarizes the list of parameters involved.

Table 3. List of parameters.

Parameter Value

Btrain,+ve 400
Btrain,+ve 400
m 3
c+ve 0.7
cve 0.3
N+ve 50
N−ve 200
Strain,+ve 6200
Strain,−ve 9400

The selection of all parameters has been meticulously performed using greedy op-
timization technique. Three significant parameters have been tested that includes the
optimization technique, learning rate values, and the size of mini-batch for both MMCNN
and LSTM networks. These parameters are denoted as the essential parameters that need
to be accentuated during the training process. The first greedy optimization approach tests
various types of optimizers: Adam, Stochastic Gradient Descent (SGD), RMSProp, and
AdaDelta, in which Adam optimization has been selected as the best optimization tech-
nique. The next greedy optimization covers the selection of learning rate values. Through
the testing, MMCNN tracker and LSTM networks work well with 0.0005 and 1e−6, respec-
tively. Lastly, the greedy optimization is used to find the suitable size of mini-batch with
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mini-batch sets to 128 and 32 sampling data are the best values for MMCNN and LSTM
networks, respectively.

4.2. Tracking Performance Comparison of the Fully CNN-Based trackers

This subsection aims to compare and measure the performance of three CNN-based
trackers, which are MMCNN, TCNN and MDNET. Furthermore, each tracker will also be
tested by considering two difficulty attributes, which are background clutter and occlusion
to represent real-life challenges. Firstly, Table 4 shows the full results of each tracker per-
formance without considering any attribute-based video. The MMCNN tracker performs
the best with the highest EAO of 0.167, followed by MDNET and TCNN with 0.158 and
0.145, respectively. Even though the MMCNN tracker has the lowest average accuracy,
which is 0.442, it is more reliable with performance values of 0.855. The tracker is able to
track the object with the fewest number of track failures. Undeniably, average accuracy
will drop over a period of time due to model appearance drift and thus, the trade-off
between accuracy and track failure needs to be observed. Contrarily, TCNN has the highest
robustness with 1.000, followed by MDNET with 0.812. Their higher accuracy values are
caused by frequent re-initialization procedures, but the EAO performance will be lower, as
it neglects the accuracy after the first track failure. Figure 11 shows some output samples
for all tested trackers.

Table 4. Performance comparison of Ac, Ro, Re, and EAO results of all three tested trackers without
considering any attribute-based video.

Method EAO Ac Ro Re

MMCNN 0.167 0.442 0.449 0.855

MDNET 0.158 0.508 0.812 0.738

TCNN 0.145 0.494 1.000 0.692

Figure 11. Samples of tracking output of fully CNN-based trackers.

Background clutter is a situation, in which the background that surrounds the object
of interest has similar appearance information to the foreground as shown in Figure 12a.
Table 5 shows the tracking results of all three trackers with MMCNN still achieves the
highest EAO of 0.274. Surprisingly, TCNN achieves a higher EAO of 0.229 compared to
MDNET for this test case, which is the opposite of the normal test case. MMCNN and
TCNN performances, which are better in this cluttered case can be attributed to training
data that considers the parent node information. In MDNET, the new FC node will be
updated solely based on recent accumulated samples and thus if the scene is cluttered, the
samples will be degenerated in value. However, the failure rates for TCNN and MDNET
are still high with 1.200 and 1.800, respectively. This indicates that both trackers cannot
locate the object as good as MMCNN.
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Figure 12. Samples of tracking output according to the attribute-based (a) background clutter
(b) occlusion.

Table 5. Performance comparison of Ac, Ro, Re, and EAO results of the three tested trackers for the
background clutter scenario.

Method EAO Ac Ro Re

MMCNN 0.274 0.431 1.000 0.626

TCNN 0.229 0.395 1.200 0.557

MDNET 0.214 0.471 1.800 0.449

Occlusion is one the challenging aspect in visual object tracking, as such the object
of interest is either partially or fully occluded as illustrated in Figure 13b. Occlusion
affects the hardest for a tracker which follows track-by-detection philosophy as appearance
information is severely limited. Table 6 shows that MMCNN is the top among all trackers
with the highest EAO of 0.204 and robustness of 0.583. The EAO of MDNET is slightly
lower than MMCNN with 0.202 followed by TCNN with 0.175. Furthermore, MMCNN has
the smallest total number of tracking failure which is triggered when IOU is less than zero
as shown in Table 7. Both MDNET and TCNN trackers have a total of 13 tracking failures,
which contribute to the high robustness value of 1.083. On the other hand, the number of
tracking failures for MMCNN is around half of the MDNET and TCNN and thus, it is more
suitable for the implementation in autonomous fall event detection.

Table 6. Performance comparison of Ac, Ro, Re, and EAO results of three trackers for the occlusion case.

Method EAO Ac Ro Re

MMCNN 0.204 0.392 0.583 0.865

MDNET 0.202 0.473 1.083 0.706

TCNN 0.175 0.459 1.083 0.783

Table 7. Comparison of the total number of failure (Iou < 0) of three tested trackers for the occlusion scenario.

Method MMCNN MDNET TCNN

Failure 7 13 13

4.3. Fall Frame Event Recognition Comparison

This subsection is dedicated to validate our proposed approach to recognize the exact
fall frame event, falldetect. The validation process will be done by comparing two different
Recurrent Neural Networks (RNN) models, which are Vanilla RNN and LSTM. The falldetect
is determined according to ∆ybest, extracted from the sequences of ∆yi. Figure 13 depicts
an example of how ∆ybest and mean error are obtained. In short, the mean error is the
average difference between the detected fall frame and its ground truth value. Meanwhile,
Table 8 shows the comparison of the mean error performance of three network models. For
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Vanilla RNN, it achieves 36 mean error frames for both F1 and F2 features, followed by F4
and F3 with 37 frames and 43 frames, respectively. Note that, F3 features do not have a
large impact and significant in training all network models for fall event detection. For a
single-layer LSTM case, F1 features produce the lowest mean error of 32 frames, followed
by F4 features. However, there is only a slight difference between the mean error of F2 and
F3 features. It is interesting to note that a single-layer LSTM model performs better with
the addition of dropout layers compared to the Vanilla RNN.

Figure 13. Illustration of the ∆ybest and mean error.

Furthermore, additional experiments have also been performed using various layer
configurations of the Stacked LSTM. F1 features work well on 2 layers of stacked LSTM
with a mean error of 29 frames. However, a further increment in the number of layers will
also increase the mean error value. For F2 features, it performs well with both 3 and 4
layers of stacked LSTM and manages to obtain a mean error of 28 frames. Similarly, the
number of mean error also increases accordingly to the increasing number of layers for
the F3 features. Surprisingly, F4 features provide the most prominent representation with
the lowest number of mean error of 22 frames for 3 layers of stacked LSTM. However, the
same pattern is observed when further testing is done with an additional number of layers,
where the mean error is also increasing. The 22 frames of mean error are still tolerable as
it produces ≈1 s delay time for a real-time application, given 30 frames per second video
data. Hence, Stacked LSTM performs the best compared to the Vanilla RNN and Single
LSTM networks. This is because the hierarchy of the hidden layers enables the network to
represent more complex representations to capture information at different scales.

Table 8. Mean error value for Vanilla RNN, Single-layer LSTM and Stacked LSTM.

No. Features Vanilla RNN Single LSTM Stacked LSTM
2-Layer 3-Layer 4-Layer 5-Layer 6-Layer 7-Layer

1 F1 36 32 29 33 32 35 30 44

2 F2 36 35 33 28 28 31 41 43

3 F3 43 36 26 29 30 32 36 37

4 F4 37 33 26 22 32 37 37 39

5. Conclusions

In this work, we have presented a method to detect instantaneously the frame, in which
the fall event has occurred. Our core approach relies on deep learning representations,
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where a fully CNNs tracker is employed to detect and track the object of interest in a video
sequence. Furthermore, we have presented a symmetrically stacked LSTM approach to
identify the fall from no-fall features. The model learns the temporal information and
able to exploit the significant features, specifically the rich amount of information from
human motion. A larger movement difference towards the ground level in the vertical axis
indicates a higher possibility of fall event occurrence. Simulation experiments, tested on
the FDD dataset, have shown that the proposed approach outperforms the state-of-the-art
method in terms of frame mean error and suitable for real-time application. In future work,
depth image will be exploited to further relate the temporal information for a more robust
fall event detection system.
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