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Abstract: Generating prime numbers less than or equal to an integer number m plays an important
role in many asymmetric key cryptosystems. Recently, a new sequential prime sieve algorithm was
proposed based on set theory. The main drawback of this algorithm is that the running time and
storage are high when the size of m is large. This paper introduces three new algorithms for a prime
sieve based on two approaches. The first approach develops a fast sequential prime sieve algorithm
based on set theory and some structural improvements to the recent prime sieve algorithm. The
second approach introduces two new parallel algorithms in the shared memory parallel model based
on static and dynamic strategies. The analysis of the experimental studies shows the following results.
(1) The proposed sequential algorithm outperforms the recent prime sieve algorithm in terms of
running time by 98% and memory consumption by 80%, on average. (2) The two proposed parallel
algorithms outperform the proposed sequential algorithm by 72% and 67%, respectively, on average.
(3) The maximum speedups achieved by the dynamic and static parallel algorithms using 16 threads
are 7 and 4.5, respectively. As a result, the proposed algorithms are more effective than the recent
algorithm in terms of running time, storage and scalability in generating primes.

Keywords: asymmetric key cryptography; prime numbers; sieve algorithm; parallel algorithm;
high-performance computing

1. Introduction

Many problems in number theory and computer arithmetic play important roles in
cryptography. Examples of such problems are the generation of prime numbers [1–3],
primality testing [4,5], modular exponentiation [6], addition chains and sequences [7,8] and
integer factorization [9–12]. Developing fast algorithms that address these problems is one
of the main challenges of algorithm complexity and leads to significant improvements in
various applications.

The research in this paper focuses on generating primes. Given an integer number m,
the objective is to find all prime numbers p such that 1 < p ≤ m, where a number p is prime
if and only if it has only two divisors, 1 and p. There are many crucial applications [13–17]
for generating a prime number or all prime numbers up to an integer m, for example:

1. Creating one or more large primes is a step in the key generation algorithms of
some asymmetric key cryptosystems, such as the Rivest, Shamir and Adleman (RSA)
cryptosystem [13]; protocols, such as the Diffie–Hellman exchange protocol [14]; and
digital signature algorithms, such as ElGamal [15].

2. Error-correcting codes are defined over the Galois field of prime power order [17],
where Galois’ theory originated in the study of symmetric functions, i.e., the coeffi-
cients of a monic polynomial are the elementary symmetric polynomials in the roots.

Symmetry 2022, 14, 2527. https://doi.org/10.3390/sym14122527 https://www.mdpi.com/journal/symmetry

https://doi.org/10.3390/sym14122527
https://doi.org/10.3390/sym14122527
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0001-9448-6168
https://orcid.org/0000-0002-5550-3372
https://doi.org/10.3390/sym14122527
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym14122527?type=check_update&version=1


Symmetry 2022, 14, 2527 2 of 12

3. The security of many asymmetric key cryptosystems, such as RSA, is based on factor-
ing a large composite (nonprime) integer into its prime factors. One efficient method
to find a small prime factor for any composite integer is by using prime sieving.

Several algorithms have been proposed to generate prime numbers up to an integer
m using different techniques and platforms. The sieve of Eratosthenes, set theory, and
wheel factorization are all examples of different ways to generate prime numbers up to the
integer m. On the other hand, different platforms are used to design the solution, such as
sequential and parallel computers.

The oldest and simplest algorithm to generate prime numbers up to an integer m is
the sieve of Eratosthenes [1]. The algorithm works by repeatedly marking the multiples of
each prime as a composite number, beginning with the first prime number, 2. There are two
main disadvantages of the Eratosthenes sieve algorithm. First, the run time of the algorithm
is not linear, O(m log log m). Second, the algorithm uses a large storage size, O(m).

Based on the two disadvantages of the Eratosthenes sieve algorithm, different algo-
rithms have been proposed. Some of these algorithms [18–22] reduced the running time to
a linear time by testing each composite number exactly once. Marison [18], theoretically,
reduced the time complexity of prime sieving using a double linked list. In [19], the authors
achieved linear time complexity based on assuming that the multiplication of integers that
are less than or equal to m can be performed in a constant time. The Pritchard sieve [20]
avoided considering near-composite numbers by generating gradually larger wheels that
represent the sequence of numbers that are not divisible by any of the primes already
processed. In [21], the author introduced a practical improvement on the Eratosthenes
sieve algorithm. In [22], the author reduced the time of the sieving algorithm to a sublinear
time using the wheel method.

Another technique for improving the prime sieve is the segmented sieve [23–26],
which aims to reduce the memory consumption of the sieve method. The technique is
based on dividing the range, 2 to m, into m/∆ subintervals, each of size ∆. Then, the
method sieves one subinterval at a time by marking the multiples of each prime in the
subinterval. Experimentally, the value of ∆ is equal to

√
m. In [26], the author reduced the

memory consumption to O(m1/3 (log m)2/3) as a theoretical study.
Recently, in 2021, the authors of [1] proposed an algorithm based on set theory to

generate a set of all prime numbers less than or equal to an integer m ≥ 9. The proposed
algorithm outperforms the Eratosthenes and Sundaram algorithms in their run time, where
the Sundaram sieve algorithm has a weaker performance than the Eratosthenes sieve
algorithm [1].

On the other hand, there are several parallel implementations for prime sieve algo-
rithms. In [27], two different distributed sieves of Eratosthenes algorithms on a hypercube
computer, NCUBE/10, were introduced. Sorenson and Parberry [28] presented and ana-
lyzed two theoretical parallel sieve algorithms on an exclusive read exclusive write parallel
random-access machine. The authors of [29] presented a parallel version of the Eratosthenes
sieve algorithm on a cluster machine consisting of eight nodes. The proposed algorithm
uses static and dynamic strategies to achieve load balancing between the processors. Two
distributed algorithms were theoretically proposed in [2,30]. They are based on scheduling
by a multiple edge reversal (SMER) graph and the wheel technique.

For three reasons, the work in this paper is based on the algorithm proposed by Abd-
Elnaby and El-Baz [1], denoted as the AE algorithm. First, the AE algorithm is a recent
algorithm that was published in 2021. Second, Abd-Elnaby and El-Baz showed that the AE
algorithm is more efficient in its run time than the Eratosthenes and Sundaram algorithms
by 81% and 97%, respectively [1]. Third, there is no parallel algorithm for the AE algorithm.
In addition, the main drawback of this algorithm is that its run time and storage are high
when the size of m is large.

In light of the above reasons, this paper introduces three algorithms for prime sieving
based on two different platforms: sequential and multicore systems. The first algorithm is
sequential. The other two algorithms are parallel. The experimental results of implementing
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the AE algorithm and the three proposed algorithms on different data sets show the
following contributions.

1. The proposed sequential algorithm (Section 3) is more efficient than the AE algorithm
by 98% on average.

2. The proposed sequential algorithm reduces the memory consumption used by the AE
algorithm by 80% on average.

3. The two proposed parallel algorithms are more efficient than the proposed sequential
algorithm by 72% and 67%, respectively, on average. The proposed parallel algorithms
are scalable.

The structure of the paper consists of an introduction and five sections. In Section 2, the
AE algorithm is described. The first proposed algorithm for a single processor is presented
in Section 3. In Section 4, two parallel algorithms for prime sieving are introduced. The
experimental studies for the three proposed algorithms are presented in Section 5. Finally,
Section 6 contains the conclusion and open research questions.

2. AE Algorithm

Abd Elnaby and El-Baz [1] proposed an algorithm to generate the set, P(m), of all
prime numbers less than or equal to an integer m ≥ 9, based on set theory. The idea of the
algorithm is based on generating k sets:

Ai = {(2i + 1)(2i + 2ni + 1) : 0 ≤ ni ≤ b(m− (2i + 1)2)/(4i + 2)c}, (1)

where 1 ≤ i ≤ k. If nk+1 < 0 and Ak+1 = Φ, then the set of all prime numbers less than or
equal to m is

P(m) = {2} ∪ (B− A), (2)

where B = {2j + 1 : 1 ≤ i ≤ b(m− 1)/2c}.
The AE algorithm can be divided into four main steps, as follows.

• Step 1: An auxiliary array B of size b(m− 1)/2c is initialized, with odd numbers only.
Array B is used to determine the final set P. This step represents Lines 1–2.

• Step 2: The number of sets k is determined, which can be generated and used for Step
3. This step represents Lines 3–6 and aims to find the value of k such that nk+1 < 0.

• Step 3: The set of all nonprime odd numbers A is determined. This step represents
Lines 7–13 and aims to generate k sets, where, in each iteration, i, the algorithm
generates one set Ai. The k sets are collected in A, where A = ∪k

i=1 Ai (see Line 12).
• Step 4: The prime numbers are determined only as in Line 14. This step can be

computed by calculating the difference between two sets, the set of all odd numbers
and the set of all nonprime numbers.

The complete pseudocode for the AE algorithm is shown in Algorithm 1.
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Algorithm 1: AE.

Input: A positive integer m.
1. for i = 1 to b(m− 1)/2c do
2. B[i] = 2 i + 1
3. k = i = 1
4. while i > 0 do
5. i = b(m− (2k + 1)2)/(4k + 2)c
6. k = k + 1
7. i = 1; n = 0
8. while i ≤ k do
9. d = b(m− (2i + 1)2)/(4i + 2)c

10. while n ≤ d do
11. X[n ++] = (2i + 1)(2i + 2n + 1)
12. Add X to the array A
13. Empty X
14. P = {2} ∪ (B − A)
Output: A set of all prime numbers less than or equal to m

3. The Proposed Sequential Algorithm

This section describes the main idea behind the new prime sieve sequential algorithm.
This section also presents the pseudocode of the proposed algorithm that aims to reduce
the amount of time and storage for the AE algorithm.

3.1. Main Idea

The AE algorithm consists of four main steps, and the proposed algorithm focuses on
modifying these steps.

For Step 1, there is no need to store the odd numbers 2i + 1 into array B. Initially, all
odd numbers can be marked as a prime number by setting the value 1 at position i in array
B, where position number i represents an odd number 2i + 1.

For Step 2, the value of k, which is used for Step 3, can be computed in a single
statement without making a loop as follows. The while loop of Step 2 terminates when

m− (2k + 1)2

4 k + 2
≤ 0 (3)

Therefore, the question now is as follows: what is the value of k that satisfies inequal-
ity (3)? The value of k can be computed by solving inequality (3), as follows:

m− (2k + 1)2 ≤ 0

2k + 1 ≥
√

m

k ≥
√

m− 1
2

(4)

Therefore, instead of computing k by executing a number of iterations, the value of k
is computed directly by inequality (4). The main advantage of this modification is reducing
the computation time from O(k) = O

(√
m/2

)
to O(1).

For Step 3, the AE algorithm collects all multiples of the prime numbers and assigns
them to the auxiliary array X. This step can be modified by ignoring the collection of these
numbers, multiples of primes, in array X, so there is no need to use array X. Thus, array B
can be modified directly as follows.

Since the integer (2i + 1)(2i + 2n + 1) is odd but not prime, and since the location
of this integer in array B is b(2i + 1)(2i + 2n + 1)/2c, the algorithm marks the integer
(2i + 1)(2i + 2n + 1) as a composite number by modifying array B directly, as follows:
B[b((2i + 1)(2i + 2n + 1))/2c] = 0.

The main advantages of this modification are as follows.
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1. Reducing the auxiliary storage by a factor O(d) = O(b(m− 9)/6c) in the worst case.
The worst case occurs when i = 1. Therefore, the storage of the modified AE algorithm
is reduced by a factor O(|A|+|X|).

2. Reducing the run time of assigning array X to the auxiliary array A (see Line 12 in
Algorithm 1).

3. There is no need to compute the difference between the two arrays as in Step 4 (see
Line 14 in Algorithm 1).

For Step 4, the AE algorithm computes the difference between two arrays. The first
array B contains all odd numbers, and the other array X represents all nonprime odd
numbers.

Based on the improvement in Step 3, all prime numbers are found by the following
simple test: if the value of B[i] does not change to 0, i.e., B[i] = 1, then the integer 2i + 1 is
prime, and thus the algorithm stores the integer 2i + 1 to the output set P. Otherwise, the
algorithm ignores the integer 2i + 1. The pseudocode for this step is as follows: if B[i] = 1,
then P[j++] = 2i + 1, where j represents the location of the prime number 2i + 1 at the array
P and starts with 1.

The main advantage of this step is reducing the time from O(|A|+ |B|) to O(|B|) if A
is a sorted array in the best case; otherwise, the time is reduced from O(|A|2) to O(|B|).

3.2. The Algorithm

From the previous comments on the AE algorithm and the suggested improvements,
the pseudocode of the modified AE algorithm, denoted as MAE, is given in Algorithm 2.
Steps 1, 2, 3 and 4 represent Lines 1–2, 3, 4–9 and 10–14, respectively.

Algorithm 2: MAE.

Input: A positive integer m.
1. for i = 1 to b(m− 1)/2c do
2. B[i] = 1
3. k = b

(√
m− 1

)
/2c

4. for i = 1 to k do
5. d = b(m− (2i + 1)2)/(4i + 2)c
6. n = 0
7. while (d 6= 0) and (n ≤ d) do
8. B[(2i + 1)(2i + 2n + 1)] = 0
9. n = n + 1

10. P[0] = 2; j = 1
11. for i = 1 to b(m− 1)/2c do
12. if B[i] = 1 then
13. P[j] = 2i + 1
14. j = j + 1
Output: A set P of all prime numbers less than or equal to m.

4. The Proposed Parallel Algorithms

This section presents two new parallel algorithms for prime sieving by parallelizing
the MAE algorithm on a shared memory parallel model. In this model, all processors
communicate via shared memory and assume that the model can run t threads at the
same time.

The parallelization of the MAE algorithm can be performed by parallelizing each
step in the MAE algorithm, except for the second step, since it is a simple statement. Two
versions of parallelization, PMAE-1 and PMAE-2, are introduced. Both versions are similar
except for the parallelization of the third step of the MAE algorithm. The steps of the
PMAE-1 algorithm, Algorithm 3, are as follows.

For the first step, the sequential loop can be parallelized easily by dividing it into t
subranges of equal size, and each thread works independently on one subrange (see Lines
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1–8 in the PMAE-1 algorithm). In this step, there is no need to read the same element by
many threads and to write in the same cell concurrently by more than one thread.

For the second step, there is no need to parallelize it because it consists of one simple
step (see Line 9 of the PMAE-1 algorithm).

For the third step, the parallelization of this step is performed dynamically because the
number of iterations for the inner loop is based on the value of d, and this value varies for
each new iteration of the outer loop, i.e., it depends on the value of i. For example, when
i = 1, the value of d = b(m− 9)/6c, whereas the value of d = b(m− 25)/10c when i = 2. It
is clear that the value of the numerator of d decreases and that the value of the denominator
increases. Since each iteration of the outer loop in Step 3 of the MAE algorithm is done
individually, we parallelize the outer loop while keeping the inner loop sequential (see
Lines 10–14 in the PMAE-1 algorithm).

For the fourth step, the parallelization of this step can be performed by using three
substeps. In the first substep, each thread ti counts the number of primes in the subrange

ri =

[
ib(m− 1)/2c

t
,
(i + 1)b(m− 1)/2c

t

]
, 0 ≤ i < t, (5)

and stores this value, i.e., the number of primes, in the variable count[i], where

count[i] = |{x : x is a prime and x ∈ ri}|, 0 ≤ i < t (6)

Algorithm 3: PMAE-1.

Input: A positive integer m and t threads.
1. m1 = b(m− 1)/2c
2. for i = 0 to t − 1 do parallel
3. if (i 6= t − 1) then
4. for j = (i × m1)/t +1 to ((i + 1) × m1)/t do
5. B[j] = 0
6. else
7. for j = (i × m1)/t + 1 to m1 do
8. B[j] = 0
9. k = b

(√
m− 1

)
/2c

10. for i = 1 to k do parallel (Dynamically)
11. d = b(m− (2i + 1)2)/(4i + 2)c
12. if (d 6= 0) then
13. for n = 0 to d do
14. B[(2i + 1)(2i + 2n + 1)/2] = 0
15. for i = 0 to t − 1 do parallel
16. count[i] = 0
17. if (i 6= t − 1) then
18. for j = (i × m1)/t + 1 to ((i + 1) × m1)/t do
19. if B[j] 6= 0 then
20. TmpP[i,count[i]] = 2 × j + 1
21. count[i] = count[i] + 1
22. Else
23. for j = (i × m1)/t + 1 to m1 do
24. if B[j] 6= 0 then
25. TmpP[i,count[i]] = 2 × j + 1
26. count[i] = count[i] + 1
27. ps[0] = 0
28. for i = 1 to t − 1 do
29. ps[i] = ps[i − 1] + count[i − 1]
30. for i = 0 to t do parallel
31. for j = 0 to count[i] − 1 do
32. P[ps[i] + j] = TmpP[i,j]
Output: A set P of all prime numbers less than or equal to m.
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The thread ti stores the j-th prime number in the range ri at position j − 1 in the
auxiliary array TmpP[i,j]. This means that all prime numbers in the subrange ri exist in
TmpP[i,-]. This substep represents Lines 15–26 of the PMAE-1 algorithm.

In the second substep of Step 4, the algorithm computes the prefix sums ps for the
integers 0, count[0], count[1], . . . , count[t − 2]. The objective of this step is to compute and
store the start positions of all prime numbers that exist in the subrange ri in the output
array P. The start position of each subrange is given by

ps[i] =
i−1

∑
j=0

count[j], ∀0 < i < t (7)

where ps[0] = 0.
If the value of t is small, as in the experimental study, array ps is computed sequen-

tially (see lines 27–29). Otherwise, the algorithm uses the binary tree strategy [31,32] to
compute ps.

In the third substep, each thread ti starts to copy the prime numbers from the auxiliary
array TmpP[i,-] to the output array P starting from position ps[i] (see Lines 30–32).

The run time for the PMAE-1 algorithm can be computed as follows. Step 1 requires
O(m1/t), whereas Step 2 requires O(1). Step 4 requires O(m1/t + t) when ps is computed
sequentially and O(m1/t + log t) when ps is computed in parallel. Step 3 is based on the
number of elements in each set Ai, and its run time is approximately equal to O(m1/t)
in the average case. Therefore, the overall time complexity of the PMAE-1 algorithm is
O(m1/t + t) = O(m1/t) or O(m1/t + log t) = O(m1/t), since m1 >> t.

The steps of the PMAE-2 algorithm, Algorithm 4, are similar to those of the PMAE-1
algorithm except for the third step. Step 3 of the PMAE-2 algorithm is based on parallelizing
the inner loop, whereas the outer loop is sequential. The inner loop consists of d + 1
concurrent iterations that are distributed to t threads. Therefore, Lines 10–14 of the PMAE-1
algorithm can be rewritten as follows.

Algorithm 4: PMAE-2.

Input: A positive integer m and t threads.
// Similar to Algorithm 3, Lines 1–9

10. for i = 1 to k do
11. d = b(m− (2i + 1)2)/(4i + 2)c
12. if (d 6= 0) then
13. for n = 0 to d do parallel
14. B[(2i + 1)(2i + 2n + 1)/2] = 0

// Similar to Algorithm 3, Lines 15–32

The run time for Step 3 of the PMAE-2 algorithm is ∑k
i=1 di/t ≈ O(m1/t), where di/t

is the run time for the inner loop using t threads, and di represents the value of d at iteration
i from the outer loop. Therefore, the run time of the PMAE-2 algorithm is O(m1/t).

5. Experimental Studies

This section experimentally shows the superiority of the proposed sequential and
parallel algorithms over the AE algorithm. The experiments were based on implementing
all sequential algorithms using the C++ programming language. Open multiprocessing
(OpenMP) was used to implement the parallel algorithms on a multicore system. The
multicore computer consisted of two Hexa core processors, each of speed 2.6 GHz. The
global and cache memories of the computer were of sizes 16 GB and 15 MB, respectively.
The computer was operated with the Windows 10 operating system. All run times for
implementing the algorithms in this paper were measured in seconds.
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5.1. Sequential Algorithms Comparison

The comparison between the two sequential algorithms, AE and MAE, used the same
dataset used in [1]: 107, 2 × 107, 3 × 107, 4 × 107, 5 × 107, 6 × 107, 7 × 107, 8 × 107, 9 × 107

and 108. Table 1 shows that the MAE algorithm had better performance than the original
algorithm, AE. The percentage of improvement was almost 98%. The two modified steps,
3 and 4 in Algorithm 2, significantly improved the AE algorithm by approximately 90% of
the total time.

Table 1. Run time, in seconds, for the AE and MAE algorithms.

m 107 2 × 107 3 × 107 4 × 107 5 × 107 6 × 107 7 × 107 8 × 107 9 × 107 108

AE Algorithm 9.9 24 44 59.9 83.3 109 127.2 152.2 170.8 192.3

MAE Algorithm 0.18 0.35 0.62 0.96 1.44 1.63 2.1 2.3 2.5 2.9

% of Improvement 98.2 98.5 98.6 98.4 98.3 98.5 98.3 98.5 98.5 98.5

Figure 1 shows a comparison between the AE and MAE algorithms in terms of memory
consumption. It is clear that the MAE algorithm used fewer auxiliary arrays than the AE
algorithm. The improvement in memory consumption was approximately 80%.
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5.2. Parallel Algorithms Comparison

This section presents the implementation of the two proposed parallel AE algorithms,
PMAE-1 and PMAE-2, and compares them to the MAE algorithm. PMAE-1 and PMAE-2
were implemented using different numbers of threads: 2, 4, 8 and 16. The data set used in
the implementation was: 108, 2 × 108, 3 × 108, 4 × 108, 5 × 108, 6 × 108, 7 × 108, 8 × 108,
9 × 108 and 109. Figures 2–5 and Table 2 show comparisons among the run times of the
PMAE-1, PMAE-2 and MAE algorithms. From the figures and the table, one can conclude
the following.

1. Both algorithms, PMAE-1 and PMAE-2, are faster than the sequential algorithm, MAE,
using a minimum number of concurrent threads t = 2 (see Figure 2a).

2. The difference between the run times of the PMAE-1 and MAE algorithms (similarly
for the PMAE-2 and MAE) increase with an increasing the number of threads (see
Figure 2a–d).

3. The run time for the PMAE-1 algorithm (similarly for PMAE-2) decreases with an
increasing number of threads; see Figure 3 (similarly see Figure 4).

4. Table 2, Column 2 shows the percentage of improvement for the PMAE-1 algorithm
compared with the MAE algorithm with an increasing number of threads. Similarly,
the percentage of improvement for the PMAE-2 algorithm compared with the MAE
algorithm is less than that for the PMAE-1 algorithm (see Table 2, Column 3). From
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Table 2, the two proposed parallel algorithms outperform the modified sequential
algorithm, MAE, with improvements of 72% and 67%, respectively, on average.

5. Figure 2a–d show that the PMAE-1 algorithm has a better performance than the PMAE-
2 algorithm. The percentage of improvement of the PMAE-1 algorithm compared
with the PMAE-2 algorithm is 19.7% on average (see Table 2, Column 4).

6. The run time for the PMAE-1 algorithm (similarly for PMAE-2) is the sum of the
run times for the four steps. This time is analyzed, and the main step that takes a
large amount of time is Step 3, which requires more than 80% of the total time. This
percentage increases slightly as the value of m increases (see Figure 5).
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Figure 2. Time comparisons among MAE, PMAE-1, and PMAE-2 algorithms. (a) The running times
of MAE using t = 1, and PMAE-1 and PMAE-2 using t = 2. (b) The running times of PMAE-1 and
PMAE-2 using t = 4. (c) The running times of PMAE-1 and PMAE-2 using t = 8. (d) The running
times of PMAE-1 and PMAE-2 using t = 16.
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Figure 3. Run times for the PMAE-1 algorithm using different threads for different data n. (a) n = 108,
2 × 108, 3 × 108, 4 × 108, and 5 × 108. (b) n = 6 × 108, 7 × 108, 8 × 108, 9 × 108, and 109.
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Figure 4. Run times for the PMAE-2 algorithm using different threads for different data n. (a) n = 108,
2 × 108, 3 × 108, 4 × 108, and 5 × 108. (b) n = 6 × 108, 7 × 108, 8 × 108, 9 × 108, and 109.
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Figure 5. Percentage of Step 3 compared with the total time of the PMAE-1 algorithm.

Table 2. Percentage of improvement for the proposed algorithms.

Percentage of Improvement (on Average)

Threads PMAE-1 vs. MAE PMAE-2 vs. MAE PMAE-1 vs. PMAE-2

2 47.5% 46.4% 2.1%
4 71.7% 68.2% 11.2%
8 83.5% 76.3% 30.4%
16 85.7% 78.0% 34.9%

Average 72.1% 67.2% 19.7

5.3. Speedup of Parallel Algorithms

Speedup is a criterion used to measure how frequently a parallel algorithm solves the
same problem faster than its sequential counterpart. The speedup of the proposed parallel
algorithm is the ratio of the run time of the MAE algorithm to the time of the parallel
algorithm, PMAE-1 or PMAE-2.

Table 3 shows the speedup of the PMAE-1 and PMAE-2 algorithms using different
numbers of threads: t = 2, 4, 8 and 16. The results indicate the following observations.

1. The speedup of the PMAE-1 algorithm is better than that of the PMAE-2 algorithm,
except for t = 2. The reasons for this performance are that (i) the mechanism of
dynamic parallelization for looping is better than that of the static mechanism, in
particular when the inner loop is not fixed, and (ii) the mechanism of parallelizing two
nested loops, where the outer loop is parallel and the inner is sequential, has better
performance than that of when the outer loop is sequential and the inner is parallel.
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2. Increasing the number of threads affects the performance of the PMAE-1 algorithm,
whereas increasing the number of threads from 8 to 16 slightly affects the performance
of the PMAE-2 algorithm.

Table 3. Speedup of the two parallel algorithms PMAE-1 and PMAE-2.

Speedup

Threads PMAE-1 PMAE-2

2 1.9 1.9
4 3.5 3.1
8 6.1 4.2
16 7.1 4.5

6. Conclusions and Future Work

Generating prime numbers is important in designing some cryptosystems, such as
in [13,33]. In this paper, generating prime numbers up to an integer number m on two
platforms, sequential and parallel, is addressed. The developed works for prime sieving
are based on set theory. The first proposed sequential algorithm improves the run time of
the best known algorithm by 98%. Moreover, two proposed parallel algorithms based on
two strategies, static and dynamic, are introduced. The two parallel algorithms surpass the
sequential algorithm, with improvements of 72% and 67% on average. Additionally, the
maximum speedup achieved by the best parallel algorithm using 16 threads is 7.

Based on the discussion of the results, there are some open questions regarding future
works. First, how can a technique that is more efficient than Step 3 of the proposed parallel
algorithms be developed? Second, what is the effect of increasing the number of threads
and data size on the proposed parallel algorithms? Third, since the performance of PMAE-1
increases with increasing the number of threads, and since recent graphic processing units
(GPUs) have thousands of threads, how can the PMAE-1 algorithm be implemented on a
single GPU or multi-GPUs?
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