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#### Abstract

In this paper, we explore model order reduction for large-scale square descriptor systems. A balancing-free square-root method is proposed. The balancing-free square-root method is based on two cross Gramians, one of which is known as the proper cross Gramian and the other as the improper cross Gramian. The proper cross Gramian is the unique solution of a projected generalized continuoustime Sylvester equation, and the improper cross Gramian solves a projected generalized discrete-time Sylvester equation. In order to compute the low-rank factors of these two cross Gramians, we extend the low-rank iteration of the alternating direction implicit method and the Smith method to the projected generalized Sylvester equations. We illustrate the effectiveness of the balance truncation method with one numerical example.
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## 1. Introduction

Model order reduction is essential in many applications. Modern systems are becoming increasingly complex. Usually, at some stage in the design process, it is necessary to use a sufficiently accurate and easy-to-implement reduced order modeling technology. In typical applications, such as the semi-discretization of partial differential equations, VLSI simulation, and multi-body dynamics, the state-space dimension of the system is very large. In all these cases, the direct numerical simulations of such large-scale systems are very expensive so they are not feasible to be implemented in a reasonable computation time. This has inspired the concept of model reduction for large-scale systems (see, for example, [1-4]).

We consider the model order reduction of a linear continuous-time time-invariant descriptor system formulated using the following differential-algebraic equations:

$$
\left\{\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{1}\\
y(t) & =C x(t)
\end{align*}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$, and $y(t) \in \mathbb{R}^{p}$ are often called the states, the inputs, and the outputs of the system, respectively, and the initial states are $x(0)=x_{0}$. The matrices $E \in \mathbb{R}^{n \times n}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$, and $C \in \mathbb{R}^{p \times n}$ are called the descriptor, state, input, and output matrices. Linear descriptor systems appear frequently in engineering problems including microelectromechanical system design [5] and electrical circuit design[6]. For a comprehensive introduction to the descriptor system, including the structural properties, system realization, and applications, interested readers can refer to the study in [7].

When $E$ is an identity matrix, the system in (1) is called a standard system. There are many model reduction methods for this system. The balanced truncation method [8], which is based on Gramians, is the most classical model reduction method. Other methods based on Gramians include singular perturbation [9] and optimal Hankel norm approximation [10]; see also, for example, [11-13] and the references therein. The moment-matching
method is another kind of classical model reduction method. It exploits Krylov subspace projections. For a comprehensive review of the moment-matching method, please refer to the study in $[14,15]$. The balanced truncation method produces stable systems and has bounds on the approximation error between the original systems and reduced systems when it is applied to stable systems. This is its main advantage over the moment-matching method. A main drawback of the balanced truncation method is that we must solve two Lyapunov equations, which makes it impractical for large-scale systems. However, recent developments in efficient implementations of numerical methods for Lyapunov equations make the balanced truncation method attractive for the model reduction of large-scale systems. A balance model reduction has been proposed by applying the balanced truncation method to the cross Gramian $[16,17]$. This approach is applied to symmetric systems and only needs to solve one Sylvester equation. To make the cross-Gramian approach suitable for nonsymmetric systems, a symmetrizer must be established (see, e.g., [17]).

For the model order reduction of the descriptor system in (1), we want to establish a reduced-order descriptor, which has fewer states and is of the same form as (1). The reduced-order system has the following form:

$$
\left\{\begin{align*}
\widehat{E} \dot{\hat{x}}(t) & =\widehat{A} \hat{x}(t)+\widehat{B} u(t)  \tag{2}\\
y(t) & =\widehat{C} \hat{x}(t)
\end{align*}\right.
$$

where the matrices $\hat{E}, \hat{A} \in \mathbb{R}^{l \times l}, \hat{B} \in \mathbb{R}^{l \times m}$, and $\hat{C} \in \mathbb{R}^{p \times l}$ have fewer orders.
The balanced truncation model reduction method was extended to descriptor systems by Stykel [18]. This approach is based on four Gramians (two controllability Gramians and two observability Gramians). The main computational work is to solve two projected generalized continuous-time Lyapunov equations (PGCTLEs) and two projected generalized discrete-time Lyapunov equations (PGDTLEs). The low-rank factors of the controllability Gramian and observability Gramian can be efficiently computed by applying the lowrank ADI iteration (LR-ADI) and the low-rank Smith iteration to the projected Lyapunov equations (see, for example, [19]).

Inspired by the ideas in $[16,17]$ for standard square systems, we propose in this paper a model reduction method based on cross Gramians for large-scale square descriptor systems. This method is equivalent to the Gramian-based model reduction method presented in [18] under some conditions. In this approach, we only need to solve two projected generalized Sylvester equations. These two solutions are the proper cross Gramian and the improper cross Gramian of the square descriptor system, respectively. For computing the low-rank factors of the proper cross Gramian and the improper cross Gramian, we extend the LR-ADI and the LR-Smith to the projected Sylvester equations.

So, the main contribution of this paper is the proposal of a cross-Gramian-based balanced truncation model reduction for descriptor systems. For a SISO or a special square descriptor system, we show that the cross-Gramian-based method and the Gramian-based method theoretically generate the same reduced system. For square nonsymmetric systems, it is shown through numerical experiments that the cross-Gramian-based method generates more accurate reduced systems in the low-frequency range than the Gramian-based method.

In this paper, we use the following notations. $\mathbb{R}^{m \times n}$ denotes the linear space of the real $m \times n$ matrices. The spectral radius of $A \in \mathbb{R}^{n \times n}$ is denoted by $\rho(A)$. The 2-norm and the Frobenius norms of a matrix are $\|A\|_{2}$ and $\|A\|_{F}$ and $\kappa(A)=\|A\|_{2}\left\|A^{-1}\right\|_{2}$ is called the condition number of the invertible matrix $A$.

The structure of the paper is as follows. We first review some concepts and results of descriptor systems in Section 2 and then we outline the balanced truncation for descriptor systems. The LR-ADI iteration and the Smith iteration for solving the projected Lyapunov equations are listed for comparison. In Section 3, we propose a balancing-free square-root model order reduction method for square descriptor systems. Numerical methods for solving projected Sylvester equations are also developed. The numerical experiments are presented in Section 4. Finally, we provide conclusions in Section 5.

## 2. Model Reduction Based on Gramians

We first introduce some basic notations and briefly review the concepts of controllability, observability, Hankel singular values, and balanced realization, and several important results of studies on descriptor systems. Then we outline a balancing-free square-root (BFSR) method for the model reduction of descriptor systems. Varga [20] first proposed the BFSR method for standard systems. Stykel [18] generalized this method to descriptor systems. Much of the material in this section is standard and can be found in [18,21].

### 2.1. Preliminaries

It is known that $E, A$ have Weierstrass canonical decompositions [22]:

$$
E=W\left[\begin{array}{cc}
I & 0  \tag{3}\\
0 & N
\end{array}\right] T, \quad A=W\left[\begin{array}{cc}
J & 0 \\
0 & I
\end{array}\right] T,
$$

where $W, T$ are nonsingular and $J \in \mathbb{R}^{n_{f} \times n_{f}}, N \in \mathbb{R}^{n_{\infty} \times n_{\infty}}$ are the block diagonal matrices. We point out that each diagonal block is a Jordan block. The diagonal elements of $J$ are the finite eigenvalues of the pencil $\lambda E-A$. The nilpotency index $v$ of $N$ is named as the index of the pencil $\lambda E-A$.

Based on (3), we define $P_{l}, P_{r}$ as

$$
P_{l}=W\left[\begin{array}{cc}
I & 0  \tag{4}\\
0 & 0
\end{array}\right] W^{-1}, \quad P_{r}=T^{-1}\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] T .
$$

We know that $P_{r}$ and $P_{l}$ are the right and left deflating subspaces, which correspond to the finite eigenvalues of the pencil $\lambda E-A$, respectively.

Assume that the input $u(t)=0$ for $t<0$ and the initial state $x(0)=0$. Then, by taking the Laplace transform of the descriptor system in (1), we have

$$
\left\{\begin{align*}
s E x(s) & =A x(s)+B u(s),  \tag{5}\\
y(s) & =C x(s),
\end{align*}\right.
$$

where $x(s), y(s), u(s)$ represent the Laplace transforms of $x(t), y(t), u(t)$, respectively. Eliminating $x(s)$ in (5) results in the frequency domain of the input-output relation $y(s)=$ $H(s) u(s)$, where $H(s)$ is the transfer function

$$
H(s)=C(s E-A)^{-1} B .
$$

For simplicity, we also denote the descriptor system in (1) by ( $E, A, B, C$ ). Two systems $(E, A, B, C)$ and $(\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C})$ are called the restricted system equivalents if there exist nonsingular matrices $\widetilde{W}, \widetilde{T} \in \mathbb{R}^{n \times n}$ such that

$$
\widetilde{E}=\widetilde{W} E \widetilde{T}, \quad \widetilde{A}=\widetilde{W} A \widetilde{T}, \quad \widetilde{B}=\widetilde{W} B, \quad C=C \widetilde{T}
$$

The pair $(\widetilde{W}, \widetilde{T})$ is called the system equivalence transformation. Note that under any system equivalence transformation, the transfer function of the descriptor system in (1) is invariant, i.e.,

$$
H(s)=C(s E-A)^{-1} B=\widetilde{C}(s \widetilde{E}-\widetilde{A})^{-1} \widetilde{B}=\widetilde{H}(s)
$$

We assume that the descriptor system in (1) is stable, that is, the real parts of all finite eigenvalues of $\lambda E-A$ are negative. As is shown in $[18,21]$, the transfer function $H(s)$ can be written as

$$
H(s)=H_{s p}(s)+P(s)
$$

where

$$
H_{s p}(s)=C P_{r}(s E-A)^{-1} P_{l} B, \quad P(s)=C\left(I-P_{r}\right)(s E-A)^{-1}\left(I-P_{l}\right) B
$$

are the strictly proper part and the polynomial part of $H(s)$, respectively. For the strictly proper part $H_{s p}$, its $\mathbb{H}_{\infty}$ norm is defined by

$$
\left\|H_{s p}\right\|_{\mathbb{H}_{\infty}}=\sup _{\omega \in \mathbb{R}}\left\|H_{s p}(i \omega)\right\|_{2}
$$

Definition $1([7,21,23,24])$. The descriptor system $H(s)=C(s E-A)^{-1} B$ is called completely controllable if

$$
\operatorname{rank}([\alpha E-\beta A, B])=n, \quad \forall(\alpha, \beta) \in(\mathbb{C} \times \mathbb{C}) \backslash\{(0,0)\}
$$

and completely observable if square root

$$
\operatorname{rank}\left(\left[\alpha E^{T}-\beta A^{T}, C^{T}\right]\right)=n, \quad \forall(\alpha, \beta) \in(\mathbb{C} \times \mathbb{C}) \backslash\{(0,0)\}
$$

Partition $W^{-1} B$ and $C T^{-1}$ in blocks conformably to $E$ and $A$ in (3) as

$$
W^{-1} B=\left[\begin{array}{c}
B_{1} \\
B_{2}
\end{array}\right], \quad C T^{-1}=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right] .
$$

Then, the following results hold for the descriptor system in (1) to be completely controllable and completely observable.

Theorem 1 ([7,21,23,24]). Assume that $\lambda E-A$ is a regular pencil. Then, the following statements are equivalent:
(a) the descriptor system $H(s)=C(s E-A)^{-1} B$ is completely controllable;
(b) $\quad \operatorname{rank}([\lambda E-A, B])=n$ for all $\lambda \in \mathbb{C}$ and $\operatorname{rank}([E, B])=n$;
(c) $\operatorname{rank}\left(\left[\lambda I-J, B_{1}\right]\right)=n_{f}$ for all $\lambda \in \mathbb{C}$ and $\operatorname{rank}\left(\left[N, B_{2}\right]\right)=n_{\infty}$;
(d) $\operatorname{rank}\left(\left[B_{1}, J B_{1}, \cdots, J^{n_{f}-1} B_{1}\right]\right)=n_{f}$ and $\operatorname{rank}\left(\left[B_{2}, N B_{2}, \cdots, N^{v-1} B_{2}\right]\right)=n_{\infty}$.

Theorem $2([7,21,23,24])$. Assume that $\lambda E-A$ is a regular pencil. Then, the following statements are equivalent:
(a) the descriptor system $H(s)=C(s E-A)^{-1} B$ is completely observable;
(b) $\operatorname{rank}\left(\left[\lambda E^{T}-A^{T}, C^{T}\right]\right)=n$ for all $\lambda \in \mathbb{C}$ and $\operatorname{rank}\left(\left[E^{T}, C^{T}\right]\right)=n$;
(c) $\quad \operatorname{rank}\left(\left[\lambda I-J^{T}, C_{1}^{T}\right]\right)=n_{f}$ for all $\lambda \in \mathbb{C}$ and $\operatorname{rank}\left(\left[N^{T}, C_{2}^{T}\right]\right)=n_{\infty}$;
(d) $\quad \operatorname{rank}\left(\left[C_{1}^{T}, J^{T} C_{1}^{T}, \cdots,\left(J^{n_{f}-1}\right)^{T} C_{1}^{T}\right]\right)=n_{f}$ and $\operatorname{rank}\left(\left[C_{2}^{T}, N^{T} C_{2}^{T}, \cdots,\left(N^{\nu-1}\right)^{T} C_{2}^{T}\right]\right)=$ $n_{\infty}$.

Define

$$
\mathcal{G}_{p c}=\int_{0}^{\infty} \mathcal{F}(t) B B^{T} \mathcal{F}^{T}(t) d t, \quad \mathcal{G}_{p o}=\int_{0}^{\infty} \mathcal{F}^{T}(t) C^{T} C \mathcal{F}(t) d t
$$

where

$$
\mathcal{F}(t)=T^{-1}\left[\begin{array}{cc}
e^{J t} & 0 \\
0 & 0
\end{array}\right] W^{-1}
$$

The matrices $\mathcal{G}_{p c}, \mathcal{G}_{p o}$ are the proper controllability and observability Gramians. We also define

$$
\mathcal{G}_{i c}=\sum_{k=0}^{v-1} F_{k} B B^{T} F_{k}^{T}, \quad \mathcal{G}_{i o}=\sum_{k=0}^{v-1} F_{k}^{T} C^{T} C F_{k}
$$

where

$$
F_{k}=T^{-1}\left[\begin{array}{cc}
0 & 0 \\
0 & -N^{k}
\end{array}\right] W^{-1}, \quad k=0,1, \cdots, v-1 .
$$

The matrices $\mathcal{G}_{i c}, \mathcal{G}_{i o}$ are the improper controllability and observability Gramians, respectively.

Concerning the proper and improper Gramians, we have the following results.

Theorem 3 ([18,21]). Let the pencil $\lambda E-A$ be stable. Then, the PGCTLEs

$$
\begin{array}{lc}
A \mathcal{G}_{p c} E^{T}+E \mathcal{G}_{p c} A^{T}+P_{l} B B^{T} P_{l}^{T}=0, & \mathcal{G}_{p c}=P_{r} \mathcal{G}_{p c} P_{r}^{T} \\
A^{T} \mathcal{G}_{p o} E+E^{T} \mathcal{G}_{p o} A+P_{r}^{T} C^{T} C P_{r}=0, & \mathcal{G}_{p o}=P_{l}^{T} \mathcal{G}_{p o} P_{l} \tag{7}
\end{array}
$$

have unique symmetric, positive semidefinite solutions. Similarly, the unique solutions of the PGDTLEs

$$
\begin{align*}
& A \mathcal{G}_{i c} A^{T}-E \mathcal{G}_{i c} E^{T}=\left(I-P_{l}\right) B B^{T}\left(I-P_{l}\right)^{T}, \quad P_{r} \mathcal{G}_{i c} P_{r}^{T}=0,  \tag{8}\\
& A^{T} \mathcal{G}_{i o} A-E^{T} \mathcal{G}_{i o} E=\left(I-P_{r}\right)^{T} C^{T} C\left(I-P_{r}\right), \quad P_{l}^{T} \mathcal{G}_{i o} P_{l}=0 . \tag{9}
\end{align*}
$$

are also symmetric, positive semidefinite. Moreover, the eigenvalues of $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$ and $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i 0} A$ are non-negative.

Definition $2([18,21])$. Suppose that $\lambda E-A$ is a stable pencil. Let $n_{f}, n_{\infty}$ be the dimensions of the deflating subspaces of its finite and infinite eigenvalues, respectively. Then,

1. the proper Hankel singular values $\zeta_{i}$ are defined as the square roots of the largest $n_{f}$ eigenvalues of $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$.
2. the improper Hankel singular values $\theta_{i}$ are defined as the square roots of the largest $n_{\infty}$ eigenvalues of $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i 0} A$.

It was shown in $[18,21]$ that after applying an equivalence transformation $(\widetilde{W}, \widetilde{T})$ to the system, two controllability Gramians $\mathcal{G}_{p c}$ and $\mathcal{G}_{i c}$ turn into

$$
\widetilde{\mathcal{G}}_{p c}=\widetilde{T}^{-1} \mathcal{G}_{p c} \widetilde{T}^{-T}, \quad \widetilde{\mathcal{G}}_{i c}=\widetilde{T}^{-1} \mathcal{G}_{i c} \widetilde{T}^{-T}
$$

Similarly, two observability Gramians $\mathcal{G}_{p o}$ and $\mathcal{G}_{i o}$ become

$$
\widetilde{\mathcal{G}}_{p o}=\widetilde{W}^{-T} \mathcal{G}_{p o} \widetilde{W}^{-1}, \quad \widetilde{\mathcal{G}}_{i o}=\widetilde{W}^{-T} \mathcal{G}_{i o} \widetilde{W}^{-1} .
$$

Moreover,

$$
\widetilde{\mathcal{G}}_{p c} \widetilde{E}^{T} \widetilde{\mathcal{G}}_{p o} \widetilde{E}=\widetilde{T}^{-1} \mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E \widetilde{T}, \quad \widetilde{\mathcal{G}}_{i c} \widetilde{A}^{T} \widetilde{\mathcal{G}}_{i o} \widetilde{A}=\widetilde{T}^{-1} \mathcal{G}_{i c} E^{T} \mathcal{G}_{i 0} E \widetilde{T}
$$

Thus, under any system equivalence transformation, the proper and improper Hankel singular values of the descriptor system in (1) are invariant.

The concepts of the balanced realization and balance transformation of the standard state-space system are generalized to the descriptor system in (1) as follows.

Definition 3 ([18,21]). Define $\Sigma=\operatorname{diag}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{n_{f}}\right)$ and $\Theta=\operatorname{diag}\left(\theta_{1}, \theta_{2}, \cdots, \theta_{n_{\infty}}\right)$. If

$$
\mathcal{G}_{p o}=\mathcal{G}_{p c}=\left[\begin{array}{ll}
\Sigma & 0 \\
0 & 0
\end{array}\right], \quad \mathcal{G}_{i o}=\mathcal{G}_{i c}=\left[\begin{array}{cc}
0 & 0 \\
0 & \Theta
\end{array}\right]
$$

then $(E, A, B, C)$ is called a balanced system.
Definition $4([18,21])$. The system equivalence transformation $\left(W_{b}, T_{b}\right)$ of the descriptor system in (1) is called a balance transformation if the transformed realization $\left(W_{b} E T_{b}, W_{b} A T_{b}, W_{b} B, C T_{b}\right)$ is balanced.

### 2.2. Model Reduction Based on Gramians for Descriptor Systems

It is well known that Gramians are essential in a balanced truncation for standard state-space systems. In this subsection, we outline the generalization for descriptor systems.

Define the Cholesky factorizations [25] for the proper and improper Gramians as follows:

$$
\mathcal{G}_{p c}=R_{p} R_{p}^{T}, \quad \mathcal{G}_{p o}=L_{p} L_{p}^{T}, \quad \mathcal{G}_{i c}=R_{i} R_{i}^{T}, \quad \mathcal{G}_{i o}=L_{i} L_{i}^{T} .
$$

where $R_{p}, L_{p}, R_{i}, L_{i} \in \mathbb{R}^{n \times n}$ are the lower triangular matrices.
Then, we define the singular value decompositions [25] of $L_{p}^{T} E R_{p}$ and $L_{i}^{T} A R_{i}$ as follows:

$$
L_{p}^{T} E R_{p}=U_{p} \Sigma V_{p}^{T}, \quad L_{i}^{T} A R_{i}=U_{i} \Theta V_{i}^{T} .
$$

Here, $U_{p}, V_{p}, U_{i}, V_{i}$ are orthogonal, and $\Sigma=\operatorname{diag}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{n_{f}}\right)$, $\Theta=\operatorname{diag}\left(\theta_{1}, \theta_{2}, \cdots, \theta_{n_{\infty}}\right)$. It was shown in $[18,21]$ that if the descriptor system in (1) is completely controllable and completely observable, then the system equivalence transformation $\left(W_{b}, T_{b}\right)$ defined by

$$
W_{b}=\left[\begin{array}{c}
\Sigma^{-1 / 2} U_{p}^{T} L_{p}^{T} \\
\Theta^{-1 / 2} U_{i}^{T} L_{i}^{T}
\end{array}\right], \quad T_{b}=\left[R_{p} V_{p} \Sigma^{-1 / 2}, R_{i} V_{i} \Theta^{-1 / 2}\right],
$$

is a balance transformation of (1).
In [18], a balanced truncation square-root method was proposed for the model reduction of the descriptor system in (1). It is a direct generalization of the balanced truncation square-root method for standard state-space systems.

As pointed out in [18], when the system is highly unbalanced, the balanced truncation square-root method may be unstable. This will also happen when the deflating subspaces of the finite and infinite eigenvalues have a small angle. To overcome this disadvantage, Stykel proposed a BFSR model reduction method for descriptor systems, which is a generalization of the BFSR method proposed in [20] for standard linear systems. This BFSR model reduction method for the descriptor system in (1) is described in Algorithm 1.

## Algorithm 1 The BFSR method based on Gramians.

Input: the system matrices $E, A, B, C$.
Output: the reduced system matrices $\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C}$.

1. Compute the low-rank factors $R_{p}, L_{p}, R_{i}, L_{i}$ of $\mathcal{G}_{p c}, \mathcal{G}_{p o}, \mathcal{G}_{i c}, \mathcal{G}_{i o}$.
2. Compute the skinny SVD

$$
L_{p}^{T} E R_{p}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right]\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]^{T}
$$

with $\Sigma_{1}=\operatorname{diag}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{l_{f}}\right)$ and $\Sigma_{2}=\operatorname{diag}\left(\zeta_{l_{f}+1}, \zeta_{l_{f}+2}, \cdots, \zeta_{r_{p}}\right)$ with $r_{p}=\operatorname{rank}\left(L_{p}^{T} E R_{p}\right)$.
3. Compute the skinny SVD

$$
L_{i}^{T} A R_{i}=U_{3} \Theta V_{3}^{T}
$$

where $\Theta=\operatorname{diag}\left(\theta_{1}, \theta_{2}, \cdots, \theta_{l_{\infty}}\right)$ and $l_{\infty}=\operatorname{rank}\left(L_{i}^{T} A R_{i}\right)$.
4. Compute the skinny QR factorization

$$
\left[R_{p} V_{1}, R_{i} V_{3}\right]=Q_{R} R_{0}, \quad\left[L_{p} U_{1}, L_{i} U_{3}\right]=Q_{L} L_{0}
$$

where the columns of $Q_{R}, Q_{L}$ are orthonormal and those of $R_{0}, L_{0}$ are nonsingular.
5. Construct a reduced system

$$
(\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C})=\left(Q_{L}^{T} E Q_{R}, Q_{L}^{T} A Q_{R}, Q_{L}^{T} B, C Q_{R}\right) .
$$

As shown in [18,26], the reduced system $\widehat{H}(s)$ generated by the BFSR method is also stable if the original system in (1) is c-stable. Moreover, the upper bound on the $\mathbb{H}_{\infty}$ norm of the error between the original system and the reduced system is given by

$$
\begin{equation*}
\|H-\widehat{H}\|_{\mathbb{H}_{\infty}} \leq 2\left(\zeta_{l_{f}+1}+\zeta_{l_{f}+2}+\cdots+\zeta_{n_{f}}\right) . \tag{10}
\end{equation*}
$$

The main computational work in the BFSR method based on Gramians is to compute the low-rank factors of the solutions of the PGCTLEs ((6) and (7)) and the PGDTLEs ((8) and (9)). The low-rank factors of Gramians can be computed efficiently by the LR-ADI and the LR-Smith [19]. These two methods are generalizations of the well-known LR-ADI and LR-Smith [27] for standard continuous-time and discrete-time Lyapunov equations. For completeness and comparison, we outline the LR-ADI and LR-Smith for solving the PGCTLEs and PGDTLEs in Algorithms 2 and 3, respectively. In [19,28], it was also proposed how we should choose the shift parameters in the LR-ADI iteration.

## Algorithm 2 LR-ADI for PGCTLE

Input: $E, A, B$; the shifts $\left\{\tau_{1}, \tau_{2}, \cdots, \tau_{s}\right\}$.
Output: $Z_{k}$ such that $Z_{k} Z_{k}^{T}$ is an approximate solution of the PGCTLE (6).

1. Compute $Z^{(1)}=\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)}\left(E+\tau_{1} A\right)^{-1} P_{l} B$;
2. $\operatorname{Set} Z_{1}=Z^{(1)}$;
3. For $k=2,3, \cdots$

$$
\begin{aligned}
& \quad Z^{(k)}=\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left[I-\left(\bar{\tau}_{k-1}+\tau_{k}\right)\left(E+\tau_{k} A\right)^{-1} A\right] Z^{(k-1)} ; \\
& \quad Z_{k}=\left[Z_{k-1}, Z^{(k)}\right] \\
& \text { End For }
\end{aligned}
$$

## Algorithm 3 LR-Smith for PGDTLE

Input: $E, A, B$.
Output: $\widetilde{Z}_{k}$ such that $\widetilde{Z}_{k} \widetilde{Z}_{k}^{T}$ is a solution of the PGDTLE (8).

1. $\quad \widetilde{Z}^{(1)}=A^{-1}\left(I-P_{l}\right) B$;
2. $\operatorname{Set} \widetilde{Z}_{1}=\widetilde{Z}^{(1)}$;
3. For $k=2,3, \cdots, v$

$$
\begin{aligned}
& \qquad \widetilde{Z}^{(k)}=A^{-1} E \widetilde{Z}^{(k-1)} ; \\
& \widetilde{Z}_{k}=\left[\widetilde{Z}_{k-1}, \widetilde{Z}^{(k)}\right] ; \\
& \text { End For }
\end{aligned}
$$

## 3. Model Reduction Based on Cross Gramians

In this section, we consider the model reduction method based on cross Gramians for square descriptor systems. First, we present the definition of the proper cross Gramian and improper cross Gramian and show that the proper cross Gramian of the square descriptor system in (1) is the unique solution of a projected generalized continuous-time Sylvester equation (PGCTSE), whereas the improper cross Gramian is the unique solution of a projected generalized discrete-time Sylvester equation (PGDTSE). Then, a balancing transformation for the square descriptor system in (1) is established by exploiting the proper cross Gramian and improper cross Gramian. Finally, we develop a cross-Gramian-based BFSR model reduction method. Moreover, we also consider the numerical solution of the PGCTSE and PGDTSE and generalize the LR-ADI and LR-Smith methods to these two matrix equations.

### 3.1. Cross-Gramian-Based Balanced Realization

Cross Gramians $[17,29]$ are another kind of Gramian and are defined only for standard square systems. We can extend them to a square descriptor system as follows.

Definition 5. For a stable square descriptor system $H(s)=C(s E-A)^{-1} B$, its proper cross Gramian is defined as

$$
\begin{equation*}
X=\int_{0}^{\infty} \mathcal{F}(t) B C \mathcal{F}(t) d t \tag{11}
\end{equation*}
$$

and its improper cross Gramian is defined as

$$
\begin{equation*}
Y=\sum_{k=0}^{v-1} F_{k} B C F_{k} . \tag{12}
\end{equation*}
$$

It is easy to show that the proper cross Gramian $X$ is the unique solution of the PGCTSE

$$
\begin{equation*}
A X E+E X A+P_{l} B C P_{r}=0, \quad X=P_{r} X P_{l} \tag{13}
\end{equation*}
$$

whereas the improper cross Gramian $Y$ is the unique solution of the PGDTSE

$$
\begin{equation*}
A Y A-E Y E=\left(I-P_{l}\right) B C\left(I-P_{r}\right), \quad P_{r} Y P_{l}=0 . \tag{14}
\end{equation*}
$$

Theorem 4. Let (1) be a SISO descriptor system or a square descriptor system with $C(P A)^{k} P B=$ $\left(C(P A)^{k} P B\right)^{T}$ for all $k \geq 0$, where

$$
P=T^{-1}\left[\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right] W^{-1}
$$

Assume that this system is completely controllable and completely observable. Then, we have

$$
(X E)^{2}=\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E
$$

Proof. Define

$$
\widehat{X}=T X W=\left[\begin{array}{ll}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right]
$$

where $\widehat{X}_{11} \in \mathbb{R}^{n_{f} \times n_{f}}, \widehat{X}_{22} \in \mathbb{R}^{n_{\infty} \times n_{\infty}}, \widehat{X}_{12} \in \mathbb{R}^{n_{f} \times n_{\infty}}$, and $\widehat{X}_{21} \in \mathbb{R}^{n_{\infty} \times n_{f}}$.
Partition $W^{-1} B$ and $C T^{-1}$ appropriately as

$$
W^{-1} B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad C T^{-1}=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right] .
$$

We can show that the solution $X$ of the PGCTSE (13) can be formulated as

$$
X=T^{-1}\left(\begin{array}{cc}
\widehat{X}_{11} & 0  \tag{15}\\
0 & 0
\end{array}\right) W^{-1}
$$

where $\widehat{X}_{11}$ is the solution of

$$
\begin{equation*}
J \widehat{X}_{11}+\widehat{X}_{11} J+B_{1} C_{1}=0 \tag{16}
\end{equation*}
$$

Correspondingly, the solutions $\mathcal{G}_{p c}$ and $\mathcal{G}_{p o}$ of the PGCTLEs ((6) and (8)) can be expressed as

$$
\begin{align*}
\mathcal{G}_{p c} & =T^{-1}\left(\begin{array}{cc}
\widehat{\mathcal{G}}_{p c}^{(11)} & 0 \\
0 & 0
\end{array}\right) T^{-T},  \tag{17}\\
\mathcal{G}_{p o} & =W^{-T}\left(\begin{array}{cc}
\widehat{\mathcal{G}}_{p o}^{(11)} & 0 \\
0 & 0
\end{array}\right) W^{-1} \tag{18}
\end{align*}
$$

where $\widehat{\mathcal{G}}_{p c}^{(11)}$ and $\mathcal{G}_{p o}^{(11)}$ are, respectively, the solutions of

$$
\begin{align*}
& J \widehat{\mathcal{G}}_{p c}^{(11)}+\widehat{\mathcal{G}}_{p c}^{(11)} J^{T}+B_{1} B_{1}^{T}=0,  \tag{19}\\
& J^{T} \widehat{\mathcal{G}}_{p o}^{(11)}+\widehat{\mathcal{G}}_{p o}^{(11)} J+C_{1}^{T} C_{1}=0 . \tag{20}
\end{align*}
$$

Since $H(s)=C(s E-A)^{-1} B$ is completely controllable and completely observable, it follows from Theorems 1 and 2 that the standard stable system $C_{1}(s I-J)^{-1} B_{1}$ is controllable and observable. On the one hand, if $H(s)$ is a SISO system, then $C_{1}(s I-J)^{-1} B_{1}$ is also a SISO system. On the other hand, if $H(s)$ is a system with $C(P A)^{k} P B=\left(C(P A)^{k} P B\right)^{T}$ for all $k \geq 0$, it is easy to verify that $C_{1} J^{k} B_{1}=\left(C_{1} J^{k} B_{1}\right)^{T}$ for all $k \geq 0$, i.e., $C_{1}(s I-J)^{-1} B_{1}$ is a symmetric system. Thus, from [17], it follows that $\widehat{X}_{11}^{2}=\widehat{\mathcal{G}}_{p c}^{(11)} \widehat{\mathcal{G}}_{p o}^{(11)}$, and $\widehat{X}_{11}$ can be decomposed into $\widehat{X}_{11}=Z_{X} D_{X} Z_{X}^{-1}$ with $D_{X}$ being a real diagonal nonsingular matrix.

It follows from (15) and (3) that

$$
X E=T^{-1}\left(\begin{array}{cc}
\widehat{X}_{11} & 0 \\
0 & 0
\end{array}\right) W^{-1} W\left[\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right] T=T^{-1}\left(\begin{array}{cc}
\widehat{X}_{11} & 0 \\
0 & 0
\end{array}\right) T .
$$

Thus, we obtain

$$
(X E)^{2}=T^{-1}\left(\begin{array}{cc}
\widehat{X}_{11}^{2} & 0 \\
0 & 0
\end{array}\right) T
$$

By (17), (18), and (3), we obtain

$$
\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E=T^{-1}\left(\begin{array}{cc}
\widehat{\mathcal{G}}_{p c}^{(11)} \widehat{\mathcal{G}}_{p o}^{(11)} & 0  \tag{21}\\
0 & 0
\end{array}\right) T .
$$

Thus,

$$
(X E)^{2}=\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E .
$$

Theorem 5. Let (1) be a SISO descriptor system or a square descriptor system with $C(\widetilde{P} A)^{k} \widetilde{P} B=$ $\left(C(\widetilde{P} A)^{k} \widetilde{P} B\right)^{T}$ for all $k \geq 0$, where

$$
\widetilde{P}=T^{-1}\left[\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right] W^{-1}
$$

Assume that $H(s)=C(s E-A)^{-1} B$ is completely controllable and completely observable. Then, we have

$$
(Y A)^{2}=\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A
$$

Proof. Define

$$
\widehat{Y}=T Y W=\left[\begin{array}{ll}
\widehat{Y}_{11} & \widehat{Y}_{12} \\
\widehat{Y}_{21} & \widehat{Y}_{22}
\end{array}\right],
$$

where $\widehat{Y}_{11} \in \mathbb{R}^{n_{f} \times n_{f}}, \widehat{Y}_{22} \in \mathbb{R}^{n_{\infty} \times n_{\infty}}, \widehat{Y}_{12} \in \mathbb{R}^{n_{f} \times n_{\infty}}$, and $\widehat{Y}_{21} \in \mathbb{R}^{n_{\infty} \times n_{f}}$.
Similarly, it is easy to show that the solution $Y$ of the PGDTSE (14) can be formulated as

$$
Y=T^{-1}\left(\begin{array}{cc}
0 & 0  \tag{22}\\
0 & \widehat{Y}_{22}
\end{array}\right) W^{-1}
$$

where $\widehat{Y}_{22}$ is the solution of

$$
\widehat{Y}_{22}-N \widehat{Y}_{22} N=B_{2} C_{2}
$$

That is, $\widehat{Y}_{22}$ can be formulated as

$$
\widehat{Y}_{22}=\sum_{k=0}^{\gamma-1} N^{k} B_{2} C_{2} N^{k}
$$

We now consider the improper Gramians $\mathcal{G}_{i c}$ and $\mathcal{G}_{i o}$, which are, respectively, the solutions of these two PGDTLEs ((7) and (9)). We have

$$
\begin{align*}
\mathcal{G}_{i c} & =T^{-1}\left(\begin{array}{cc}
0 & 0 \\
0 & \widehat{\mathcal{G}}_{i c}^{(22)}
\end{array}\right) T^{-T}  \tag{23}\\
\mathcal{G}_{i o} & =W^{-T}\left(\begin{array}{cc}
0 & 0 \\
0 & \widehat{\mathcal{G}}_{i o}^{(22)}
\end{array}\right) W^{-1} \tag{24}
\end{align*}
$$

where $\widehat{\mathcal{G}}_{i c}^{(22)}$ and $\mathcal{G}_{i o}^{(22)}$ are the solutions of

$$
\begin{aligned}
& \widehat{\mathcal{G}}_{i c}^{(22)}-N \widehat{\mathcal{G}}_{i c}^{(22)} N^{T}=B_{2} B_{2}^{T}, \\
& \widehat{\mathcal{G}}_{i o}^{(22)}-N^{T} \widehat{\mathcal{G}}_{i o}^{(22)} N=C_{2}^{T} C_{2},
\end{aligned}
$$

i.e.,

$$
\widehat{\mathcal{G}}_{i c}^{(22)}=\sum_{k=0}^{\gamma-1} N^{k} B_{2} B_{2}^{T}\left(N^{T}\right)^{k}, \quad \widehat{\mathcal{G}}_{i o}^{(22)}=\sum_{k=0}^{\gamma-1}\left(N^{T}\right)^{k} C_{2}^{T} C_{2} N^{k} .
$$

Since $H(s)=C(s E-A)^{-1} B$ is a SISO descriptor system or a square descriptor system with $C(\widetilde{P} A)^{k} \widetilde{P} B=\left(C(\widetilde{P} A)^{k} \widetilde{P} B\right)^{T}$ for all $k \geq 0$, it follows that for any $i, j \geq 0$,

$$
N^{i} B_{2} B_{2}^{T}\left(N^{T}\right)^{i} *\left(N^{T}\right)^{j} C_{2}^{T} C_{2} N^{j}=N^{i} B_{2} C_{2} N^{i} * N^{j} B_{2} C_{2} N^{j}
$$

Therefore, $\widehat{Y}_{22}^{2}=\widehat{\mathcal{G}}_{i c}^{(22)} \widehat{\mathcal{G}}_{i o}^{(22)}$, i.e., $(Y A)^{2}=\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A$. Correspondingly, $\widehat{Y}_{22}$ can be decomposed into $\widehat{X}_{22}=Z_{Y} D_{Y} Z_{Y}^{-1}$, with $D_{Y}$ being a real diagonal nonsingular matrix.

It is shown that $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$ has $n_{f}$ positive eigenvalues and $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A$ has $n_{\infty}$ positive eigenvalues. The square roots of the largest $n_{f}$ eigenvalues of $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$, denoted by $\zeta_{j}$, are called the proper Hankel singular values of $H(s)=C(s E-A)^{-1} B$, whereas the square roots of the largest $n_{\infty}$ eigenvalues of $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i 0} A$, denoted by $\theta_{j}$, are called the improper Hankel singular values of $H(s)=C(s E-A)^{-1} B$.

From (21), it follows that the largest $n_{f}$ eigenvalues of $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$ are also the eigenvalues of $\widehat{\mathcal{G}}_{p c}^{(11)} \widehat{\mathcal{G}}_{p o}^{(11)}$. Thus, from [17], we have

$$
\begin{equation*}
\left|D_{X}\right|^{1 / 2} Z_{X}^{-1} \widehat{\mathcal{G}}_{p c}^{(11)} Z_{X}^{-T}\left|D_{X}\right|^{1 / 2}=\left|D_{X}\right|^{-1 / 2} Z_{X}^{T} \widehat{\mathcal{G}}_{p o}^{(11)} Z_{X}\left|D_{X}\right|^{-1 / 2}=\Sigma, \tag{25}
\end{equation*}
$$

where $\Sigma=\operatorname{diag}\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{n_{f}}\right)$. Similarly, we have

$$
\begin{equation*}
\left|D_{Y}\right|^{1 / 2} Z_{Y}^{-1} \widehat{\mathcal{G}}_{i c}^{(22)} Z_{Y}^{-T}\left|D_{Y}\right|^{1 / 2}=\left|D_{Y}\right|^{-1 / 2} Z_{Y}^{T} \widehat{\mathcal{G}}_{i o}^{(22)} Z_{Y}\left|D_{Y}\right|^{-1 / 2}=\Theta, \tag{26}
\end{equation*}
$$

where $\Theta=\operatorname{diag}\left(\theta_{1}, \theta_{2}, \cdots, \theta_{n_{\infty}}\right)$.
Partition $T^{-1}$ and $W^{-1}$ as

$$
T^{-1}=\left[\begin{array}{ll}
T_{1} & T_{2}
\end{array}\right], \quad W^{-1}=\left[\begin{array}{l}
W_{1} \\
W_{2}
\end{array}\right],
$$

where $T_{1} \in \mathbb{R}^{n \times n_{f}}$ and $W_{1} \in \mathbb{R}^{n_{f} \times n}$.

Define

$$
W_{b}=\left[\begin{array}{c}
\left|D_{X}\right|^{1 / 2} Z_{X}^{-1} W_{1}  \tag{27}\\
\left|D_{Y}\right|^{1 / 2} Z_{Y}^{-1} W_{2}
\end{array}\right], \quad T_{b}=\left[T_{1} Z_{X}\left|D_{X}\right|^{-1 / 2}, T_{2} Z_{Y}\left|D_{Y}\right|^{-1 / 2}\right]
$$

By (25) and (26), we obtain

$$
\begin{aligned}
& T_{b}^{-1} \mathcal{G}_{p c} T_{b}^{-T}=W_{b}^{-T} \mathcal{G}_{p o} W_{b}^{-1}=\left[\begin{array}{cc}
\Sigma & 0 \\
0 & 0
\end{array}\right] \\
& T_{b}^{-1} \mathcal{G}_{i c} T_{b}^{-T}=W_{b}^{-T} \mathcal{G}_{i o} W_{b}^{-1}=\left[\begin{array}{cc}
0 & 0 \\
0 & \Theta
\end{array}\right]
\end{aligned}
$$

Thus, $\left(W_{b}, T_{b}\right)$ defined as in (27) is a balancing transformation of the descriptor system $H(s)=C(s E-A)^{-1} B$.

Assume that the proper cross Gramian $X$ and the improper cross Gramian $Y$ are formulated as follows:

$$
X=Z_{X} \widetilde{Z}_{X}^{T}, \quad Y=Z_{Y} \widetilde{Z}_{Y}^{T}
$$

Let $\widetilde{Z}_{X}^{T} E Z_{X}=U_{X} D_{X} U_{X}^{-1}$ and $\widetilde{Z}_{Y}^{T} A Z_{Y}=U_{Y} D_{Y} U_{Y}^{-1}$, respectively, be the Jordan decompositions of $\widetilde{Z}_{X}^{T} E Z_{X}$ and $\widetilde{Z}_{Y}^{T} A Z_{Y}$. Define

$$
W_{b}=\left[\begin{array}{c}
\left|D_{X}\right|^{1 / 2} U_{X}^{-1} \widetilde{Z}_{X}^{T} \\
\left|D_{Y}\right|^{1 / 2} U_{Y}^{-1} \widetilde{Z}_{Y}^{T}
\end{array}\right], \quad T_{b}=\left[Z_{X} U_{X}\left|D_{X}\right|^{-1 / 2}, Z_{Y} U_{Y}\left|D_{Y}\right|^{-1 / 2}\right] .
$$

Similarly, we can show that $\left(W_{b}, T_{b}\right)$ as defined above is also a balancing transformation of the descriptor system $H(s)=C(s E-A)^{-1} B$.

For more details on the balancing transformation of a descriptor system, the interested reader is referred to [18].

### 3.2. Cross-Gramian-Based Model Reduction

The cross-Gramian-based version of the BFSR method for standard state-space systems was proposed by Baur and Benner [16]. In this subsection, we extend the idea to obtain a cross-Gramian-based BFSR method for square descriptor systems.

The balancing-free square-root method is more stable numerically than the squareroot method when the system has poor balance (see, for example, [20]). The BFSR model reduction method for the descriptor system in (1) is described in Algorithm 4.

As we know, the reduced system for the standard system generated by the BFSR model reduction method is stable. Note that the transfer function $H(s)$ can be written as $H(s)=H_{s p}(s)+P(s)$, where $H_{s p}(s)$ and $P(s)$ are the strictly proper rational part and the polynomial part of $H(s)$, respectively. Following [18], we can prove that the reduced transfer function is $\widehat{H}(s)=\widehat{H}_{s p}(s)+P(s)$, that is, that $H(s)$ and $\widehat{H}(s)$ have the same polynomial part. Then, under the conditions in Theorems 4 and 5, the stability and error bounds

$$
\|H-\widehat{H}\|_{\mathbb{H}_{\infty}}=\left\|H_{s p}-\widehat{H}_{s p}\right\|_{\mathbb{H}_{\infty}} \leq 2\left(\zeta_{l_{f}+1}+\zeta_{l_{f}+2}+\cdots+\zeta_{n_{f}}\right)
$$

can be proved similarly to [16].

## Algorithm 4 The BFSR method based on cross Gramians

Input: $E, A, B, C$.
Output: $(\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C})$.

1. Compute the low-rank matrix $Z_{X}, \widetilde{Z}_{X} \in \mathbb{R}^{n \times r}$ of the proper cross Gramian $X$.
2. Compute the low-rank factors $Z_{Y}, \widetilde{Z}_{Y} \in \mathbb{R}^{n \times r}$ of the improper cross Gramian $Y$.
3. Compute the real Schur decomposition

$$
\widetilde{Z}_{X}^{T} E Z_{X}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Phi_{1} & \star \\
0 & \Phi_{2}
\end{array}\right]\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]^{T}
$$

where $\Phi_{1} \in \mathbb{R}^{l_{f} \times l_{f}}, \Phi_{2} \in \mathbb{R}^{\left(r-l_{f}\right) \times\left(r-l_{f}\right)}$ with $\left|\lambda_{i}\left(\Phi_{1}\right)\right| \geq\left|\lambda_{j}\left(\Phi_{2}\right)\right|, i=1,2, \cdots, l_{f}, j=$ $1,2, \cdots, r-l_{f}$.
4. Compute the real Schur decomposition

$$
Z_{X}^{T} E^{T} \widetilde{Z}_{X}=\left[\begin{array}{cc}
\widetilde{U}_{1} & \widetilde{U}_{2}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\Phi}_{1} & \star \\
0 & \widetilde{\Phi}_{2}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{U}_{1} & \widetilde{U}_{2}
\end{array}\right]^{T}
$$

where $\widetilde{\Phi}_{1} \in \mathbb{R}^{l_{f} \times l_{f}}, \widetilde{\Phi}_{2} \in \mathbb{R}^{\left(r-l_{f}\right) \times\left(r-l_{f}\right)}$ with $\left|\lambda_{i}\left(\widetilde{\Phi}_{1}\right)\right| \geq\left|\lambda_{j}\left(\widetilde{\Phi}_{2}\right)\right|, i=1,2, \cdots, l_{f}, j=$ $1,2, \cdots, r-l_{f}$.
5. Compute the real Schur decomposition

$$
\widetilde{Z}_{Y}^{T} A Z_{Y}=V \Theta V^{T}
$$

6. Compute the real Schur decomposition

$$
Z_{Y}^{T} A^{T} \widetilde{Z}_{Y}=\widetilde{V} \widetilde{\Theta} \widetilde{V}^{T}
$$

7. Compute the skinny QR decompositions

$$
\left[Z_{X} U_{1}, Z_{Y} V\right]=Q_{R} R_{0}, \quad\left[\widetilde{Z}_{X} \widetilde{U}_{1}, \widetilde{Z}_{Y} \widetilde{V}\right]=Q_{L} L_{0}
$$

where the columns of $Q_{R}, Q_{L} \in \mathbb{R}^{n \times l}$ are orthonormal, and the matrices $R_{0}, L_{0} \in \mathbb{R}^{l \times l}$ are nonsingular.
8. Construct the reduced system matrices

$$
(\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C})=\left(Q_{L}^{T} E Q_{R}, Q_{L}^{T} A Q_{R}, Q_{L}^{T} B, C Q_{R}\right) .
$$

### 3.3. Low-Rank Iterative Methods for PGCTSE and PGDTSE

We now study how to compute the low-rank factors of the solutions of the PGCTSE (13) and the PGDTSE (14).

By multiplying Equation (13) by $A^{-1}$ on the left and right, respectively, we obtain the following projected matrix equation

$$
\begin{equation*}
\left(A^{-1} E\right) X+X E A^{-1}+A^{-1} P_{l} B C P_{r} A^{-1}=0, \quad X=P_{r} X P_{l} . \tag{28}
\end{equation*}
$$

Following the idea of the ADI iteration, we can produce the iterates $X_{k}$ for (28) by solving the following matrix equations

$$
\begin{aligned}
\left(A^{-1} E+\tau_{k} I\right) X_{k-\frac{1}{2}} & =-X_{k-1}\left(E A^{-1}-\tau_{k} I\right)-A^{-1} P_{l} B C P_{r} A^{-1} \\
X_{k}\left(E A^{-1}+\bar{\tau}_{k} I\right) & =-\left(A^{-1} E-\bar{\tau}_{k} I\right) X_{k-\frac{1}{2}}-A^{-1} P_{l} B C P_{r} A^{-1}
\end{aligned}
$$

The real parts of the shift parameters are negative, that is, $\left\{\tau_{k}\right\}$ belong to $\mathbb{C}^{-}$. The initial iterate is $X_{0}=0$. These two iteration steps can be rewritten into one single iteration step as follows:

$$
\begin{align*}
X_{k}= & \left(A^{-1} E+\tau_{k} I\right)^{-1}\left(A^{-1} E-\bar{\tau}_{k} I\right) X_{k-1}\left(E A^{-1}-\tau_{k} I\right)\left(E A^{-1}+\bar{\tau}_{k} I\right)^{-1} \\
& -2 \operatorname{Re}\left(\tau_{k}\right)\left(A^{-1} E+\tau_{k} I\right)^{-1} A^{-1} P_{l} B C P_{r} A^{-1}\left(E A^{-1}+\bar{\tau}_{k} I\right)^{-1} . \tag{29}
\end{align*}
$$

We can rewrite the iteration (29) as

$$
\begin{align*}
X_{k}= & \left(E+\tau_{k} A\right)^{-1}\left(E-\bar{\tau}_{k} A\right) X_{k-1}\left(E-\tau_{k} A\right)\left(E+\bar{\tau}_{k} A\right)^{-1} \\
& -2 \operatorname{Re}\left(\tau_{k}\right)\left(E+\tau_{k} A\right)^{-1} P_{l} B C P_{r}\left(E+\bar{\tau}_{k} A\right)^{-1} . \tag{30}
\end{align*}
$$

After some simple calculations, we can obtain the expression of the error matrix $X-X_{k}$ Let $X$ denote the exact solution of (13).

$$
\begin{align*}
X-X_{k} & =\left(E+\tau_{k} A\right)^{-1}\left(E-\bar{\tau}_{k} A\right)\left(X-X_{k-1}\right)\left(E-\tau_{k} A\right)\left(E+\bar{\tau}_{k} A\right)^{-1} \\
& =\cdots  \tag{31}\\
& =\mathcal{A}_{k} X \widetilde{\mathcal{A}}_{k},
\end{align*}
$$

where $X$ is the solution of (13), and

$$
\begin{equation*}
\mathcal{A}_{k}=P_{r}\left(E+\tau_{k} A\right)^{-1}\left(E-\bar{\tau}_{k} A\right) \cdots\left(E+\tau_{1} A\right)^{-1}\left(E-\bar{\tau}_{1} A\right), \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{k}=\left(E-\tau_{1} A\right)\left(E+\bar{\tau}_{1} A\right)^{-1} \cdots\left(E-\tau_{k} A\right)\left(E+\bar{\tau}_{k} A\right)^{-1} P_{l} . \tag{33}
\end{equation*}
$$

By using (3) and (4), we obtain

$$
\mathcal{A}_{k}=T^{-1}\left[\begin{array}{cc}
J_{k} & 0  \tag{34}\\
0 & 0
\end{array}\right] T, \quad \widetilde{\mathcal{A}}_{k}=W\left[\begin{array}{cc}
\widetilde{J}_{k} & 0 \\
0 & 0
\end{array}\right] W^{-1}
$$

where

$$
\begin{aligned}
& J_{k}=\left(I+\tau_{k} J\right)^{-1}\left(I-\bar{\tau}_{k} J\right) \cdots\left(I+\tau_{1} J\right)^{-1}\left(I-\bar{\tau}_{1} J\right) \\
& \widetilde{J}_{k}=\left(I-\tau_{1} J\right)\left(I+\bar{\tau}_{1} J\right)^{-1} \cdots\left(I-\tau_{k} J\right)\left(I+\bar{\tau}_{k} J\right)^{-1}
\end{aligned}
$$

From Equation (31), it is obvious that we should choose the shift parameters $\left\{\tau_{k}\right\}$ so that $\left\|\mathcal{A}_{k}\right\|_{2} \cdot\left\|\widetilde{\mathcal{A}}_{k}\right\|_{2}$ is as small as possible.

From Equations (31)-(34), it follows that for the ADI approximate solution $X_{k}$, the following error estimate holds.

Theorem 6. Suppose that J in (3) is a diagonal matrix. Then, we have

$$
\left\|X-X_{k}\right\|_{2} \leqslant \kappa(W) \kappa(T) \rho\left(\widetilde{\mathcal{A}}_{k}\right) \rho\left(\mathcal{A}_{k}\right)\|X\|_{2} .
$$

Now, we consider constructing a low-rank ADI iteration. Assume that the iteration $X_{k}$ has a low-rank form as

$$
X_{k}=Z_{k} \widetilde{Z}_{k}^{T} .
$$

We point out that since the initial iteration $X_{0}$ is set to the zero matrix, the previous assumption always holds. By using $X_{k-1}=Z_{k-1} \widetilde{Z}_{k-1}^{T}$, the low-rank ADI iteration step in (30) can be rewritten as follows:

$$
X_{k}=Z_{k} \widetilde{Z}_{k}^{T}
$$

where

$$
\begin{aligned}
Z_{k} & =\left[\sqrt{-2 \operatorname{Re}\left(\tau_{k}\right)}\left(E+\tau_{k} A\right)^{-1} P_{l} B \quad\left(E+\tau_{k} A\right)^{-1}\left(E-\bar{\tau}_{k} A\right) Z_{k-1}\right] \\
\widetilde{Z}_{k}^{T} & =\left[\begin{array}{c}
\sqrt{-2 \operatorname{Re}\left(\tau_{k}\right)} C P_{r}\left(E+\bar{\tau}_{k} A\right)^{-1} \\
\widetilde{Z}_{k-1}^{T}\left(E-\tau_{k} A\right)\left(E+\bar{\tau}_{k} A\right)^{-1}
\end{array}\right] .
\end{aligned}
$$

Since both $Z_{0}$ and $\widetilde{Z}_{0}$ are zero matrices, it follows that $Z_{k}$ and $\widetilde{Z}_{k}$ are $n \times k m$. So, the rank of the approximation solution $X_{k}$ is less than or equal to km . By reversing the order of the ADI parameters $\left\{\tau_{k}\right\}$ as in [30], we obtain the following iteration step

$$
\begin{aligned}
Z_{k} & =\left[\begin{array}{cccc}
Z^{(1)} & Z^{(2)} & \cdots & Z^{(k)}
\end{array}\right] \\
\widetilde{Z}_{k}^{T} & =\left[\begin{array}{c}
\left(\widetilde{Z}^{(1)}\right)^{T} \\
\left(\widetilde{Z}^{(2)}\right)^{T} \\
\cdots \\
\left(\widetilde{Z}^{(k)}\right)^{T}
\end{array}\right],
\end{aligned}
$$

where

$$
\begin{aligned}
Z^{(1)} & =\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)}\left(E+\tau_{1} A\right)^{-1} P_{l} B, \\
Z^{(k)} & =\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left(E+\tau_{k} A\right)^{-1}\left(E-\bar{\tau}_{k-1} A\right) Z^{(k-1)}, \quad k \geq 2, \\
\left(\widetilde{Z}^{(1)}\right)^{T} & =\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)} C P_{r}\left(E+\bar{\tau}_{1} A\right)^{-1}, \\
\left(\widetilde{Z}^{(k)}\right)^{T} & =\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left(\widetilde{Z}^{(k-1)}\right)^{T}\left(E-\tau_{k-1} A\right)\left(E+\bar{\tau}_{k} A\right)^{-1}, \quad k \geq 2 .
\end{aligned}
$$

Summarily, we obtain LR-ADI for solving the PGCTSE (13), which is described in Algorithm 5.

## Algorithm 5 LR-ADI for PGCTSE

Input: $E, A, B, C$; the ADI shifts $\left\{\tau_{1}, \tau_{2}, \cdots, \tau_{s}\right\}$.
Output: $Z_{k}$ such that $Z_{k} \widetilde{Z}_{k}^{T}$ is an approximate solution of the PGCTSE (13).

1. Compute $Z^{(1)}=\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)}\left(E+\tau_{1} A\right)^{-1} P_{l} B, Z_{1}=Z^{(1)}$;
2. Compute $\left(\widetilde{Z}^{(1)}\right)^{T}=\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)} C P_{r}\left(E+\bar{\tau}_{1} A\right)^{-1}, \widetilde{Z}_{1}^{T}=\left(\widetilde{Z}^{(1)}\right)^{T}$;
3. For $k=2,3, \cdots$

$$
\begin{aligned}
& \quad Z^{(k)}=\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left[I-\left(\bar{\tau}_{k-1}+\tau_{k}\right)\left(E+\tau_{k} A\right)^{-1} A\right] Z^{(k-1)} ; \\
& \quad Z_{k}=\left[Z_{k-1}, Z^{(k)}\right] ; \\
& \quad\left(\widetilde{Z}^{(k)}\right)^{T}=\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left(\widetilde{Z}^{(k-1)}\right)^{T}\left[I-\left(\tau_{k-1}+\bar{\tau}_{k}\right) A\left(E+\bar{\tau}_{k} A\right)^{-1}\right] ; \\
& \quad \widetilde{Z}_{k}^{T}=\left[\begin{array}{c}
\widetilde{Z}_{k-1}^{T} \\
\left(\widetilde{Z}^{(k)}\right)^{T}
\end{array}\right] ; \\
& \text { End For }
\end{aligned}
$$

We note that we reuse these shift parameters circularly, as the number of parameters in Algorithm 5 is less than the number of iterations required to obtain an approximation solution, which has an error below a specified tolerance.

We now consider how to choose the shift parameters. These shift parameters are extremely important to the success of LR-ADI. In Theorem 6, we can see that the spectral
radii of two matrices $\mathcal{A}_{k}$ and $\widetilde{\mathcal{A}}_{k}$ in (34) determine the rate of convergence of the ADI iteration. Thus, we choose the shift parameters $\left\{\tau_{j}\right\}_{j=1}^{k}$ so that $\mathcal{A}_{k}$ and $\widetilde{\mathcal{A}}_{k}$ have as small spectral radii as possible. This leads to a generalized minimax problem as follows:

$$
\min _{\left\{\tau_{1}, \ldots, \tau_{k}\right\} \in \mathbb{C}^{-}} \max _{x \in \mathbb{E}_{f}} \prod_{j=1}^{k}\left|\frac{\left(1-\bar{\tau}_{j} x\right)\left(1-\tau_{j} x\right)}{\left(1+\tau_{j} x\right)\left(1+\bar{\tau}_{j} x\right)}\right|
$$

where $\mathbb{E}_{f}$ denotes a set of finite eigenvalues of the pencil $\lambda E-A$. In practice, we do not know the exact eigenvalues of the pencil $\lambda E-A$. Often, it is expensive to compute these eigenvalues. So, we will replace $\mathbb{E}_{f}$ with a domain, which contains the eigenvalues of $\lambda E-A$. Since $A$ is a nonsingular matrix, the minimax problem can be reformulated equivalently as

$$
\begin{equation*}
\min _{\left\{\tau_{1}, \ldots, \tau_{k}\right\} \subset \mathbb{C}^{-}} \max _{x \in \mathbb{E} \backslash\{0\}} \prod_{j=1}^{k}\left|\frac{\left(x-\tau_{j}\right)\left(x-\bar{\tau}_{j}\right)}{\left(x+\tau_{j}\right)\left(x+\bar{\tau}_{j}\right)}\right|, \tag{35}
\end{equation*}
$$

where $\mathbb{E}$ denotes the domains containing the spectra of the matrices $A^{-1} E$.
In [19], Stykel extended the idea in [28] to propose a heuristic algorithm for choosing the ADI parameters. By some simple calculation, we have

$$
P A=T^{-1}\left[\begin{array}{ll}
J & 0 \\
0 & 0
\end{array}\right] T .
$$

Note that the largest eigenvalues of $P A$ are the reciprocals of the smallest non-zero eigenvalues of $A^{-1} E$. So, in order to obtain the smallest non-zero eigenvalues of $A^{-1} E$, we apply the Arnoldi process to the matrix $P A$. We point out that the matrices $P, P_{r}, P_{l}$, can be computed easily from some special block structures of $E, A$ in some applications.

Now, we consider how to solve the PGDTSE (14) numerically. It is easy to verify that the solution $Y$ of the PGDTSE (14) can be expressed as

$$
Y=\sum_{i=0}^{v-1}\left(A^{-1} E\right)^{i} A^{-1}\left(I-P_{l}\right) B C\left(I-P_{r}\right) A^{-1}\left(E A^{-1}\right)^{i}
$$

So, we can rewrite the matrix $Y$ in the low-rank form as

$$
Y=Z \widetilde{Z}^{T}
$$

where $Z$ and $\widetilde{Z}^{T}$ are given by

$$
\begin{aligned}
Z & =\left[A^{-1}\left(I-P_{l}\right) B,\left(A^{-1} E\right) A^{-1}\left(I-P_{l}\right) B, \cdots,\left(A^{-1} E\right)^{v-1} A^{-1}\left(I-P_{l}\right) B\right] \\
\widetilde{Z}^{T} & =\left[\begin{array}{c}
C\left(I-P_{r}\right) A^{-1} \\
C\left(I-P_{r}\right) A^{-1}\left(E A^{-1}\right) \\
\vdots \\
C\left(I-P_{r}\right) A^{-1}\left(E A^{-1}\right)^{v-1}
\end{array}\right]
\end{aligned}
$$

From the low-rank expression of $Y$, we can propose the following low-rank Smith method for the PGDTSE, which is described in Algorithm 6.

## Algorithm 6 LR-Smith for PGDTSE

Input: $E, A, B, C^{T}$.
Output: low-rank factors $Z$ and $\widetilde{Z}$ of the solution $Y$ of the PGDTSE (14).

$$
\begin{aligned}
& \text { Compute } Z_{1}=A^{-1}\left(I-P_{l}\right) B \\
& \text { Compute } \widetilde{Z}_{1}^{T}=C\left(I-P_{r}\right) A^{-1} ; \\
& Z=Z_{1}, \widetilde{Z}^{T}=\widetilde{Z}_{1}^{T} ; \\
& \text { For } k=1, \cdots, v-1 \\
& \quad Z_{k+1}=A^{-1} E Z_{k} ; \\
& \quad \widetilde{Z}_{k+1}^{T}=\widetilde{Z}_{k}^{T} E A^{-1} ; \\
& \quad Z=\left[Z, Z_{k+1}\right] ; \\
& \quad \widetilde{Z}^{T}=\left[\begin{array}{c}
\widetilde{Z}^{T} \\
\widetilde{Z}_{k+1}^{T}
\end{array}\right] ; \\
& \text { End For }
\end{aligned}
$$

We point out that the main cost of balanced truncation methods is in solving matrix equations. For the cross-Gramian-based method and the Gramian-based method, two systems of linear equations with coefficient matrices $E+\tau A$ or $A$ are required to be solved in every iteration step of the low-rank ADI and the Smith methods. In the numerical test, the low-rank ADI and the Smith methods have the same number of iterations. So, the cross-Gramian-based approach has approximately the same computational complexity as the Gramian-based BFSR method.

## 4. Numerical Experiments

In this section, we present an example to illustrate the performance of the cross-Gramian-based BFSR method (Algorithm 4) for the model reduction of the descriptor system in (1). For the purpose of comparison, we also present the test results obtained by the Gramian-based BFSR method (Algorithm 1).

In the LR-ADI method and the Smith method for the computation of the low-rank factors of Gramians or cross Gramians, we solve the linear systems with the coefficient matrices $A$ or $E-\tau_{i} A$. In our test, we employ the LU factorization of the coefficient matrices to solve the corresponding linear systems.

In the following test, the iteration of the LR-ADI method or Smith method for solving the Lyapunov or Sylvester equations is stopped as soon as the normalized residual norm is less than $10^{-10}$.

The example we choose is the 2D instationary Stokes equation. It describes the flow of an incompressible fluid in a given domain. To construct a descriptor system, we discrete spatially the Stokes equation by applying the finite difference method with a uniform staggered grid. We obtain a descriptor system (1), where the matrices $E, A$ are sparse and have special block structures as follows:

$$
E=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] \in \mathbb{R}^{n \times n}, \quad A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & 0
\end{array}\right] \in \mathbb{R}^{n \times n} .
$$

We note that the projection $P_{l}, P_{r}$ can be formulated explicitly as

$$
P_{l}=\left[\begin{array}{cc}
\Pi & -\Pi A_{11} A_{12}\left(A_{21} A_{12}\right)^{-1} \\
0 & 0
\end{array}\right], \quad P_{r}=\left[\begin{array}{cc}
\Pi & 0 \\
-\left(A_{21} A_{12}\right)^{-1} A_{21} A_{11} \Pi & 0
\end{array}\right],
$$

where the orthogonal matrix $\Pi$ is defined as $\Pi=I-A_{12}\left(A_{21} A_{12}\right)^{-1} A_{21}$. Moreover, we can formulate the product matrix $P A$ as

$$
P A=\left[\begin{array}{cc}
\Pi A_{11} \Pi & 0 \\
-\left(A_{21} A_{12}\right)^{-1} A_{21} A_{11} \Pi A_{11} \Pi & 0
\end{array}\right],
$$

See [31,32] for more details. In this example, two matrices $A_{12}$ and $A_{21}$ are of full rank. Thus, the pencil $\lambda E-A$ has an index of 2 . In the numerical experiment, the descriptor system has the state-space dimension $n=2132$.

We first consider the SISO system, i.e., $m=p=1$. In this case, the analysis in Section 3 showed that the Gramian-based BFSR method and the cross-Gramian-based BFSR method should produce the same reduced system for the same reduced order. In Figures 1 and 2, we present the absolute errors $|H(\mathrm{i} \omega)-\widehat{H}(\mathrm{i} \omega)|$ for these two methods in a frequency range $\left[10^{-4}, 10^{6}\right]$. From Figures 1 and 2, it is clear that the errors for the Gramian-based BFSR method and the cross-Gramian-based BFSR method are almost indistinguishable.


Figure 1. The frequency response errors of the SISO reduced system generated by the Gramian-based BFSR method and the cross-Gramian-based BFSR method with the reduced order $l=9$.


Figure 2. The frequency response errors of the SISO reduced system generated by the Gramian-based BFSR method and the cross-Gramian-based BFSR method with the reduced order $l=11$.

In the following experiment, we test the model order reduction of the square MIMO descriptor system with $m=p=2$. In the experiment, the first column and rows $B$ and $C$ are the same as those in the previous experiment. The second column of $B$ is $[1,1, \cdots, 1]^{T}$, whereas the second row of $C$ is $[0,0, \cdots, 0,1]$. Since the conditions of Theorem 4 and 5 do not hold in this case, the reduced systems generated by the Gramian-based BFSR method and the cross-Gramian-based BFSR method are usually different.

In Figures 3-5, we display the $(1,1)$-th element of the absolute errors. We can see that the errors for the cross-Gramian-based BFSR method are fewer than those for the Gramian-based BFSR method in almost the whole frequency range $\left[10^{-4}, 10^{2}\right]$. This shows that the cross-Gramian-based BFSR method may generate more accurate reduced systems in low-frequency ranges.

It was shown in [16] that the cross-Gramian-based BFSR method can generate more accurate approximations for standard square nonsymmetric state-space systems since it computes the projection matrices $Q_{L}, Q_{R}$ from the cross Gramians. From the experimental results above, we can see that this maybe also holds true for square descriptor systems.


Figure 3. The frequency response errors of the MIMO reduced system generated by the Gramianbased BFSR method and the cross-Gramian-based BFSR method with the reduced order $l=16$.


Figure 4. The frequency response errors of the MIMO reduced system generated by the Gramianbased BFSR method and the cross-Gramian-based BFSR method with the reduced order $l=21$.


Figure 5. The frequency response errors of the MIMO reduced system generated by the Gramianbased BFSR method and the cross-Gramian-based BFSR method with the reduced order $l=36$.

## 5. Conclusions

We have proposed a balancing-free square-root model reduction method based on cross Gramians for square descriptor systems in this paper. It is an extension of the balancing-free square root-model reduction method based on Gramians for square standard systems. This model reduction method can be implemented efficiently by exploiting the low-rank ADI and Smith methods for solving projected Sylvester equations. Numerical experiments illustrate the effectiveness of the cross-Gramian-based balanced truncation method.
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