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Abstract: The transmission of high-speed data over communication channels is the function of digital
communication systems. Due to linear and nonlinear distortions, data transmitted through this
process is distorted. In a communication system, the channel is the medium through which signals
are transmitted. The useful signal received at the receiver becomes corrupted because it is associated
with noise, ISI, CCI, etc. The equalizers function at the front end of the receiver to eliminate these
factors, and they are designed to make them work efficiently with proper network topology and
parameters. In the case of highly dispersive and nonlinear channels, it is well known that neural
network-based equalizers are more effective than linear equalizers, which use finite impulse response
filters. An alternative approach to training neural network-based equalizers is to use metaheuristic
algorithms. Here, in this work, to develop the symmetry-based efficient channel equalization in
wireless communication, this paper proposes a modified form of bat algorithm trained with ANN
for channel equalization. It adopts a population-based and local search algorithm to exploit the
advantages of bats’ echolocation. The foremost initiative is to boost the flexibility of both the variants
of the proposed algorithm and the utilization of proper weight, topology, and the transfer function
of ANN in channel equalization. To evaluate the equalizer’s performance, MSE and BER can be
calculated by considering popular nonlinear channels and adding nonlinearities. Experimental
and statistical analyses show that, in comparison with the bat as well as variants of the bat and
state-of-the-art algorithms, the proposed algorithm substantially outperforms them significantly,
based on MSE and BER.

Keywords: ANN; bat; nonlinear channel equalization

1. Introduction

Nowadays, high-speed data can be transmitted through communication channels.
Transmitted data become corrupted as a result of linear and nonlinear distortions. The
effects of linear distortion include intersymbol interference (ISI), co-channel interference
(CCI), and adjacent channel interference (ACI) when additive white Gaussian noise is
present. A communication pipeline is subject to nonlinear distortion due to impulse noise,
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modulation, demodulation, amplification, and crosstalk. Adaptive channel equalizers are
needed for recuperating information from communication channels [1,2]. In [3], the authors
proposed optimal preprocessing strategies for restoring the signals from nonlinear channels.
For the perfect reform of discrete data transmission during a channel, Touri et al. [4] have
suggested some ideas. Soft computing tools-based adaptive equalizers, such as neural
network-based equalizers [5], were developed in the late 80s; for nonlinear and complex
channels, it has been observed that these methods are very suitable. Patra et al. [6] used the
Chebyshev artificial neural network for the problem of equalization. The JPRNN-based
equalizer using RTRL, developed by Zhao H. et al. [7], provides some encouraging results.
The amalgamation of the FIR filter and FLNN with an adaptive decision feedback equal-
izer (DFE) is introduced in [8]. Several types of NN-based equalizers were introduced
by Zhao et al. [9–13] to resolve these complex issues. Regarding the problem of equaliza-
tion [7–15], ANN has proven to be a useful tool despite its complexity. Since conventional
training algorithms do not work well in many instances [16,17], bio-inspired optimization
algorithms are used to train ANNs. PSO remains progressively connected within the zone
of figuring insights. Moreover, it loans itself as being appropriate to an assortment of
issues of optimization. Das. et al. [18] used PSO to train an NE for nonlinear channels.
The ANN [19–23], trained with evolutionary algorithms, are applied in nonlinear channel
equalization for channel prediction. Potter et al. [23] used recurrent neural networks (RNN)
and the successful application of PSO variants to optimize network parameters. Moreover,
intricacy becomes exceptionally large here due to utilizing numerous optimization calcu-
lations and becomes a dead moderate sense of utilizing differential evolution (DE). The
neural network model applied in this work is based on a training procedure mentioned
in the next section of this article, although grammatical swarm optimization [24] can be
applied to achieve a topology for the neural network. The author proposed an equalizer
whose performance and execution outperform contemporary ANN-based [5–7] and neuro-
fuzzy [14,15] equalizers available in the literature, which is the real essence of this work.
Hybrid ANN was introduced by Panigrahi et al. [25] for the plummeting training time and
delaying an assessment on equalization in the case of interference with the co-channel. The
equalization of a communication channel with RBFs trained on GA has been reported by
Mohapatra et al. [26]. The training scheme proposed by [27], using DSO-ANN, also gave
good results in nonlinear channel equalization. The neural network model using FFA for
channel equalization, introduced by Mohapatra et al. [28], provides some useful results.
WNN, trained by a symbiotic organism search algorithm-based nonlinear equalizer, also
provides a good result [29]. There are several kinds of neural network equalizers, including
back-propagation (BP) algorithms and gradient descent algorithms [30,31]. Due to its slow
convergence rate and the tendency to get trapped in local minima, this algorithm has
limited performance. Several studies have indicated that evolutionary computing-based
algorithms are capable of training neural networks for nonlinear channel equalization
problems to overcome the limitations of gradient-based algorithms [32–36]. Shi et al. [37]
proposed gated recycle unit neural networks for the equalization of QAM signals. The
estimation of MIMO channels using feedback neural networks is performed by using
three-layer neural networks by Zhang et al. [38] and has been well presented. In M-DPSK
(M-ary differential phase shift keying), Baeza et al. [39] proposed a noncoherent massive
single-output multiple-input system that is robust to the temporal correlation of the chan-
nels. Moreover, this SIMO-based M-DPSK uses a new constellation design that takes into
account the interuser and intersymbol interferences for effective noncoherent detection in
Rician channels [40]. Recently, fuzzy firefly-based ANNs, proposed by Mohapatra et al. [41]
in nonlinear channel equalization, have been well reported. Fascinatingly, in these works,
three modified forms of bat algorithms are applied for optimization purposes. An ap-
propriate neuron’s weights, transfer functions, and topology were discovered through
training the neural networks and, thus, with the successful application of these algorithms
to optimize all network parameters.

In summary, this work has made the following contributions:
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• Proposed a modified form of the bat algorithm trained with ANN in channel equaliza-
tion.

• ANN-based nonlinear channel equalizers in wireless communication systems are
trained using a modified version of the bat algorithm.

• Three nonlinear channels are tested to verify the superiority of the proposed work.
• Three nonlinearities were tested to prove how resilient the proposed scheme is, and the

results revealed that the proposed work outperforms other methods in these situations.

The principal outlines of this article are as follows: The problem description is provided
in Section 2, followed by a model of the nonlinear channel equalization in Section 3. The
simulation study is conceded for performance evaluation and is discussed in Section 4.
Lastly, Section 5 concludes the work.

2. Problem Description

Information that is to be transmitted is generated by the data source. In a digital
communication system, there are some blocks, such as the data source, encoder, filter,
modulator, etc., at the transmitter end, while the demodulator, filter, equalizer, decision
device, etc., are placed at the receiver end. Between the transmitter and receiver, there
is a channel. The channel is the medium through which information can be propagated
from the transmitter to the receiver. At the receiver end, demodulation is first performed
at the receiver to retrieve the transmitted signal. The receiver filters then process this
demodulated signal, which must be matched to the transmitter filters and channels to
provide optimal performance. In the receiver, the equalizer removes distortion caused by
channel impairments [1,2]. By using the decision device, the encoded, transmitted signal
is estimated. Figure 1 presents a model of nonlinear channel equalization. Based on co-
channel and channel impulse responses, the following expression was identified. The linear
channel is typically characterized by an FIR model, which is articulated as follows [5,32]:

s(n) =
Lh−1

∑
k=0

h(k)a(n− k) (1)

Lh and h(k) stands for the length and tap weights of the hth of the impulse response of
the channel, respectively, as mentioned in Equation (1). We presume a parallel model that
makes the study simple. The transmitted symbols are in the forms of self-regulating i.i.d
data series’ of {±1} and are mutually independent.
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Figure 1 illustrates a nonlinearity introduced in the channel output, identified as the
NL block.

Based on the output from the NL block, we see the following:

y2(n) = ∅(a(n), a(n− 1), a(n− 2), . . . a(n− Lh + 1); h(0), h(1), . . . h(Lh − 1)) (2)
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This nonlinearity is defined by the NL block as ∅.
Equation (3) shows the received signal y1(n) as nothing more than a combination of

the noisy signal y2(n) caused by the nonlinearity of the channel, and the noise element
should be Gaussian with variance E[(η2)] = σn

2

y1(n) = ∅(a(n), a(n− 1), a(n− 2), . . . a(n− Lh + 1); h(0), h(1), . . . h(Lh − 1)) + η(n) (3)

Equalizers reconstruct the original signal a(n) or delayed signal a(n− δ) placed at the
front end of the receivers.

Now, Y(n) = [Y(n), Y(n− 1), . . . Y(n− l + 1)T , is the channel observation vector, and
the equalizers aim to approximate the transmitted sequences a(n− k), when l and k are the
equalizer order and delay factors, respectively.

Calculating the difference signal can be done by comparing the output of the equalizer
Y(n) with the desired signal d(n), which is shown in Equation (4)

e(n) = d(n)−Y(n) (4)

A slicer provides an estimate of the transmitted symbol, as shown in the equation below:

â(n) =
{
−1 i f Y(n) < 0
1 i f Y(n) > 0

(5)

Because of e2(n), the instantaneous power of the difference signal can be identified
as a cost function, which is always positive, and it is replaced as e(n). We will adopt an
algorithm to update the weights iteratively so that: e2(n) must be minimum and reduced
to zero.

3. Proposed Model

In the literature, several ANNs have been suggested. In this work, a bat-inspired
algorithm is proposed to optimize the ANN’s weights and structure. Each outcome in
the populace of the bat algorithm requires both configuration and weight resolution. A
fitness function is used to determine the number of layers, the number of nodes, and the
weights of an ANN, all of which are parts of the proposed technique. By changing the
parameters, such as velocity, frequency, and location, the diversification of each solution
in this process is accomplished. The bat’s procedure’s diversity function can be added to
the ANN configuration, and the biases and weights remain the same. In the following
subsections, the specifics of the system are given.

3.1. Bat Algorithm

Initially proposed by Yang [42], this algorithm uses the echolocation behavior of bats
to determine how fast they move. Bats emit an extremely noisy sound pulse and pay
heed to the echo coming back from the substance. To hunt for prey, bats move randomly
using frequency, velocity, and location. Each bat in the population is modified for further
movement in the bat algorithm based on its frequency, velocity, and position. The algorithm
is designed to mimic the ability of bats to find their prey. The bat algorithm follows a set
of bat-action simplifications and idealization laws that Yang found and suggested. Rather
than simply using a population-based algorithm, the bat algorithm makes use of local
search capabilities. It requires a series of iterations, where a set of alternatives varies by
arbitrarily changing the bandwidth of the signal, which is improved using harmonics. The
pulse rate and loudness change only if the latest result is approved. Based on the following
formulas, the frequency, velocity, and location of the results are estimated:

fi = fmin + ( fmax − fmin)δ (6)

vi
t = vi

t−1 +
(

xi
t−1 − xt

gbest

)
fi (7)
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xt = xi
t−1 + vi

t (8)

Upon initialization, each bat has a frequency associated with it, which is derived uni-
formly from [ fmin, fmax]. A random vector resulting from a uniform distribution [0, 1] is δ.

For this purpose, to have a healthy mix of discovery and manipulation, the bat
algorithm may be called a frequency tuning algorithm. In Equation (12), a new solution is
created locally for each bat.

xnew = xold + εAt
avg. (9)

Here, ∈ is a random number that lies in [−1, 1] that attempts at the random walk power
and direction, and At

avg. identifies as the average loudness. The Ai is the intensity of sound,
termed loudness, and the si pulse rate must be changed in each iteration. Usually, the sound
reduces as a bat seeks its prey as the pulse rate escalates. The terms Ai and si are described
in the following equations in which α and γ are the same value, which is 0.9, as in [42].

Ai
t+1 = αAi

t (10)

si
t+1 = si

0[1− e−γt] (11)

Only if the proposed solution is approved will the loudness and pulse rate be improved.
The flowchart of the bat algorithm is shown in Figure 2.
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BatDNN: The BatDNN [43] is simplified as a basic dynamic neural network. Figure 1
shows the flow chart of the algorithm for optimizing the ANN model implemented. Gen-
erally, it consists of two parts of the solution for the population. In the ANN structure,
the first part represents the ANN configuration, and the next part represents the W&B
configurations. In the original population, the solution configurations are randomly dis-
tributed, W&B is determined to match every arrangement, and the significance of W&B is
determined at the end randomly. The adjustments in frequency, velocity, and position are
likely to be applied to the configuration solution. In both instances, the likelihood is the
same. As is obvious from Figure 1 and the related calculations, the progress of every bat in
the quest space is into constantly appreciated positions in this bat algorithm. The search
space is established as a binary sample when the configuration result can be changed by the
original frequency, velocity, and position [44]. We used the sigmoid attribute to represent
the location of the bat in the binary vector.

f (xi
t) =

1
1 + xi

t (12)

Modification can be achieved by applying Equation (15) to the output of Equation (11).
The value of xi

t is set to 1 if the output of f (xi
t) is within the range of (0,1), or it is 0.

Thus, we have simple values that comprise the binary for the configuration of every bat
entrant chosen for the adaptation, with the assistance of the sigmoid function. Then, based
on the current configuration, the weight bias approach is structured. The configuration
result will remain the same as the earlier configuration if the algorithm’s adjustment
practice is altered by the weight bias solution. A random walking technique is added to the
results under some circumstances after producing a new solution. Additionally, the result
is approved if the necessary circumstances are contented. When the solution is adopted,
the intensity and the beat rate are modified. Until the stopping condition is satisfied, this
method is sustained.

MBat-DNN [43]: In a manner similar to that in the PSO standard [45], the basic bat
algorithm keeps track of every bat’s location as fi monitors the pace as well as its movement.
It uses loudness and pulse rate modulation as part of its integration of the PSO and local
quest. The basic algorithm is similar to PSO, but we were motivated to continue our
research by introducing the dominance of best in adjusting the PSO speed by personal
best and global best. Bats are moved to the gbest in the standard bat algorithm, which
causes the algorithm to experiment, while the influence of pbest is considered to increase
the algorithm’s utilization in the updated form. We have altered the Equation (8) into
Equation (13).

vi
t = vi

t−1 +
(

xi
t−1 − xt

gbest

)
fi +

(
xi

t−1 − xt
Pbest

)
fi (13)

Mean-BatDNN: In the velocity update equation, as a substitute for comparing gbest and
pbest, the present location of every bat is contrasted utilizing the linear amalgamation of the
positions of pbest and gbest. As follows, we recommend a new velocity update equation:

vi
t = vi

t−1 +
(

xi
t−1 − (xt

gbest + xt
pbest

)
/2) fi + (xi

t−1 − (xt
Pbest − xt

gbest)/2) fi (14)

We used Equation (14) in this experiment in favor of Equation (7) to examine the result
of this adaptation.

3.2. Modified Forms of Bat, Construction, and ANN Training

Bat and its different modified forms have applied many applications, such as fea-
ture extraction and feature selection for text categorization [46], optimal coordination of
protection systems based on directional over-current relays [47], attribute selection [48],
and so on. Based on a biological nervous system, ANN models have specific architecture
formats. In ANN models, neurons are structured in a complex, nonlinear manner, similar
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to the structure of the human brain. An interconnected system of weighted links connects
neurons. Network architecture is designed, the number of hidden layers is calculated, the
ANN is simulated, as well as the trade-off between the weights and biases is determined
through learning and training. Many scientific fields, from finance to hydrology, utilize
ANNs to solve real-world problems, and these applications fall into three categories: pat-
tern classification, prediction, and control and optimization. Different kinds of structures
are used in the ANN models for clustering, classification, and simulation.

The main objective of this section is to give an overview of the ANN-based channel
equalizations for readers’ convenience. A multilayer ANN was chosen in this study for
channel equalization. To train the weights, MMSE was used as a criterion for the second
layer of the ANN. Our proposed algorithm was used for training and to estimate the input
symbols in the third layer. The equalization of the channel was then performed on the
estimated symbol in the second layer. As a result, ANNs are more effective in predicting
the input symbols. As part of the second layer, the ANN weights were computed, and
as part of the third layer, the Mean-BatDNN was used to estimate the input and predict
echolocation in one step. A channel equalization response was received from the second
layer based on the estimation results.

This study is primarily concerned with training ANN on the three modified bat forms.
An interactive network based on population will be built to accomplish this. In this study,
a population of 30 networks performed well. The bat population was formed, and the bat
community was initiated through this process. It is referred to as the system’s topology.
Three modified forms of bats with ANN had the following training procedure:

• Count the number of network errors in the training samples for each network.
• Examine all errors to determine the optimal problem space network.
• The network that has achieved the minimum error should be identified, the program

should be terminated, and the weights should be recorded.
• Otherwise, each network’s position and velocity vector can be changed.
• Step 1 should be repeated again.

The transition from being an employee to becoming a manager in ANN development
occurs when a particle achieves a target fitness, which is when a result is obtained. It is
difficult to equalize a communication network when many variables are in play. ANN has yet
to prove itself exceptional in this regard. The purpose of the ANN is to calculate the channel
state by constructing and training ANNs. As training data, [±1] is taken. These values were
used as input to build the network. The network fitness Equation (15) shows how the MSE
was calculated for the entire training collection using the network fitness equation.

Value o f Fitness = ∑ Recorded Value− Predicted value o f Network (15)

The availability of a network is established after the network has satisfied any marginal
execution requirements. In Equation (16), the coefficients of correlation were used as the
measurable computation.

µ2 = 1− Value o f Fitness
∑ Recorded value –Mean Recorded value

(16)

Here, in this work, the MeanBat_DNN train the entire network, which is built as a
multilayer artificial neural network whose parameters, such as weight, topology, transfer
function, etc., are suitably optimized.

3.3. The Training Procedure for the Proposed Algorithm with ANN

As shown in Algorithm 1, the author proposed a training algorithm that defines rules
for the organizations that act as managers who provide assets (such as parameters to
optimize) to a supervisor who gives guidelines to the employee. The equalization problem
is then learned by ANNs. As such, the ANN acts as an employee and as a manager. The
pseudo-code for the problem is shown in the flow chart below. With L and M, we can
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identify the number of particles as well as the number of hidden nodes. The following is a
flowchart of this training algorithm.

Algorithm 1. Training algorithm of the proposed equalizer.

Assign ANN to a manager
For j = 1, 2, . . . . . . L

Create Bat -as supervisor (j)
for ANN-as worker k = 1, 2, . . . . . . L
make ANN- as worker
end

end
While no solution has been established

Update evaluation
Specify the maximum number of iterations
for (Bat –as manager j = 1, 2, . . . . . . L)
as (iterations<issuance)
for (ANN-as worker k = 1, 2, . . . . . . M)

test ANN-as worker (k)

4. Simulations and Results

Modifying the bat algorithm aims to improve the trade-off between exploration and
exploitation to achieve higher quality convergence. Additionally, we compared our best
method with others in the literature to improve our evaluation. To compare our method
with the latest and most similar approaches to ANNs, which optimize both weights and
structure, we chose the most recent and most similar results in the literature, especially
in the classification area. Tables 1 and 2 represents the types of channel and non-linearity.
Tables 3–5 list the results obtained in the simulation in terms of the MSEs and standard
deviations. By comparing the PSO with three modified forms of the bat algorithm, the best
values obtained are represented by bold letters. The pseudo-codes of all the algorithms are
coded in MATLAB R2015a and are implemented on a 15.6-inch FHD Intel®HD Graphic
with the memory of 16GB, 2x8GB, DDR4, 2666MHz. In the case of the PSO algorithm,
the acceleration constants c1 and c2 were chosen as 0.7 for each. As part of the proposed
algorithm, set the population size and number of iterations to 100, as well as the minimum
and maximum frequency at 0 and 2, respectively. Loudness Ai is selected as 0.25, the
pulse rate si is selected as 0.5, and W&B is 0.5. Here, the value of L is set at 30, and M is 5.
The performance of the equalizer can be evaluated by using the following three nonlinear
channels, as shown in Table 1, and the type of nonlinearity introduced, as shown in Table 2.
Typically, the i.i.d sequences with a mean of zero are used as the channel input signals.
Additive white Gaussians with a zero mean are introduced into the channel, and it is not
dependent on the channel input. We have considered the following three examples for the
performance evaluation of the channel equalizer. MSE and BER are the two most important
parameters for the equalizer. Three different channels have been analyzed for the MSE and
standard deviation statistically, as shown in Tables 3–5.

Table 1. Types of channel.

SL. No. Channel Channel Type

CH0 H(Z) = 0.260 + 0.930Z−1 + 0.260Z−2 MIXED

CH1 H(Z) = 0.303 + 0.9029Z−1 + 0.3040Z−2 MIXED

CH2 H(Z) = 1− 0.90Z−1 + 0.3850Z−2 + 0.7710Z3 MIXED

The evaluation of the mean square error and standard deviation for the channel equal-
ization of channel-0 using the proposed algorithm when considering forty observations is
seen in Table 3.
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Table 2. Types of nonlinearity.

SL. No. Type of Nonlinearity

NL0 y2(n) = tan h[s(n)]

NL1 y2(n) = s(n) + 0.2s2(n)− 0.1s3(n)

NL2 y2(n) = s(n) + 0.2s2(n)− 0.1s3(n) + 0.5 cos[πs(n)]

Table 3. Comparing the mean square error (MSE) for channel-0 over 40 independent runs.

Size of Population Algorithms
MSE

Best Worst Mean Standard Deviation

30

PSO 1.823 × 10−1 4.9023 × 10−1 2.4801 × 10−4 2.4221 × 10−4

BatDNN 1.4319 × 10−5 1.2302 × 10−3 2.0821 × 10−5 4.6801 × 10−6

MBat-DNN 4.2318 × 10−5 1.3002 × 10−4 1.4821 × 10−6 8.4821 × 10−6

Mean-BatDNN 8.2371 × 10−6 5.0234 × 10−5 1.0721 × 10−7 6.2721 × 10−6

Table 4. Comparing the mean square error (MSE) for channel-1 over 40 independent runs.

Size of Population Algorithms
MSE

Best Worst Mean Standard Deviation

30

PSO 1.7233 × 10−5 3.8023 × 10−1 2.4821 × 10−1 6.3601 × 10−2

BatDNN 1.0319 × 10−6 1.0302 × 10−3 3.0821 × 10−4 3.6801 × 10−4

MBat-DNN 4.1018 × 10−7 2.3002 × 10−4 2.4821 × 10−5 1.4821 × 10−4

Mean-BatDNN 1.2371 × 10−7 1.0234 × 10−5 2.0721 × 10−6 1.2721 × 10−4

Table 5. Comparing the mean square error (MSE) for channel-2 over 40 independent runs.

Size of Population Algorithms
MSE

Best Worst Mean Standard Deviation

30

PSO 17.4654 4.30 × 10 2 1.0767 × 10 1 67.0355

BatDNN 3.2762 × 10−86 1.3764 × 10−70 3.6801 × 10−72 1.8767 × 10−71

MBat-DNN 2.2165 × 10−88 2.8906 × 10−72 8.4305 × 10−74 4.3087 × 10−73

Mean-BatDNN 5.5665 × 10−80 4.6863 × 10−47 9.7106 × 10−49 6.5042 × 10−48

The evaluation of the mean square error and standard deviation for the channel equal-
ization of channel-1 using the proposed algorithm when considering forty observations is
seen in Table 4.

The evaluation of the mean square error and standard deviation for the channel equal-
ization of channel-2 using the proposed algorithm when considering forty observations is
seen in Table 5.

A summary of the results is presented in Tables 3–5, which include the best, worst,
mean and standard deviation. Using 40 independent runs, ‘Best’ and ‘Worst’ identify the
best and worst performances of the algorithms. An algorithm with a lower mean value will
be more capable of finding a global optimum solution over 40 independent runs. As a result,
the standard deviation can be used to determine the degree of dispersion of the results.
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Scenario: 1
Consider the second-order nonlinear channel (CH0) model having a transfer function,

as shown in the following Equation (17).

H(Z) = 0.26 + 0.93Z−1 + 0.26Z−2 (17)

The nonlinearity of the above channel model is introduced in the following Equation (18)
to exemplify the consequence on the equalizer performance.

y(n) = tanh[x(n)] (18)

We have compared three modified forms of bat algorithms by N.S. Jaddi et al. [43], with
the PSO [18] and BP-ANN [9] having the same simulation parameter, which has already
been defined. The bit error rate (BER) was plotted in Figure 3 and the corresponding mean
square error (MSE) plotted in Figure 4 with a fixed SNR at 15 dB. A plot of the MSE for
channel-0, with a severe nonlinearity as NL = 0, is shown in Figure 4. Using 300 iterations
for each algorithm, the Mean-Bat and competing algorithms are compared for convergence
performance. It is shown in Figure 4 that the proposed algorithm performed for channel-0
with a nonlinearity NL-0 represented a nonlinearity that occurs due to the saturation of the
amplifiers used at the transmitter in a communication system.

From Figure 4, it can be observed that the Mean-BatDNN showed a better performance
than the other three equalizers. As far as the bit error rate is concerned, from Figure 4, it is
clear that, up to 4 dB SNR, the performances of all the equalizers are comparable. After
that, the Mean-BatDNN outperforms the other four equalizers.

Scenario: 2
In this scenario, the author used another popular nonlinear second-order channel

model, as defined in Table 1, as CH1, and nonlinearity is introduced, as shown in Table 2,
as NL1. An arbitrary nonlinearity encountered in a communication system is NL = 1 and
is, in this case, for analyzing the BER performance. The bit error rate (BER) is plotted in
Figure 5.
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From Figure 4, it can be observed that the Mean-BatDNN showed a better performance
than the other three equalizers. As far as the bit error rate is concerned, from Figure 4, it is
clear that, up to 4 dB SNR, the performances of all the equalizers are comparable. After
that, the Mean-BatDNN outperforms the other four equalizers.

Scenario: 2
In this scenario, the author used another popular nonlinear second-order channel

model, as defined in Table 1, as CH1, and nonlinearity is introduced, as shown in Table 2,
as NL1. An arbitrary nonlinearity encountered in a communication system is NL = 1 and
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is, in this case, for analyzing the BER performance. The bit error rate (BER) is plotted in
Figure 5.
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As shown in Figure 5, the proposed algorithm has superior performance over the other
three algorithms for channel-1 with nonlinearity 1. From Figure 5, it is observed that all SNR
Mean-BatDNN equalizers demonstrated a better performance than the other three equalizers.

Scenario: 3
An evaluation of the performance of the proposed algorithm with nonlinearity 2 is

carried out to explore whether the algorithm’s performance is consistent. It is calculated
by transmitting 1,000,000 samples and adding the noise of different SNRs to the channel
output to calculate the bit error rate. The equalizer estimates the transmitted sample based
on the received samples. An increment of one is applied when the estimated sample does
not match the transmitted sample. In this scenario, we have presented a widely used
third-order nonlinear channel [49], as described in Table 1, as CH2, and the nonlinearity
introduced as NL2 is shown in Table 2 for the simulations.

In this example, BER is plotted, which is shown in Figure 6. The simulation parameter
is the same as in [32], which has already been mentioned in the above section. From this
figure, it is clear that after 10 dB SNR, the Mean-BatDNN performs better than the other
two equalizers.
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5. Conclusions

In this work, an ANN-based nonlinear channel equalization problem is addressed
using an efficient bat algorithm and its modified form. Using the proposed approach, we
were able to identify promising areas of the solution space by avoiding local minima and
performing exploration tasks.

Gradient algorithm-based equalizers struggle to accurately model the channel charac-
teristics in the event of a burst error. The article presents a training strategy for an equalizer
that we have proposed. The said equalizer trained modified forms of the algorithm with
ANN in channel equalization. Simulations were conducted on three wireless commu-
nication channels with three different nonlinearities to evaluate the performance of the
proposed algorithm. The interpretations of the algorithm were evaluated for their efficiency
based on two parameters and correlated with each other, i.e., MSE and BER. It is observed
that our equalizer executes better than the existing neural network-based equalizers in all
noise circumstances. The main contribution can be focused on as follows:

• Develop a learning procedure for ANNs.
• Make use of this algorithm trained with neural networks in channel equalization.
• In this work, the nonlinearities are used to evaluate the performance of different channels.

In this paper, we explore efficient methods for equalization. This paper utilizes this
algorithm for the said problem. The use of population-based algorithms, network topology,
and transfer functions for ANN training is the essence of the contributions made in this
paper. The approaches for the proposed equalizer used here in this paper provide thought-
provoking results in the literature on equalizers, which are found to be better than the
equalizers based on ANN as well as neuro-fuzzy equalizers. In addition, the MSE and BER
of the proposed equalizers were found to perform better in all noise conditions without
prior knowledge of SNR.

A future application of the proposed training method may include training other
neural networks, including RBF, wavelet neural networks (WNN), and functional link
artificial neural networks (FLAN) for nonlinear channel equalization.

Furthermore, the proposed method may also be used to solve a wide range of en-
gineering problems, including node localization in wireless sensor networks, designing
digital filters, MIMO communications, smart antenna design, and so on.
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