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Abstract: Single-cell ATAC-seq (scATAC-seq), as the updating of ATAC-seq, provides a novel method
for probing open chromatin sites. Currently, research of scATAC-seq is faced with the problem of high
dimensionality and the inherent sparsity of the generated data. Recently, several works proposed the
use of an autoencoder-decoder, a symmetry neural network architecture, and non-negative matrix
factorization methods to characterize the high-dimensional data. To evaluate the performance of
multiple methods, in this work, we performed a multiple comparison for characterizing scATAC-seq
based on four kinds of auto-encoders known as a symmetry neural network, and two kinds of matrix
factorization methods. Different sizes of latent features were used to generate the UMAP plots and for
further K-means clustering. Using a gold-standard data set, we practically explored the performance
among the methods and the number of latent features in a comprehensive way. Finally, we briefly
discuss the underlying difficulties and future directions for scATAC-seq characterizing. As a result,
the method designed for handling the sparsity outperforms other tools in the generated dataset.

Keywords: autoencoder; matrix factorization; scATAC-seq

1. Introduction

The assay for transposase-accessible chromatin using sequencing (ATAC-seq) is an
efficient method to detect open chromatin sites in the whole genome, which tags genomes
with sequencing adaptors using Tn5 transposase [1]. Recently, single-cell sequencing tech-
nology, such as single-cell approaches for the assay for transposase-accessible chromatin
using sequencing (scATAC-seq) [2,3], has developed rapidly, which can reveal the varia-
tions of chromatin accessibility at the single-cell level. With the emergence of thousands
of single-cell chromatin accessibility analysis methods, scATAC-seq has rapidly become
one of the preferred methods for single-cell applications [4]. However, datasets generated
by this technology are difficult to analyze because of the high dimensionality and the
inherent sparsity.

As for scRNA-seq, many tools such as Seurat [5], Scanpy [6] and Monocle [7] have
been widely used, but the analysis tools of scATAC-seq data are relatively new. Some
existing tools contribute to some aspects of scATAC-seq analysis, such as SnapATAC [8],
Scasat [9], cisTopic [10], scABC [11] and scATAC-pro [12], but the analysis of scATAC-seq
still has a lot to explore.

Moreover, as a powerful symmetry neural network, deep generative models have
been used to analyze scRNA-seq. Currently, a popular method is a variational autoencoder
(VAE), which estimates the data distribution through a symmetry neural network composed
of encoder and decoder and learns the latent feature from the input data [13]. Recently,
Romain Lopez et al. developed scVI, a neural network mapping the latent features to
the ZINB distribution, adapting VAE for scRNA-seq analysis [14]. Soon after, Lei Xiong
et al. applied VAE to scATAC-seq analysis and provided SCALE which combined a
generative network and a probabilistic Gaussian Mixture Model to learn latent features
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from scATAC-seq data [15]. The Gaussian mixture model (GMM), as a priori of potential
characteristic variables (latent feature), is used for unsupervised clustering by learning
more interpretable potential representations [16]. Moreover, Yingxin Cao et al. provided
SAILER, which used the traditional encoder—decoder framework to learn the potential
representation but imposes additional constraints to ensure that the learned representation
is independent of confounding factors [17]. However, VAE is mainly due to its architectural
affinity with basic automatic coders, although their mathematical formulas are significantly
different. The basic autoencoder is a symmetric neural network, which is used to learn the
coding of effective data unsupervised [18]. Moreover, the variants of autoencoder methods
were provided to make the learned latent features contain more information [19]. For
example, the sparse autoencoder [20,21] added the sparsity constraint by extending the
Kullback-Leibler (KL) divergence so that the model can respond to the unique statistical
characteristics of training data. As a widely used deep learning technology, the stacked
autoencoder has been researched as a common component of DNN by Bengio et al. [22].

Matrix factorization is also used in high-dimensional genomic sequencing data.
Chunxuan Shao et al. used non-negative matrix factorization (NMF) for scRNA-seq
analysis and their results show that NMF is a robust, informative and simple method,
which can learn cell subtypes from single cell gene expression data unsupervised [23].

The autoencoders are important approaches for measuring the performance of ana-
lyzing high-dimensional and sparse genomic sequencing data, but currently, no study has
examined the performance globally. Therefore, we performed a comparison for analyzing
scATAC-seq based on four kinds of autoencoders known as a symmetry neural network,
and two kinds of matrix factorization methods. Finally, we found that all types of cells
except EXs can be well separated. For EX cells, more effective methods are needed to
separate them. These results would be helpful for the related research which needs a selec-
tion strategy of high-dimensional and extremely sparse data processing. The code in this
work is available with MIT license in https://github.com/jingry/scATACCharacterization
(accessed on 30 July 2021).

2. Materials and Methods

The workflow is shown in Figure 1. Four kinds of neural networks and two kinds
of matrix factorization were used to reduce dimension. The low-dimensional variables
obtained after dimensionality reduction are “latent features”. Uniform Manifold Approx-
imation and Projection (UMAP) was used to embed the latent features to 2 dimensions
and K-means clustered on the extracted low dimensional potential variables to obtain
cluster assignments.
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Figure 1. Workflow of the whole process. First, four kinds of neural networks and two kinds of
matrix factorization were used to reduce dimension (step 1). Then, UMAP was used to embed the
latent features to 2 dimensions and K-means clustered on the extracted low dimensional potential
variables (i.e., latent features) to obtain cluster assignments (step 2).

2.1. Dataset

The publicly available Forebrain dataset we used is derived from P56 mouse forebrain
cells [24]: forebrain tissue of 8-week-old adult mice (56th day after birth) and mouse
embryos at 7 developmental stages from embryonic day 11.5 to birth. The forebrain dataset
can be accessed at GSE100033. The number of cells (i.e., samples) is 2088 and the dimension
of the dataset (i.e., features) is 11,285. It contains eight cell types: the eight developmental
stages of the mouse forebrain. The first part: EX (i.e., EX1, EX2, EX3); the EX represents
the excitatory neurons. The second part is the IN which represents inhibitory neurons (i.e.,
IN1, IN2). The other parts are AC: astrocyte, OC: oligodendrocyte and MG: microglia. EX1
and EX3 are more similar to the upper and lower cortical layers. EX2 has the characteristics
of dentate gyrus neurons [24]. The cell type is the label that we use for clustering. We
filtered the scATAC-seq count matrix similar to SCALE, retaining only 10 cells with a
peak of >2 reads and removed rare peaks with reads of >2 in less than X% of cells. The
ubiquitous peaks (reads > 1 in at least (100 — X)% of cells) were also removed [15]. By
default, X is 6. The reason of the count matrix filter is that ubiquitous and rare peaks are
often not informative for clustering.

2.2. Feature Representation

In general, using manifold methods for exploring the latent relations from the encoded
information has been widely used in many deep learning works. In our model, the Python
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package “UMAP” was used to embed the encoded latent information to 2-dimensional data
for plotting. Uniform Manifold Approximation and Projection (UMAP) [25] is a dimen-
sion reduction technique always used for visualization which is similarly to t-distributed
stochastic neighbor embedding (t-SNE) [26].

2.3. Auto-Encoders

The input scATAC-seq datais x € {0,1}" (n peaks), with x; indicating whether there
is a peak or not in bin i. x depends on experimental confounding factors and the inherent
characteristics of cells. We aim to obtain a potential representation of x (i.e., embedded)
for each cell which reflects its properties. Additionally, we let z € R be this potential
variable (i.e., latent feature). Matrix z was the input used for each kind of autoencoder and
extracted the latent feature z. We set the dimension of the latent feature for z as 10 in our
analysis. In contrast, we also set the case of the dimension of the latent feature as 20.

Datasets arising from scATAC-seq technology are difficult to analyze due to the
high dimensionality and the inherent sparsity. However, the symmetry neural network
(autoencoder) is good at processing high-dimensional data. In this work, four autoencoders
are used for encoding the scATAC-seq data.

All the neural networks in the autoencoders are implemented with the “pytorch” [27]
framework in Python. The number of iterations (epochs) was set as 10,000 because after the
number of epochs, the result changes only a little. Adam optimizer [28] using minibatch
training and with weight decay 5 x 10~* is used to optimize the General autoencoder,
Sparse autoencoder and Variational autoencoder. Additionally, SGD optimizer is used to
optimize the Stacked autoencoder. The detailed descriptions of the autoencoders and the
brief introduction of the autoencoders’ structurse used in this work are listed in Table 1.

Table 1. Brief introduction of autoencoders structure.

Auto-Encoders Encoder Layer Encoder ! Decoder Layer Decoder ! Optimizer
General autoencoder (1024-128) ReLU Nan 2 Sigmoid Adam
Sparse autoencoder (30) ReLU Nan 2 Sigmoid Adam
Stacked autoencoder (8192-2048-256) ReLU (256-2048-8192) ReLU SGD
Variational autoencoder (1024-128) ReLU Nan 2 Sigmoid Adam

1 activation function. 2 directly connects the output layer.

2.3.1. General Autoencoder

A general autoencoder is an artificial neural network which is used to learn effective
data coding in an unsupervised way [18]. A general autoencoder is an unsupervised
learning algorithm, which sets the target value equal to input value. The aim of a general
autoencoder is to learn the potential variable (latent features) for the input data, and it is
usually used for dimensionality reduction. The autoencoder is applied to many situations,
such as face recognition [29], obtaining the semantics of words [30] and is now also used in
single-cell seq analysis.

2.3.2. Sparse Autoencoder

A sparse autoencoder’s training criterion involves the sparsity penalty of the code
layer. The sparsity constraint forces the neural network to respond to the unique statistical
characteristics of input data. The sparsity penalty value is the characteristic of sparse
autoencoder. Other algorithms used in this work do not consider the penalty value for
sparsity. Sparsity can be obtained by using the penalty term of Kullback-Leibler (KL)
divergence [20,21]. Additionally, KL divergence is a standard function to measure two
different distributions [21]. KL divergence is used in loss function calculations.

2.3.3. Stacked Autoencoder

A stacked autoencoder, investigated as a common component of DNN [22], is com-
posed of several layers of autoencoders. The output of the previous hidden layer is
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connected to the input of the next hidden layers. Stacked autoencoders contain three

steps [31]:

1. Use the input data to train the autoencoder and obtain the learning data.

2. Take the learning data of the previous hidden layer as the input of the next hidden
layer until the end of training.

3. After training all hidden layers, the backpropagation algorithm is used to minimize the
cost function, and the training set is used to update the weights to achieve fine-tuning.

2.3.4. Variational Autoencoder

Variational autoencoders (VAEs) [32] are generative neural networks, and VAEs are
similar to generative adversarial networks [33]. VAEs can estimate the distribution of
data through the encoder and decoder and learn the potential features from the input
data. The method maximizes the similarity between the calibration data and the input
data and minimizes the Kullback-Leibler (KL) divergence between the approximate value
and the true a posteriori value [13]. The VAE model relies on assumptions about the
distribution of latent features. It uses a variational method for potential representation
learning using a specified loss function (such as KL divergence) and an estimator (such
as Stochastic Gradient Variational Bayes) [13]. VAE models the input matrix x through a
generative process. In the encoder part, the corresponding latent features z can be obtained
through the encoder via the reparameterization. In the decoder part, the sample x can be
generated through the decoder. Moreover, it applies Gaussian Mixture Model (GMM) as
the prior over the latent features [34]; the GMM model is used to initialize the parameters
#c and o¢. p. (mean) and o (variance) are learned by the encoder network from the input
matrix. Each cell x; is first transformed into latent features z; on the GMM by an encoder
network and then reconstructed through a decoder network. In this work, GMM models
are achieved by the “scikit-learn” package of Python. The neural network is implemented
by the “pytorch” package.

2.4. Matrix Factorization

As an alternative approach, using matrix factorization could reduce the dimension of
data as well. Practically, matrix factorization algorithms work by decomposing the matrix
into two lower dimensionality matrices [35]. Matrix factorization not only can be used to
dimension reduction directly but can also be used for feature purification. Both NMF and
Lsnmf used in this work belong to matrix factorization.

2.4.1. Non-Negative Matrix Factorization (NMF)

Non-negative matrix factorization (NMF) is a set of dimensionality reduction algo-
rithms in multivariate analysis and linear algebra [36]. NMF can used in in missing data
imputation [37], chemometrics and bioinformatics [38]. NMF [39], as a decomposition
method, assumes that the input matrix and the component part are non-negative. NMF
decomposes the nonnegative matrix (V) into a basis matrix (W) and a coefficient ma-
trix (H) (Equation (1)). The basis matrix (W) was used for analysis in this work. When
carefully constrained, NMF can generate a representation-based part of the dataset to
generate an interpretable model [40]. In this work, the “NMF” method is from the Python
“scikitlearn” package.

Viscm = WixkcHixm @

2.4.2. Alternating Non-Negative Least Squares Matrix Factorization (Lsnmf)

Nimfa [41], an open-source library in Python, provides a uniform interface for non-
negative matrix decomposition algorithms. Lsnmf is a package in Nimfa, and the projection
gradient (constrained optimization) method is used for each subproblem [42]. The algo-
rithm converges faster than the popular multiplication update method and it depends on
the effective solution of the bounded bundle subproblem. Similarly to NMF, Lsnmf also de-
composes the input nonnegative matrix (V) into a basis matrix (W) and a coefficient matrix
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(H). The Lsnmf algorithm retains the advantages of the original NMF algorithm, which is
easy to implement and ensures the local optimal solution, but improves the performance
of connecting function-related genes [43].

2.5. Clustering

Additionally, the K-means clustering method was employed to separate the samples
into the clusters by using the “scikitlearn” package. K-means clusters data by separating
samples into n groups of equal variance and minimizes the criterion called inertia [44]. In
this work, we applied K-means clustering on the latent features to obtain cluster assign-
ments, which were used to estimate the clustering accuracy.

2.6. Performance Evaluation of Clustering

The clustering accuracy was assessed by evaluation matrices between cluster assign-
ments predicted by K-means and the reference cell types. The adjusted Rand index (ARI),
normalized mutual information (NMI), F1 score and Silhouette_score were used to compare
clustering results of each method.

2.6.1. Adjusted Rand Index (ARI)

The Adjusted Rand Index (ARI) was used to evaluate the clustering results by
Equation (2). The larger the value, the more realistic the clustering results are.

RI — E(RI)

ARL= max(RI) — E(RI)

()

The Rand Index (RI) calculates the similarity measure between two clusters. E (RI) is
the expected value of the Rand Index. The ARI can be represented by Equation (3) when
the contingency table is given [45].

= (3 )n())/(2)
(s ) (303 )=(2)1(3)

2.6.2. Normalized Mutual Information (NMI)

Normalized Mutual Information (NMI) is a normalization of the Mutual Information
(MI) score to scale the results between 0 and 1. Zero represents no mutual information and
1 represents perfect correlation.

ARI = 3)

I(P,T)

NMI = ————
H(P)H(T)

(4)

P, T, Iand H represent the clustered label, the real label, the mutual entropy and the
Shannon entropy, respectively.

2.6.3. F1 Score

The F1 score can be regarded as a weighted average of model accuracy and recall; its
best value at 1 and worst score at 0. The formula is Equation (5).

F1 =2 x (precision x recall)/(precision + recall) )

2.6.4. Silhouette_Score

The Silhouette Coefficient is calculated using the mean intra-cluster distance (a;) and
the mean nearest-cluster distance (b;) for sample i. The best value is 1 and the worst value
is —1. Values near 0 indicate overlapping clusters. Negative values generally indicate that
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a sample has been assigned to the wrong cluster, as a different cluster is more similar. The
formula of Silhouette Coefficient is Equation (6).

_ bi—a
~ max(a; b;)

(6)

i

3. Results

Four kinds of autoencoder and two matrix factorization methods were used for extract-
ing features from scATAC-seq. For each method, we tested the number of latent features
from 8 to 128 (8, 16, 32, 64 and 128). The results of each case are listed in Supplementary
Figures 51-530 and Supplementary Tables S1-56.

1.  The General autoencoder was used for dimensionality reduction of scATAC-seq and
the K-means clustering was applied on the extracted latent features to obtain cluster
assignments, and the cluster assignments were used to assess the clustering accuracy.
Then, the extracted features were visualized with UMAP.

2. The Sparse autoencoder (SparseAE), an autoencoder whose training criterion involves
a sparsity penalty on the code layer, was used for dimensionality reduction of scATAC-
seq. K-means clustering was applied on the extracted latent features to obtain cluster
assignments. The cluster assignments were used to assess the clustering accuracy. In
the end, the extracted features were visualized with UMAP.

3. Stacked autoencoder (Stacked AE) is a neural network which consists of several layers
of autoencoders where the output of each hidden layer is connected to the input of
the successive hidden layer. It was used for dimensionality reduction of scATAC-seq.
K-means clustering was applied on the extracted latent features to obtain cluster
assignments and the extracted features were visualized with UMAP.

4. Variational autoencoders (VAEs) are generative models similar to generative ad-
versarial networks. In this work, they were used for dimensionality reduction of
scATAC-seq. K-means clustering was applied on the extracted latent features to
obtain cluster assignments and the extracted features were visualized with UMAP.

5. Non-negative Matrix Factorization (NMF), a traditional machine learning method,
was also used for the dimensionality reduction of scATAC-seq. K-means and UMAP
were used in the same way as above.

6.  Alternating Non-negative Least Squares Matrix Factorization (Lsnmf)—the calcula-
tion flow of Lsnmf is the same as that of NMF.

We made a multiple comparison based on the feature embedding and cluster assign-
ments. In general, 13 neural networks and four machine learning models were provided.
Moreover, the extracted features used for clustering by K-means and evaluation metrics
of clustering are F1 score, Adjusted Rand Index (ARI), Normalized Mutual Information
(NMI) and Silhouette_score.

3.1. General Autoencoder

The general autoencoder was used for dimensionality reduction of scATAC-seq. Fea-
ture embedding and evaluation matrices are shown in Figure 2 with different numbers
of latent features. From the UMAP plot, reducing dimension to 20 seems to have more
obvious separation of cell types than 10 latent features (Figure 2a,c). However, the cluster
results of 10 latent features and 20 latent features were similar (Figure 2b,d and Table 2).

The General autoencoder was also used to reduce dimensions to different numbers
of latent features. The feature embedding and evaluation matrices are listed in Figure 3.
We can find that there will be a critical point for the number of latent features. When
the dimension number has reduced to a certain extent, the dimension number has little
effect. With the number of latent feature dimension, 8, 16, 32, 64 and 128, the results using
the General autoencoder are roughly similar. The details of evaluation metrics and plot
of feature embedding were listed in Supplementary Figures S1-S5 and Supplementary
Table S1. When the number of latent features continues to increase, such as to 64 latent



Symmetry 2021, 13, 1467

8 of 20

features, the results are worse. The F1 score, ARI and NMI with the 64 latent features are
0.32, 0.140 and 0.290. The F1 score, ARI and NMI with the 128 latent features are 0.21, 0.017
and 0.063.

Autoencoder 10latent
F1:0.54 ARI:0.342 NMI:0.464

Autoencoder 10latent

o107 10 3
6<
1 75 52 61 2 250
54 . AC
- EX1 5241 116 130 97 22 -
- 1%
A1 E’g 2343 1 PEEEE 22 11 1
< ) 150
s 34 e N g442 17 4.28 1
puo IN2 5
. . MG gsfa 2 6 26 1 100
1 oc
6 84 5 3 B3 1 50
14 »
122 1 6 223
7 0
-50 -25 00 25 50 75 ¢
UMAP dim 1 L S S
(a) (b)
- Autoencoder 20latent Autoencoder 20latent
F1:0.54 ARI:0.341 NMI:0.481
- 04102 1 12 5 -
70 120
1-
o 8 o AC 300
- EX1 5.41 3 162 17 =55
= EX2 g
2 7 EX3 323{2 3 134 1 el 1 1 s
s ol 8 165 3 27
S 6 IN2 g 41 150
2 + MG .33 34 2 247 4
9 a 51 100
- ; oc
3 6488 3 5 30 -
a 219 3 10 W 3
-50 -25 00 25 50 75 PP EE
FFF YN

UMAP dim 1
(c) (d)
Figure 2. Feature embedding and clustering of autoencoder under different latent space. Clustering
accuracy was shown in evaluation matrices between cluster assignments predicted by K-means and
the reference cell types. The blue color bar refers to the number of cells; (a,c) UMAP visualization of
the extracted features from SparseAE with the different number of latent features; (b,d) evaluation
matrices with the different number of latent features.

Table 2. The clustering performance using the methods with different dimension of latent features.

Latent Feature

Methods F1 Score ARI NMI Silhouette_Score
Number

A 4 10 0.54 0.342 0.464 0.198
utoencoder 20 0.54 0.341 0.481 0.188
SomrseAE 10 0.71 0.499 0.584 0.065
P 20 0.67 0.481 0.571 0.056
10 0.21 0.020 0.068 0.340
StackedAE 20 0.22 0025 0072 0.199
VAE 10 0.85 0.666 0.731 0.223
20 0.85 0.664 0.730 0.236
10 0.45 0.158 0.364 0.339
NMF 20 0.36 0082 0255 0.298
10 0.55 0.314 0.504 0.283

Lsnmf 20 0.46 0.343 0.483 0.168
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Figure 3. Feature embedding and clustering of autoencoder under different number of latent features. Clustering accuracy
was shown in evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue
color bar refers to the number of cells.

3.2. Sparse Autoencoder (SparseAE)

The Sparse autoencoder was used for the dimensionality reduction of scATAC-seq.
The Feature embedding and evaluation matrices of the embedded layer with 10 latent
features and 20 features are shown in Figure 4. The Dimensionality reduction efficiency of
SparseAE is relatively good. EX1, EX2 and EX3, three clusters of excitatory neuron cells, are
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close to each other in the UMAP plot (Figure 4). Apart from EX1, EX2 and EX3, other parts
can be clearly separated. The F1 score, ARI, NMI and Silhouette_score of the embedded
layer with 10 latent features using SparseAE are 0.71, 0.499, 0.584 and 0.065.

The F1 score, ARI, NMI and Silhouette_score of the embedded layer with 20 latent
features using SparseAE are 0.67, 0.481 0.571 and 0.056 (Table 2).

Although SparseAE cannot be a deep neural network, the result is still better because
of the sparsity constraint. In this work, there is only one hidden layer with “ReLU”
activation function and KL divergence is a part of loss calculation which makes the model
more effective.
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Figure 4. Feature embedding and clustering of SparseAE under different latent space. Clustering accuracy was shown in

evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue color bar
refers to the number of cells; (a,c) UMAP visualization of the extracted features from SparseAE with the different number of
latent features; (b,d) evaluation matrices with the different number of latent features.

3.3. Stacked Autoencoder (StackedAE)

As for Stacked AE, this includes pre-training and total training, but the result is not
good. The latent features can hardly separate different cell types and the result of cluster
assignments were poor. Moreover, the computational efficiency is very slow. The number
of latent features had little effect on the results. Although the form of feature embedding is
different in the two cases, the results with the embedded layer with 10 latent features and
20 latent features are basically similar. The Feature embedding and evaluation matrices of
the embedded layer with 10 latent features and 20 features are shown in Figure 5. The ARI
of the embedded layer with 10 latent features is 0.02, and the ARI of the embedded layer
with 20 latent features is 0.025. Other evaluation metrics are listed in Table 2.
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Figure 5. Feature embedding and clustering of Stacked AE under different latent space. Clustering accuracy was shown in
evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue color bar
refers to the number of cells; (a,c) UMAP visualization of the extracted features from Stacked AE with the different number
of latent features; (b,d) evaluation matrices with the different number of latent features.

3.4. Variational Autoencoder (VAE)

The Feature embedding and evaluation matrices of the embedded layer with 10 latent
features and 20 latent features using VAE are shown in Figure 6. From the visualization
of latent features, almost all cell types can be separated. Moreover, cluster assignments
approach to the reference cell types. EX1, EX2 and EX3, three clusters of excitatory neuron
cells, can be basically separated, especially EX1, but AC still mixed a lot of IN2. The result
of the embedded layer with 20 latent features is close to that of the embedded layer with
10 latent features; the dimension of dimension reduction has little effect on VAE. The F1
score, ARL, NMI and Silhouette_score of the embedded layer with 10 latent features using
VAE are 0.85, 0.666, 0.731 and 0.223. The F1 score, ARI, NMI and Silhouette_score of the
embedded layer with 20 latent features are 0.85, 0.664, 0.73 and 0.236 (Table 2). The red
boxes in Figure 6b,d represent EX1, EX2 and EX3. For a more in-depth analysis, EX1, EX2
and EX3, which are three clusters of excitatory neuron cells, are classified into one category
in Section 3.7 An additional test by merging the label of EX cells.
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Figure 6. Feature embedding and clustering of VAE under different latent space. Clustering accuracy was shown in
evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue color bar
refers to the number of cells; (a,c) UMAP visualization of the extracted features from VAE with the different number of
latent features; (b,d) evaluation matrices with the different number of latent features.

3.5. Non-Negative Matrix Factorization (NMF)

The feature embedding in different latent features using NMF is shown in Figure 7.
In the case of NMF dimensionality reduction, the result of 10 latent features is better than
that of 20 latent features. The F1 score, ARI, NMI and Silhouette_score of the embedded
layer with 10 latent features are 0.45, 0.158, 0.364 and 0.339. The F1 score, ARI, NMI and
Silhouette_score of the embedded layer with 20 latent features are 0.36, 0.082, 0.255 and
0.298 (Table 2).
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Figure 7. Feature embedding and clustering of NMF under different latent space. Clustering accuracy was shown in
evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue color bar
refers to the number of cells; (a,c) UMAP visualization of the extracted features from NMF with the different number of
latent features; (b,d) evaluation matrices with the different number of latent features.

3.6. Alternating Non-Negative Least Squares Matrix Factorization (Lsnmf)

As shown in Figure 8, the dimension reduction performance of Lsnmf is better than
NMF (Figure 7). Surprisingly, different from NMF, Lsnmf has better ARI in reducing
dimensions to 20 (i.e., 0.343). Although there is no neural network fitting, the result of
Lsnmf is still considerable, because the projected gradient (bound constrained optimization)
method is used for each subproblem. From the visualization of latent features, many cell
types can be separated. Moreover, results of cluster assignments were relatively good. The
F1 score, ARI, NMI and Silhouette_score of the embedded layer with 20 latent features are
0.46, 0.343, 0.483 and 0.168. The F1 score, ARI, NMI and Silhouette_score of the embedded
layer with 10 latent features are 0.55, 0.314, 0.504 and 0.283 (Table 2).
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Figure 8. Feature embedding and clustering of Lsnmf under different latent space. Clustering accuracy was shown in

evaluation matrices between cluster assignments predicted by K-means and the reference cell types. The blue color bar
refers to the number of cells; (a,c) UMAP visualization of the extracted features from Lsnmf with the different number of
latent features; (b,d) evaluation matrices with the different number of latent features.

3.7. An Additional Test by Merging the Label of EX Cells

Evaluation of clustering using different methods with different dimensions of latent
features are listed in Table 2. VAE displayed the overall best performance and the second is
SparseAE. According to the evaluation matrices and the figures in the above subsections, it
is clear that EX1, EX2 and EX3 were grouped together (i.e., very close to each other in the
UMAP plots) in multiple works. In terms of cell composition, EX1, EX2 and EX3 belong
to the excitatory neuron cells, thus it is necessary to make a comparison if all the EX cells
(i.e., EX1, EX2, EX3) were assigned to the same label (i.e., EX). Only VAE and SparseAE
were used for the additional comparison since the two methods had demonstrated a good
performance when using the dataset. The results are provided in Figures 4 and 6. Obviously,
the cell types were better separated especially using VAE, when EX1, EX2 andEX3 were
regarded as an entire class. The F1 score, ARI, NMI and Silhouette_score of using the VAE
reducing dimension to the embedded layer with 10 latent features are: 0.94, 0.902, 0.828
and 0.259, respectively. The F1 score, ARI, NMI and Silhouette_score of using SparseAE
reducing dimension to the embedded layer with 10 latent features are: 0.82, 0.767, 0.670 and
0.065, respectively (Table 3). In Figure 9a,b, 34 IN2 were mixed in AC and the assignment
of other parts are relatively good when using VAE with the embedded layer with 10 latent
features. AC belongs to Astrocyte and IN1 mainly belongs to GABAergic neurons but
some gene marks of IN1 are in astrocyte [24], so it is normal for a small amount of IN1
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to be wrongly assigned to AC. In the case of using SparseAE with the embedded layer
with 10 latent features, MG (i.e., 102) were mixed in AC, 61 IN1 were mixed in AC and
48 OC were mixed in AC. The assignment of other parts is relatively good. Although OC
mainly belongs to Oligodendrocyte, many OC-marked genes are in Astrocyte. Therefore,
except for the mixed EXs (EX1-3), the only problem is that some MG are wrongly assigned
to AC for SparseAE. So, it is possible to make two steps, detecting that using VAEs for
separating the six kinds of cells at first and then using other method for separating the EX
(EX1-3) cells.

Table 3. The clustering performance using VAE and SparseAE with the embedded layer with 10 latent
features in the case of EX1, EX2 and EX3 are seen as an entire class.

Methods F1 Score ARI NMI Silhouette_Score
VAE 0.94 0.902 0.828 0.259
SparseAE 0.82 0.767 0.670 0.065
VAE 10latent VAE 10latent
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Figure 9. Feature embedding and clustering of VAE and SparseAE of the embedded layer with
10 latent features in case of EX1, EX2 and EX3 are seen as an entire class: EX. Clustering accuracy was
shown in evaluation matrices between cluster assignments predicted by k-means and the reference
cell types. The blue color bar refers to the number of cells; (a,c) UMAP visualization of the extracted
features from VAE and SparseAE; (b,d) evaluation matrices of VAE and SparseAE.

4. Discussion

In this work, four kinds of autoencoder and two matrix factorization methods were
used for analyzing scATAC-seq. We made a multi-methods comparison based on feature
embedding and cluster assignments for finding the differences among these strategies.
Below are the detailed discussions about the methods and related performance.
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4.1. The Globally Outperformed Methods

Through the comparison of four kinds of autoencoders, VAE displayed the overall
best performance and the second was SparseAE. Except for the excitatory neuron cells (i.e.,
EX1, EX2, EX3), other cell types can be separated using VAE. Considering the similarity,
KL divergence [20,21], a standard function for measuring how different two different
distributions are, was used in loss function by SparseAE and VAE. Using KL divergence
as the loss function can reduce the influence from a single sample since KL divergence
only calculates the similarity of the distributions from two datasets. Moreover, VAE uses a
variational approach for latent representation learning to overcome the increased sparsity of
scATAC-seq data and more tightly estimate data distribution [32]. Furthermore, although
StackedAE includes pre-training and total-training steps, the encoded features did not
separate the classes. Based on our comparisons, feature extraction from high dimensional
sparse data is a complex work depending on several factors, such as the structure of neural
network, the loss function and the hyper parameters. Therefore, based on our experiments,
currently, the methods which are able to handle the sparsity have shown better capability
for characterizing scATAC-seq data.

On the other hand, for the general machine learning methods, the result of Lsnmf
is better than NMF, because the projected gradient (bound constrained optimization)
method is used for each subproblem, and it relies on efficiently solving bound constrained
subproblems [42]. However, the computational efficiency of general machine learning use
for feature extraction is not as good as the neural network.

4.2. The Statistics from the Methods and the Size of Latten Variables

Since the number of latent features can be set manually, we made an additional work
which used 8, 16, 32, 64 and 128 latent features as a hyper parameter of the methods. The
results were listed in the Supplementary Materials (totaling 30 figures and 6 tables). Using
the external results, we made an additional statistic using box plots. Since the distribution
of ARI, F1 and NMI scores are similar, only the ARI and Silhouette scores were used in this
section (Figures 10 and 11), and the other two figures were listed in the Supplementary
Materials (Figures S31 and S32). As shown in Figure 10, VAE significantly outperformed
other methods in ARI since the median and the whiskers were higher than other methods.
In the rest of the methods, SparseAE showed a relatively better performance in the median
and upper whisker. The results in Figure 10 correspond with the results in Section 4.1 that
VAE and SparseAE rank as the top two of all the methods. However, the distribution of
Silhouette scores was quite different with ARI scores; the NMF achieved the highest score
and VAE had the relatively lower distribution among the six methods. This result shown
that the NMF is a potential method for information extraction and can separate the hidden
information in variant shapes. However, the unsupervised separated clusters from NMF
were not the expectation of this work, thus additional modification of the algorithm of
NMF seems necessary for characterizing scATAC-seq data.

Regarding the number of latent features (the right side of Figure 10), the evaluation
metrics, except Silhouette score, become better when the number of latent features range
from around 8 to 32. When the number of latent features becomes larger than 32, the
overall performance reduced gradually. Therefore, using 10 and 20 latent features in this
work is appropriate. Generally, when using manifold learning methods for information
extracting, usually the number of latent features is not linearly corrected with the final
performance because the extractable information contained by the data is limited, and the
performance will reduce after the number of latent features exceed a certain threshold.
In this work, considering the scores of both VAE and SparseAE were increasing from 8
to 16 latent features, we think the threshold is near 16-32, but the specific value will be
changed according to the used method.
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Figure 10. The boxplots of ARI scores generated from different methods and latent features. In the
figure the black Diamond (Q) is outlier.
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4.3. The Separation of EX Cells

As demonstrated in Section 3.7, even using VAE, the globally outperformed method
in this work, the EX cells were not as well separated as other cells. However, according to
Figure 6, the mis-separation usually occurred only in EX cells, which means VAE is able
to separate the EX cells and non-EX cells, but will mix the subtype of EX1, EX2 and EX3
cells. Considering the algorithm of VAE, the mis-separation of the EX cells has shown that
the Gaussian distribution generated by the encoders of the EX cells are similar, or more
similar than with other non-EX cells so that K-means cannot tell the different subtypes as
well as others. As evidence, the UMAP in Figure 6 showed that the cells of EX1, EX2 and
EX3 were so close to each other and relatively far away from other cells. Since UMAP is
only a projection of the high -dimensional data from the latent variable, we think using
an unsupervised method to separate the EX cells is a new challenge for us to solve in
the future.

5. Conclusions

In summary, this work provided multiple symmetric autoencoder architecture and
NMEF methods for characterizing scATAC-seq data. If similar data were used, VAE and
SparseAE could be good candidates for dimension reduction and feature extraction. At
present, all types of cells except EX can be well separated. It is meaningful to suggest
a more in-depth study of VAE or to look for more effective methods to better separate
subtypes of EX in the future. These results would be helpful for the related research which
needs a selection strategy of high-dimensional and extremely sparse data processing.

Supplementary Materials: The following figures and tables recording the results of the additional
work which used 8, 16, 32, 64 and 128 latent features of the six characterizing methods and the
additional statistic figures mentioned in Section 4.2 are available online at https://www.mdpi.com/
article/10.3390/sym13081467/s1.
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