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1. Introduction

Recently, many convergence results by the proximal point algorithm have been extended
from the classical linear spaces to the setting of manifolds (see, for example, refs. [1–18].
Li et al. [10] developed the proximal point method in the setting of Hadamard manifolds.
Later, Li et al. [11] extended the Mann and Halpern iteration scheme for finding the fixed
points of nonexpansive mappings from Hilbert spaces to Hadamard manifolds. Very recently,
Ansari et al. [12] and Al-Homidan-Ansari-Babu [13] considered the problem of finding

x ∈ Fix(T)
⋂
(A + B)−1(0) (1)

in a Hadamard manifold, where T is a nonexpansive mapping, B is a set-valued maximal
monotone mapping, and A is a single-valued continuous and monotone mapping. They
proposed some Halpern-type and Mann-type iterative methods. Under suitable conditions they
proved that the sequence generated by the algorithm converges strongly to a common element
of the set of fixed points of the mapping T and the set of solutions of the inclusion problem.

Recently, Calao et al. [14] and Khammahawong et al. [19] studied the equilibrium
problem on Hadamard manifolds. Let M be a Hadamard manifold, TM be the tangent
bundle of M, K be a nonempty closed geodesic convex subset of M, and F : K× K −→ R
be a bifunction satisfying F(x, x) = 0, for all x ∈ K. Then the equilibrium problem on the
Hadamard manifold is to find x∗ ∈ K such that

F(x∗, y) ≥ 0, ∀y ∈ K. (2)

We denote the set of a equilibrium points of the equilibrium problem (2) by EP(F).
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Motivated and inspired by the above results, we consider the following common
solution problem for a finite family of the equilibrium problem, quasi-variational inclusion
problem and the fixed point on Hadamard manifolds: i.e., to find x∗ ∈ K such that

x∗ ∈
m⋂

i=1

EP(Fi)
⋂
(A + B)−1(0)

⋂
F(S). (3)

In this paper, an iterative algorithm for finding a commmon solution of problem (3)
is proposed. Under suitable conditions, some strong convergence is proven. Our results
extend some recent results in literature.

2. Preliminaries

In this section, we recall some fundamental definitions, properties, useful results, and
notations of Riemannian geometry. Readers can refer to the textbook [20].

Let M be a finite dimensional differentiable manifold, Tp M be the tangent space of
M at p ∈ M, and we denote by TM =

⋃
p∈M Tp M the tangent bundle of M. An inner

product Rp(·, ·) on Tp M is called a Riemannian metric on Tp M. A tensor field R(·, ·) is
said to be a Riemannian metric on M if for every p ∈ M, the tensorRp(·, ·) is a Riemannian
metric on Tp M. The corresponding norm to the inner productR(·, ·) on Tp M is denoted
by || · ||p. A differentiable manifold M endowed with a Riemannian metricR(·, ·) is called
a Riemannian manifold. The length of a piecewise smooth curve γ : [0, 1]→ M joining p
to q (i.e., γ(0) = p and γ(1) = q) is defined as

L(γ) =
∫ 1

0
||γ′(t)||dt. (4)

the Riemannian distance d(p, q) is the minimal length over the set of all such curves joining
p to q, which induces the original topology on M.

A Riemannian manifold M is complete if for any p ∈ M, all geodesics emanating from
p are defined for all t ∈ R. A geodesic joining p to q in M is said to be a minimal geodesic
if its length is equal to d(p, q). A Riemannian manifold M equipped with Riemannian
distance d is a metric space (M, d). By Hopf–Rinow Theorem [20], if M is complete, then
any pair of points in M can be joined by a minimal geodesic. Moreover, (M, d) is a complete
metric space and bounded closed subsets are compact.

Definition 1. If M is a complete Riemannian manifold, then the exponential map expp : Tp M→
M at p ∈ M is defined by exppv = γv(1, p) for all v ∈ Tp M, where γv(·, p) is the geodesic
starting from p with velocity v, that is, γv(0, p) = p and γ′v(0, p) = v.

It is known that expptv = γv(t, p) for each real number t. It is easy to see that
expp0 = γv(0, p) = p, where 0 is the zero tangent vector. Moreover, for any p, q ∈ M we
have d(p, q) = ||exp−1

p q||. Note that the exponential map expp is differentiable on Tp M for
any p ∈ M.

Definition 2. A complete simply connected Riemannian manifold of non-positive sectional curva-
ture is called a Hadamard Manifold.

Proposition 1 ([20]). Let M be a Hadamard manifold. Then for any two points x, y ∈ M, there
exists a unique normalized geodesic γ : [0, 1]→ M joining x = γ(0) to y = γ(1), which is in fact
a minimal geodesic denoted by

γ(t) = expxtexp−1
x y, ∀t ∈ [0, 1]. (5)
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Lemma 1 ([21]). Let 4(p, q, r) be a geodesic triangle in a Hadamard manifold M. Then there
exist p̄, q̄, r̄ ∈ R2 such that

d(p, q) = || p̄− q̄||, d(q, r) = ||q̄− r̄||, d(r, p) = ||r̄− p̄||.

The triangle 4( p̄, q̄, r̄) is called the comparison triangle of the geodesic-triangle
4(p, q, r), which is unique up to isometry of M.

Lemma 2 ([11]). Let4(p, q, r) be a geodesic triangle in a Hadamard manifold M,4( p̄, q̄, r̄) be
its comparison triangle.

(1) Let α, β, γ (respectively, ᾱ, β̄, γ̄) be the angles of4(p, q, r) (respectively, 4( p̄, q̄, r̄) at
the vertices p, q, r(respectively, p̄, q̄, r̄). Then, the following inequalities hold:

ᾱ ≥ α, β̄ ≥ β, γ̄ ≥ γ.

(2) Let z be a point on the geodesic joining p to q and z̄ be its comparison point in the
interval [ p̄, q̄]. suppose that d(z, p) = ||z̄− p̄|| and d(z, q) = ||z̄− q̄||. Then

d(z, r) ≤ ||z̄− r̄||. (6)

The following inequalities can be proved easily.

Lemma 3 ([15]). Let M be a finite dimensional Hadamard manifold.

(i) Let γ : [0, 1]→ M be a geodesic joining x to y. Then we have

d(γ(t1), γ(t2)) = |t1 − t2|d(x, y), ∀t1, t2 ∈ [0, 1]; (7)

(From now on d(x, y) denotes the Riemannian distance).
(ii) for any x, y, z, u, w ∈ M and t ∈ [0, 1], the following inequalities hold:

d(expx(1− t)exp−1
x y, z) ≤ td(x, z) + (1− t)d(y, z); (8)

d2(expx(1− t)exp−1
x y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y); (9)

d(expx(1− t)exp−1
x y, expu(1− t)exp−1

u w) ≤ td(x, u) + (1− t)d(y, w). (10)

Let M be a Hadamard manifold. A subset K ⊂ M is said to be geodesic convex if for
any two points x and y in K, the geodesic joining x to y is contained in K.

In the sequel, unless otherwise specified, we always assume that M is a finite dimen-
sional Hadamard manifold, and K is a nonempty, bounded, closed and geodesic convex
set in M and Fix(S) is the fixed point set of a mapping S.

A function f : K → (−∞, ∞] is said to be geodesic convex if, for any geodesic
γ(λ)(0 ≤ λ ≤ 1) joining x, y ∈ C, the function f ◦ γ is convex, i.e.,

f (γ(λ)) ≤ λ f (γ(0)) + (1− λ) f (γ(1)) = λ f (x) + (1− λ) f (y).

Definition 3. Let X be a complete metric space and Q ⊂ X be a nonempty set. A sequence
{xn} ⊂ X is called Fejér monotone with respect to Q if for any y ∈ Q and n ≥ 0,

d(xn+1, y) ≤ d(xn, y).

Lemma 4 ([22,23]). Let X be a complete metric space, Q ⊂ X be a nonempty set. If {xn} ⊂ X
is Fejér monotone with respect to Q, then {xn} is bounded. Moreover, if a cluster point x of {xn}
belongs to Q, then {xn} converges to x.

Definition 4. A mapping S : K → K is said to be
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(1) nonexpansive if
d(Sx, Sy) ≤ d(x, y), ∀x, y ∈ K.

(2) firmly nonexpansive [20] if for all x, y ∈ K, the function φ : [0, 1]→ [0, ∞] defined by

φ(t) := d(expxtexp−1
x Sx, expytexp−1

y Sy), ∀t ∈ [0, 1]

is nonincreasing

Proposition 2 ([24]). Let S : K → K be a mapping. Then the following statements are equivalent.

(i) S is firmly nonexpansive;
(ii) For any x, y ∈ K and t ∈ [0, 1]

d(S(x), S(y)) ≤ d(expxtexp−1
x Sx, expytexp−1

y Sy); (11)

(iii) For any x, y ∈ K

R(exp−1
S(x)S(y), exp−1

S(x)x) +R(exp−1
S(y)S(x), exp−1

S(y)y) ≤ 0. (12)

Lemma 5 ([16]). If S : K → K is a firmly nonexpansive mapping and Fix(S) 6= ∅, then for any
x ∈ K and p ∈ Fix(S) the following conclusion holds:

d2(Sx, p) ≤ d2(x, p)− d2(Sx, x). (13)

In the sequel, we denote by Ω(M) the set of all single-valued vector fields A : M→
TM, such that A(x) ∈ Tx M for each x ∈ M, and let the domain D(A) of A be defined by

D(A) = {x ∈ M : A(x) ∈ Tx M}.

Definition 5 ([25]). A single-valued vector field A ∈ Ω(M) is said to be monotone if

〈A(x), exp−1
x y〉 ≤ 〈A(y),−exp−1

y x〉, ∀x, y ∈ M.

Let X (M) denote the set of all set-valued vector fields B : M → 2TM such that
B(x) ⊂ Tx M for all x ∈ M, and let the domain D(B) of B be defined by D(B) = {x ∈ M :
B(x) 6= ∅}.

Definition 6 ([26]). A set-valued vector field B ∈ X (M) is said to be

(1) monotone if for any x, y ∈ D(B),

R(u, exp−1
x y) ≤ R(v,−exp−1

y x), ∀u ∈ B(x) and ∀v ∈ B(y);

(2) maximal monotone if it is monotone and for all x ∈ D(B) and u ∈ Tx M, the condition

R(u, exp−1
x y) ≤ R(v,−exp−1

y x) ∀y ∈ D(B) and ∀v ∈ B(y).

implies u ∈ B(x).
(3) For given λ > 0, the resolvent of B of order λ > 0 is a set-valued mapping JB

λ : M → 2TM

defined by
JB
λ (x) := {z ∈ M : x ∈ expzλB(z)}, ∀x ∈ M.

Theorem 1 ([24]). Let B ∈ X (M). The following assertions hold for any λ > 0

(1) the vector field B is monotone if and only if JB
λ is single-valued and firmly nonexpansive.

(2) if D(B) = M, the vector field B is maximal monotone if and only if JB
λ is single-valued, firmly

nonexpansive and the domain D(JB
λ ) = M.
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Proposition 3 ([24]). Let K be a nonempty subset of M and T : K → M be a firmly nonexpansive
mapping. Then

R(exp−1
Ty x, exp−1

Ty y) ≤ 0

holds for any x ∈ F(T) and y ∈ K.

Lemma 6 ([13]). Let K be a nonempty closed subset of M and B ∈ X (M) be a maximal monotone
vector field. Let {λn} ⊂ (0, ∞) be a real sequence with limn→∞λn = λ > 0 and a sequence
{xn} ⊂ K with limn→∞xn = x ∈ K such that limn→∞ JB

λn
(xn) = y. Then, y = JB

λ (x).

Proposition 4 ([12]). Let A ∈ Ω(M) be a single-valued monotone vector field, B ∈ X (M) be a
set-valued maximal monotone vector field. For any x ∈ K, the following assertions are equivalent

(1) x ∈ (A + B)−1(0);
(2) x = JB

λ (expx(−λA(x))), ∀λ > 0.

Let K be a nonempty closed geodesic convex set in M and F : K × K → R be a
bifunction satisfying the following assumptions:
(A1) for all x ∈ K, F(x, x) ≥ 0;

(A2) F is monotone, that is, for all x, y ∈ K, F(x, y) + F(y, x) ≤ 0;
(A3) for every y ∈ K, x 7→ F(x, y) is upper semicontinuous;
(A4) for every x ∈ K, y 7→ F(x, y) are geodesic convex and lower semicontinuous;
(A5) x 7→ F(x, x) is lower semicontinuous;
(A6) there exists a compact set L ⊆ M such that x ∈ K \ L =⇒ ∃y ∈ K

⋂
L such that

F(x, y) < 0.

Definition 7 ([14]). Let F : K × K → R be a bifunction. The resolvent of F is a multivalued
operator TF

r : M→ 2K defined by

TF
r (x) = {z ∈ K : F(z, y)− 1

r
〈exp−1

z x, exp−1
z y〉 ≥ 0, ∀y ∈ K}.

Theorem 2 ([14]). Let F : K× K → R be a bifunction satisfying the following conditions:

(1) F is monotone;
(2) for all r > 0, TF

r is properly defined, that is, the domain D(TF
r ) 6= ∅.

Then for any r > 0,

(i) the resolvent TF
r is single-valued;

(ii) the resolvent TF
r is firmly nonexpansive;

(iii) the fixed point set of TF
r is the equilibrium point set of F,

F(TF
r ) = EP(F).

Theorem 3 ([24]). Let F : K× K → R be a bifunction satisfying the assumptions (A1)− (A3).
Then D(TF

r ) = M.

Lemma 7 ([24]). Let F : K×K → R be a bifunction satisfying the assumptions (A1), (A3), (A4), (A5)
and (A6). Then, there exists z ∈ K such that

F(z, y)− 1
r
〈exp−1

z x, exp−1
z y〉 ≥ 0, ∀y ∈ K,

for all r > 0 and x ∈ M.

3. The Main Results

In the sequel, we always assume that
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(1) K is a nonempty closed bounded geodesic convex subsets of a Hadamard manifold
M;

(2) B : K −→ 2TM is a maximal monotone setvalued vector field;
(3) A : K −→ TM is a continuous and monotone single-valued vector field satisfying the

following condition [13].

(Assumption 3.1):

d(expx(−λA(x)), expy(−λA(y))) ≤ (1− ρ)d(x, y), ∀x, y ∈ K, λ > 0 and ρ ∈ [0, 1]. (14)

(4) S : K → K is a nonexpansive mapping;
(5) Fi : K× K −→ R, i = 1, 2, · · · , m, is a bifunction satisfying the conditions (A1)− (A6),

and for given r > 0, the resolvent of Fi is a multivalued operator TFi
r : M −→ 2K such

that for all x ∈ M

TFi
r (x) = {z ∈ K : Fi(z, y)− 1

r
〈exp−1

z x, exp−1
z y〉 ≥ 0, ∀y ∈ K}, i = 1, 2, · · · , m.

(6) Denote by

Sl
r := TFl

r ◦ TFl−1
r ◦ · · · ◦ TF2

r ◦ TF1
r , l = 1, 2, · · · , m.

Theorem 4. Let K, M, A, B, {Fi}m
i=1, {Sl

r}m
l=1 and S be the same as above. Let {xn}, {un}, {yn}

and {zn} be the sequences generated by x0 ∈ K
un = JB

λn
(expxn(−λn A(xn))),

yn = expxn αnexp−1
xn Sun,

zn = Sm
r (yn),

xn+1 = expxn βnexp−1
xn zn. ∀n ≥ 0,

(15)

where {αn}, {βn} and {λn} are positive sequences satisfying the following conditions:

(i) 0 < a ≤ αn, βn ≤ b < 1, ∀n ∈ N ;
(ii) 0 < λ̂ ≤ λn ≤ λ̃ < ∞, ∀n ∈ N;
(iii) ∑∞

n=1 αnβn = ∞
If Ω =

⋂m
i=1 EP(Fi)

⋂
(A + B)−1(0)

⋂
F(S) 6= ∅, then {xn} converges strongly to a

solution of problem (1.4).

Proof. We divide the proof of Theorem 4 into five steps.
For n ≥ 0, let γn : [0, 1] → M be the geodesic joining γn(0) = xn to γn(1) = zn and

γ̂n : [0, 1]→ M be the geodesic joining γ̂n(0) = xn to γ̂n(1) = Sun. Then {xn+1} and {yn}
can be written as

xn+1 := γn(βn), yn = γ̂n(αn). (16)

(I) We first prove that Ω is closed and geodesic convex.
Because every nonexpansive mapping is continuous, therefore F(S) is closed. We can

prove that F(S) is geodesic convex.
In fact, let p, q ∈ F(S), we need to prove that a gecdesic γ : [0, 1]→ M joining p to q is

contained in F(S). It is well-known that in Hadamard manifold M, for any p, q ∈ M, and
t ∈ [0, 1], there exists a unique point ωt = γ(t) = expptex−1

p q such that

d(p, q) = d(p, ωt) + d(ωt, q).

By the nonexpansiveness of S and the geodesic convexity of Riemannian distance,
we have

d(p, S(ωt)) = d(S(p), S(ωt)) ≤ d(p, ωt) = d(p, γ(t)) ≤ td(p, q).
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Similarly, we get
d(S(ωt), q) ≤ (1− t)d(p, q).

From the above, we have

d(p, q) ≤ d(p, S(ωt)) + d(S(ωt), q) ≤ d(p, q).

So
d(p, q) = (p, S(ωt)) + d(S(ωt), q).

By the uniqueness of ωt, we have ωt = S(ωt). Therefore, ωt = γ(t) ∈ F(S). Thus,
F(S) is geodesic convex.

From Proposition 4, we have (A + B)−1(0) = F(JB
λ (exp(−λA))). Because JB

λ is non-
expansive, this together with Assumption 3.1, JB

λ (exp(−λA)) is nonexpansive. Therefore,
(A + B)−1(0) is closed and geodesic convex in M.

From Theorem 2, we have TFi
r is firmly nonexpansive and F(TFi

r ) = EP(Fi). Therefore,
EP(Fi) is closed and geodesic convex in M. Hence, Ω is closed and geodesic convex.

(II) We prove that {xn} is Fejér monotone with respect to Ω.

Let ω ∈ Ω, Then ω ∈ (A + B)−1(0) and ω ∈ ⋂m
i=1 EP(Fi). By Proposition 4, we have

ω = JB
λn
(expω(−λn A(ω))). By nonexpansiveness of resolvent JB

λn
of B and Assumption

3.1, we have

d(un, ω) = d(JB
λn
(expxn(−λn A(xn))), JB

λn
(expω(−λn A(ω))))

≤ d(expxn(−λn A(xn)), expω(−λn A(ω)))

≤ (1− ρ)d(xn, ω)

≤ d(xn, ω).

(17)

Since ω ∈ ⋂M
i=1 EP(Fi), by Theorem 2, for each i = 1, 2, · · · , m, TFi

r is non-expansive
and Fix(TFi

r ) = EP(Fi), therefore Sm
r is also non-expansive and ω ∈ Fix(Sm

r ), we have

d(zn, ω) = d(Sm
r (yn), Sm

r (ω)) ≤ d(yn, ω). (18)

Because yn = γ̂n(αn) for all n ≥ 0, S is a nonexpansive mapping on K and ω ∈ F(S),
by using the geodesic convexity of Riemannian distance and (17), we have

d(yn, ω) = d(γ̂n(αn), ω)

≤ (1− αn)d(γ̂n(0), ω) + αnd(γ̂n(1), ω)

≤ (1− αn)d(xn, ω) + αnd(Sun, ω)

≤ (1− αn)d(xn, ω) + αnd(un, ω)

≤ d(xn, ω).

(19)

Since xn+1 := γn(βn), from (18) and (19), we have

d(xn+1, ω) = d(γn(βn), ω)

≤ (1− βn)d(γn(0), ω) + βnd(γn(1), ω)

≤ (1− βn)d(xn, ω) + βnd(zn, ω)

≤ (1− βn)d(xn, ω) + βnd(yn, ω)

≤ (1− βn)d(xn, ω) + βnd(xn, ω)

≤ d(xn, ω).

(20)

This shows that {d(xn, ω)} is decreasing and bounded below. Hence, the limit
limn→∞d(xn, ω) exists for each ω ∈ Ω. This implies that {xn} is Fejér monotone with respect to
Ω. Hence, the sequence {xn} is bounded. So are the sequences {expxn(−λn A(xn))}, {S(un)},
{yn} and {zn}.
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(III) Next, we prove that
lim

n→∞
d(xn+1, xn) = 0

We fix n ≥ 0 and let ∆(xn, zn, ω) be a geodesic triangle with vertices xn, zn and ω, and
∆(xn, zn, ω) ⊆ R2 be a corresponding comparison triangle. Then, we have

d(xn, ω) = ||xn −ω||, d(zn, ω) = ||zn −ω|| and d(zn, xn) = ||zn − xn||.

Recall xn+1 := expxn βnexp−1
xn zn, so it comparison point is xn+1 = (1− βn)xn + βnzn.

Using (6), (18) and (19), we get

d2(xn+1, ω) ≤ ||xn+1 −ω||2

= ||(1− βn)xn + βnzn −ω||2

= ||(1− βn)(xn −ω) + βn(zn −ω)||2

= (1− βn)||xn −ω||2 + βn||zn −ω||2 − βn(1− βn)||xn − zn||2

= (1− βn)d2(xn, ω) + βnd2(zn, ω)− βn(1− βn)d2(xn, zn)

≤ (1− βn)d2(xn, ω) + βnd2(yn, ω)− βn(1− βn)d2(xn, zn)

≤ (1− βn)d2(xn, ω) + βnd2(xn, ω)− βn(1− βn)d2(xn, zn)

= d2(xn, ω)− βn(1− βn)d2(xn, zn).

(21)

From (21), we also obtain

βn(1− βn)d2(xn, zn) ≤ d2(xn, ω)− d2(xn+1, ω),

and we further have

d2(xn, zn) ≤
1

βn(1− βn)
(d2(xn, ω)− d2(xn+1, ω))

≤ 1
a(1− b)

(d2(xn, ω)− d2(xn+1, ω)).

Since {xn} is a Fejér monotone with respect to Ω which implies that limn→∞d(xn, ω)
exists. By letting n→ ∞, we have

lim
n→∞

d(xn, zn) = 0. (22)

Recall that xn+1 := γn(βn) for all n ∈ N, using the geodesic convexity of Riemannian
distance, we obtain

d(xn+1, xn) = d(γn(βn), xn)

≤ (1− βn)d(γn(0), xn) + βnd(γn(1), xn)

= (1− βn)d(xn, xn) + βnd(zn, xn)

= βnd(xn, zn)

≤ bd(xn, zn).

Letting n→ ∞ and using (22), we get

lim
n→∞

d(xn+1, xn) = 0. (23)

(IV) Next we prove that limn→∞ d(xn, yn) = 0 and limn→∞ d(xn, Sun) = 0.
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Because {xn} is bounded, there exists a constant L such that d(xn, ω) ≤ L for all n ≥ 0.
By (17) and (20), Assumption 3.1 and geodesic convexity of Riemannian distance, we have

d(xn, ω) ≤ (1− βn−1)d(xn−1, ω) + βn−1d(yn−1, ω)

≤ (1− βn−1)d(xn−1, ω) + βn−1((1− αn−1)d(xn−1, ω) + αn−1d(un−1, ω))

≤ (1− βn−1)d(xn−1, ω) + βn−1((1− αn−1)d(xn−1, ω) + αn−1(1− ρ)d(xn−1, ω))

= (1− βn−1)d(xn−1, ω) + βn−1(1− ραn−1)d(xn−1, ω)

= (1− ραn−1βn−1)d(xn−1, ω),

where ρ is the same as in Assumption 3.1. Let 0 ≤ m ≤ n, then

d(xn, ω) ≤ L
n−1

∏
j=m

(1− ραjβ j). (24)

On the other hand, by (19) and (20), we have

d(xn, yn) ≤ d(xn, xn+1) + d(xn+1, ω) + d(yn, ω)

≤ d(xn, xn+1) + 2d(xn, ω).

Therefore, by using (24), the above inequality becomes

d(xn, yn) ≤ d(xn, xn+1) + 2L
n−1

∏
j=m

(1− ραjβ j).

By taking limit as n→ ∞, we get

lim
n→∞

d(xn, yn) ≤ lim
n→∞

d(xn, xn+1) + 2L lim
n→∞

n−1

∏
j=m

(1− ραjβ j). (25)

By condition (iii), we have

lim
n→∞

n−1

∏
j=m

(1− ραjβ j) = 0.

This together with (23) and (25) implies that

lim
n→∞

d(xn, yn) = 0. (26)

From (17) and (20), we have

d(xn, Sun) ≤ d(xn, xn+1) + d(xn+1, ω) + d(Sun, ω)

≤ d(xn, xn+1) + d(xn+1, ω) + d(un, ω)

≤ d(xn, xn+1) + 2d(xn, ω).

Similarly, we can prove that

lim
n→∞

d(xn, Sun) = 0, and lim
n→∞

d(xn, un) = 0. (27)

Since
d(Sm

r (xn), xn) ≤ d(Sm
r (xn), Sm

r (yn)) + d(Sm
r (yn), xn)

≤ d(xn, yn) + d(zn, xn).
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Letting n→ ∞ and using (22) and (26), we have

lim
n→∞

d(Sm
r (xn), xn) = 0. (28)

(V) Next we prove that the cluster point ν of the sequence {xn} belongs to Ω.

We have already proved in step 1 that the sequence {xn} is bounded. Therefore, there
exists a subsequence {xnj} of {xn} which converges to a cluster point ν of {xn}. Thus, (27)
implies that unj → ν as j→ ∞. By nonexpansiveness of S, we have

d(ν, S(ν)) ≤ d(xnj , ν) + d(xnj , S(unj)) + d(S(unj), S(ν))

≤ d(xnj , ν) + d(xnj , S(unj)) + d(unj , ν).

By (27) and taking limit as j→ ∞, we have

d(ν, S(ν)) = 0,

which means that ν ∈Fix(S).
Next, we prove that ν ∈ ⋂m

i=1 EP(Fi).
By (28), we have limj→∞d(Sm

r (xnj), xnj) = 0. Since Sm
r is a non-expansive mapping, it

is demi-closed at zero, so ν ∈ Fix(Sm
r ). In order to prove that ν ∈ ⋂m

i=1 EF(Fi) it should be
proved that Fix(Sm

r ) =
⋂m

i=1 Fix(TFi
r ).

It is obvious that
⋂m

i=1 Fix(TFi
r ) ⊆ Fix(Sm

r ). Next we prove that

Fix(Sm
r ) ⊆

m⋂
i=1

Fix(TFi
r ).

Let q ∈ Fix(Sm
r ) and p ∈ ⋂m

i=1 Fix(TFi
r ), we have

d(q, p) = d(Sm
r q, p) = d(TFm

r Sm−1
r q, p) ≤ d(Sm−1

r q, p)

≤ d(Sm−2
r q, p) ≤ · · · ≤ d(S1

r q, p) = d(TF1
r q, p) ≤ d(q, p).

This implies that

d(q, p) = d(Sm
r q, p) = d(Sm−1

r q, p) = d(Sm−2
r q, p) = · · · = d(S1

r q, p)

= d(TF1
r q, p).

(29)

It follows from (29) and Lemma 5 that for each i = 1, 2, · · · , m, we have

d2(Si
rq, p) + d2(Si

rq, Si−1
r q) ≤ d2(Si−1

r q, p) = d2(q, p).

Since d(Si
rq, p) = d(q, p), this implies that for each i = 1, 2, · · · , m

d(Si
rq, Si−1

r q) = 0, i.e., Si−1
r q ∈ Fix(TFi

r ). (30)

Taking i = 1 in (2), we have q = TF1
r (q). Taking i = 2 in (3.17), we have that

q = TF1
r (q) = TF2

r (q).

Taking i = 1, 2, · · · , m in (2) we can prove that

q = TF1
r (q) = TF2

r (q) = · · · = TFm−1
r (q) = TFm

r (q), i.e., q ∈
m⋂

i=1

Fix(TFi
r ).

Finally, we prove that ν ∈ (A + B)−1(0).



Symmetry 2021, 13, 1161 11 of 13

Because λ̂ ≤ λn ≤ λ̃ then we can choose λ > 0 such that the subsequence {λnj} of
{λn} converges to λ. Because un = JB

λn
(expxn(−λn A(xn))). Then, by (27) and Lemma 6,

we have

0 = lim
j→∞

d(xnj , unj)

= lim
j→∞

d(xnj , JB
λnj

(expxnj
(−λnj A(xnj))))

= d(ν, JB
λ (expν(−λA(ν)))).

From Proposition 4, we have ν ∈ (A + B)−1(0). Hence, ν ∈ Ω. This completes the
proof.

In Theorem 4, take Fi ≡ 0 (i = 1, 2, · · · , m), then the following Corollary can be
obtained from Theorem 4 immediately.

Corollary 1. Let K, M, A, B and S be the same as in Theorem 4. Let {xn}, {un} and {yn} be
sequences generated by x0 ∈ K and

un = JB
λn
(expxn(−λn A(xn))),

yn = expxn αnexp−1
xn S(un),

xn+1 = expxn βnexp−1
xn yn. ∀n ≥ 0,

(31)

where {αn}, {βn} and {λn} are positive sequences satisfying the conditions (i), (ii) and (iii) in
Theorem 4. If Ω1 = (A + B)−1(0)

⋂
F(S) 6= ∅, then {xn} converges strongly to some point

ν ∈ Ω1.
In Theorem 4 take Fi ≡ 0(i = 1, 2, · · · , m) and S = I (identity mapping on K), then the

following corollary can be obtained from Theorem 4.

Corollary 2. Let K, M, A and B be the same as in Theorem 4. Let {xn}, {un} and {yn} be the
sequences generated by x0 ∈ K and

un = JB
λn
(expxn(−λn A(xn))),

yn = expxn αnexp−1
xn un,

xn+1 = expxn βnexp−1
xn yn. ∀n ≥ 0,

(32)

where {αn}, {βn} and {λn} are positive sequences satisfying the conditions (i), (ii) and (iii) in
Theorem 4. If Ω2 = (A + B)−1(0) 6= ∅, then {xn} converges strongly to some point ν ∈ Ω2.

In Theorem 4, take A ≡ 0 and S = I (the identity mapping on K), then the following result
can be obtained from Theorem 4 immediately.

Corollary 3. Let K, M, B, {Fi}m
i=1 and {Sl

rn}
m
l=1 be the same as in Theorem 4. Let {xn}, {un}, {yn}

and {zn} be the sequences generated by x0 ∈ K:
un = JB

λn
(xn),

yn = expxn αnexp−1
xn un,

zn = Sm
r (yn),

xn+1 = expxn βnexp−1
xn zn. ∀n ≥ 0,

(33)

where {αn}, {βn} and {λn} are positive sequences satisfying the the conditions (i), (ii) and (iii)
in Theorem 4. If Ω3 =

⋂m
i=1 EP(Fi)

⋂
B−1(0) 6= ∅, then {xn} converges strongly to some point

ν ∈ Ω3.
In Theorem 4 take A ≡ 0, B ≡ 0 and S = I ( identity mapping on K), then the following

result can be obtained from Theorem 4 immediately.
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Corollary 4. Let K, M, {Fi}m
i=1 and {Sl

rn}
m
l=1 be the same as in Theorem 4. Let {xn} and {zn}

be sequences generated by x0 ∈ K and{
zn = Sm

r (xn),

xn+1 = expxn βnexp−1
xn zn. ∀n ≥ 0,

(34)

where {αn}, {βn} and {λn} are positive sequences satisfying the conditions (i), (ii) and (iii) in
Theorem 4. If Ω4 =

⋂m
i=1 EP(Fi) 6= ∅, then {xn} converges to some point ν ∈ Ω4.

Author Contributions: Conceptualization, J.Z., J.T., M.L., and L.Z.; Methodology, J.Z., J.T., M.L., and
L.Z.; Software, J.Z. and J.T.; Validation, J.T., M.L., and L.Z.; Formal analysis, J.Z.; Investigation, M.L.;
Resources, J.Z., S.-s.C., J.T.; Data curation, J.T., M.L., and L.Z.; Writing, original draft preparation,
J.Z., S.-s.C., J.T., M.L., and L.Z.; Writing, review and editing, J.Z., S.-s.C. and J.T.; Visualization, L.Z.;
Supervision, M.L.; Project administration, J.Z., J.T., M.L., and L.Z.; Funding acquisition, J.Z., J.T., M.L.,
and L.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Scientic Research Fund of Science and Technology De-
partment of Sichuan Provincial (2018JY0340,2018JY0334) and the Scientic Research Fund of SiChuan
Provincial Education De-partment (16ZA0331). This work was also supported by the Scientic Re-
search Fund of Yibin University (2021YY03) and the Center for General Education, China Medical
University, Taichung,Taiwan.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to express their thanks to the Editor and the reviewers
for their helpful comments.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Rockafellar, R.T. Monotone operators and the proximal point algorithm. SIAM J. Control Optim. 1976, 14, 877–898. [CrossRef]
2. Chang, S.S. Set-valued variational inclusions in banach spaces. J. Math. Anal. Appl. 2000, 248, 438–454. [CrossRef]
3. Chang, S.S. Existence and approximation of solutions for set-valued variational inclusions in Banach spaces. Nonlinear Anal. 2001,

47, 583–594. [CrossRef]
4. Chang, S.S.; Cho, Y.J.; Lee, B.S.; Jung, I.H. Generalized set-valued variational inclusions in Banach spaces. J. Math. Anal. Appl.

2000, 246, 409–422. [CrossRef]
5. Manaka, H.; Takahashi, W. Weak convergence theorems for maximal monotone operators with nonspreading mappings in a

Hilbert space. Cubo 2011, 13, 11–24. [CrossRef]
6. Sahu, D.R.; Ansari, Q.H.; Yao, J.C. The Prox-Tikhonov forward-backward method and applications. Taiwan J. Math. 2015, 19,

481–503. [CrossRef]
7. Takahashi, S.; Takahashi, W.; Toyoda, M. Strong convergence theorems for maximal monotone operators with nonlinear mappings

in Hilbert spaces. J. Optim. Theory Appl. 2010, 147, 27–41. [CrossRef]
8. Chang, S.S.; Lee, J.H.W.; Chan, C.K. Algorithms of common solutions to quasi variational inclusion and fixed point problems.

Appl. Math. Mech. Engl. Ed. 2008, 29, 571–581. [CrossRef]
9. Li, C.; Yao, J.C. Variational inequalities for set-valued vector fields on Riemannian manifolds: Convexity of the solution set and

the proximal point algorithm. SIAM J. Control Optim. 2012, 50, 2486–2514. [CrossRef]
10. Li, C.; Lopez, G.; Martin-Marquez, V. Monotone vector fields and the proximal point algorithm on Hadamard manifolds. J. Lond.

Math. Soc. 2009, 79, 663–683. [CrossRef]
11. Li, C.; Lopez, G.; Martin-Marquez, V. Iterative algorithms for nonexpansive mappings on Hadamard manifolds. Taiwan J. Math.

2010, 14, 541–559.
12. Ansari, Q.H.; Babu, F.; Li, X. Variational inclusion problems in Hadamard manifolds. J. Nonlinear Convex Anal. 2018, 19, 219–237.
13. Al-Homidan, S.; Ansari, Q.H.; Babu, F. Halpern- and Mann-Type Algorithms for Fixed Points and Inclusion Problems on

Hadamard Manifolds. Numer. Funct. Anal. Optim. 2019, 40, 621–653. [CrossRef]
14. Colao, V.; Lopez, G.; Marino, G.; Martin-Marquez, V. Equilibrium problems in Hadamard manifolds. J. Math. Anal. Appl. 2012,

388, 61–77. [CrossRef]
15. Chang, S.S.; Yao, J.C.; Yang, L.; Wen, C.F.; Wu, D.P. Convergence Analysis for Variational Inclusion Problems Equilibrium

Problems and Fixed Point in Hadamard Manifolds. Numer. Funct. Anal. Optim. 2021, 42, 567–582. [CrossRef]
16. Chang, S.S.; Tang, J.F.; Wen, C.F. A new algorithm for mmonotone inclusion problems and fixed points on Hadamard manifolds

with applications. Acta Math. Sci. 2021, 41B, 1250–1262. [CrossRef]

http://doi.org/10.1137/0314056
http://dx.doi.org/10.1006/jmaa.2000.6919
http://dx.doi.org/10.1016/S0362-546X(01)00203-6
http://dx.doi.org/10.1006/jmaa.2000.6795
http://dx.doi.org/10.4067/S0719-06462011000100002
http://dx.doi.org/10.11650/tjm.19.2015.4972
http://dx.doi.org/10.1007/s10957-010-9713-2
http://dx.doi.org/10.1007/s10483-008-0502
http://dx.doi.org/10.1137/110834962
http://dx.doi.org/10.1112/jlms/jdn087
http://dx.doi.org/10.1080/01630563.2018.1553887
http://dx.doi.org/10.1016/j.jmaa.2011.11.001
http://dx.doi.org/10.1080/01630563.2021.1895835
http://dx.doi.org/10.1007/s10473-021-0413-9


Symmetry 2021, 13, 1161 13 of 13

17. Liu, M.; Chang, S.S.; Zhu, J.H.; Tang, J.F.; Liu, X.D.; Xiao, Y.; Zhao, L.C. An iterative algorithm for finding a common solution of
equilibrium problem, quasi-variational inclusion problem and fixed point on Hadamard manifolds. J. Nonlinear Convex Anal.
2021, 22, 69–86.

18. Constantin Udriste, Convex Functions and Optimization Methods on Riemannian Manifolds; Kluwer Academic Publishers: Amsterdam,
the Netherlands, 1994.

19. Khammahawong, K.; Kumam, P.; Chaipunya, P. Splitting algorithms of common solutions betwen equilibrium and inclusion
problems on Hadamard manifolds. arXiv 2019, arXiv:1907.00364v1.

20. Sakai, T. Riemannian Geometry, Translations of Mathematical Monographs; American Mathematical Society: Providence, RI, USA, 1996.
21. Reich, S. Strong convergence theorems for resolvents of accretive operators in Banach spaces. J. Math. Anal. Appl. 1980, 75,

287–292. [CrossRef]
22. Ferreira, O.P.; Oliveira, P.R. Proximal point algorithm on Riemannian manifolds. Optimization 2002, 51, 257–270. [CrossRef]
23. Iusem, A.N. An iterative algorithm for the variational inequality problem. Comput. Appl. Math. 1994, 13, 103–114.
24. Li, C.; Lopez, G.; Martin-Marquez, V.; Wang, J.-H. Resolvents of set-valued monotone vector fields in Hadamard manifolds.

Set-Valued Anal. 2011, 19, 361–383. [CrossRef]
25. Nemeth, S.Z. Monotone vector fields. Publ. Math. 1999, 54, 437–449.
26. Neto, J.X.; Ferreira, O.P.; Perez, L.R.L. Monotone point-to-set vector fields, Balkan J. Geom. Appl. 2000, 5, 69–79.

http://dx.doi.org/10.1016/0022-247X(80)90323-6
http://dx.doi.org/10.1080/02331930290019413
http://dx.doi.org/10.1007/s11228-010-0169-1

	Introduction
	Preliminaries
	The Main Results
	References

