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Abstract: The oscillation of impulsive differential equations plays an important role in many applica-
tions in physics, biology and engineering. The symmetry helps to deciding the right way to study
oscillatory behavior of solutions of impulsive differential equations. In this work, several sufficient
conditions are established for oscillatory or asymptotic behavior of second-order neutral impulsive
differential systems for various ranges of the bounded neutral coefficient under the canonical and
non-canonical conditions. Here, one can see that if the differential equations is oscillatory (or con-
verges to zero asymptotically), then the discrete equation of similar type do not disturb the oscillatory
or asymptotic behavior of the impulsive system, when impulse satisfies the discrete equation. Further,
some illustrative examples showing applicability of the new results are included.

Keywords: oscillation; non-oscillation; nonlinear; delay argument; canonical; impulse; non-canonical

1. Introduction

As is well known, impulsive differential equations serve as basic models to study
the dynamics of processes that are subject to sudden changes in their states. We see
symmetry every day but often do not realize it. People use concepts of symmetry, including
translations, rotations, reflections, modelling and tessellations as part of their careers. In this
paper, we use the concept of symmetry slightly to study the oscillation criteria of neutral
impulsive differential equations. Next, we are highlighting some current developments of
oscillation theory to impulsive differential systems.

In [1], Shen and Wang studied the impulsive systems of the form{
ν′(λ) + q(λ)ν(λ− ς) = 0, λ 6= ϕι, λ ≥ λ0

ν(ϕ+
ι )− ν(ϕ−ι ) = Iι(ν(ϕι)), ι ∈ N

(1)

where q, Iι ∈ C(R,R) for ι ∈ N, and obtained new oscillation results for (1).
In [2], Graef et al. have studied the impulsive system{

(ν(λ)− p(λ)ν(λ− δ))′ + q(λ)|ν(λ− ς)|µsgn ν(λ− ς) = 0, λ ≥ λ0

ν(ϕ+
ι ) = Iιν(ϕι), ι ∈ N

(2)

assuming that p(λ) ∈ PC([λ0, ∞),R+) (that is, p(λ) is piecewise continuous in [λ0, ∞)),
studied the oscillation criteria of (2).
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In [3], the authors established some new oscillation criteria for first order impulsive
neutral delay differential systems of the form{

(ν(λ)− p(λ)ν(λ− δ))′ + q(λ)ν(λ− ς1)− q2(λ)ν(λ− ς2) = 0, ς ≥ δ > 0
ν(ϕ+

ι ) = Iι(ν(ϕι)), ι ∈ N
(3)

under the assumptions that p(λ) ∈ PC([λ0, ∞),R+) and bι ≤ Iι(ν)
ν ≤ 1.

Oscillation and non-oscillation properties of second-order impulsive system were
studied by Tripathy and Santra in [4], where the authors considered the problem{

(ν(λ)− pν(λ− δ))′′ + q1ν(λ− ς) = 0, λ 6= ϕι, ι ∈ N
∆(ν(ϕι)− p̃ν(ϕι − δ))′ + q2ν(ϕι − ς) = 0, ι ∈ N,

(4)

where all coefficients and delays are constant. Other sufficient and necessary conditions
for qualitative properties of second-order impulsive system were obtained in [5], where
Tripathy and Santra studied the impulsive system of the form{

(r(λ)(ν(λ) + p(λ)ν(λ− δ))′)′ + q1(λ)g(ν(λ− ς)) = 0, λ 6= ϕι, ι ∈ N
∆(r(ϕι)(ν(ϕι) + p(ϕι)ν(ϕι − δ))′) + q2(ϕι)g(ν(ϕι − ς)) = 0, ι ∈ N.

. (5)

In [6], Santra and Tripathy investigated the qualitative behavior of the impulsive system
(ν(λ)− p(λ)ν(λ− δ))′ + q(λ)g(ν(λ− ς)) = 0, λ 6= ϕι, λ ≥ λ0

ν(ϕ+
ι ) = Iι(ν(ϕι)), ι ∈ N

ν(ϕ+
ι − ς) = Iι(ν(ϕι − ς)), ι ∈ N

(6)

for different values of the neutral coefficient p.
In [7], Santra and Dix obtained sufficient and necessary conditions for the oscillation

of the impulsive system{
(r(λ)( f ′(λ))γ)′ + ∑m

j=1 qj(λ)gj(ν(ς̃ j(λ))) = 0, λ ≥ λ0, λ 6= ϕι, ι ∈ N
∆(r(ϕι)( f ′(ϕι))γ) + ∑m

j=1 q̃j(ϕι)gj(ν(ς̃ j(ϕι))) = 0,
(7)

where

f (λ) = ν(λ) + p(λ)ν(δ(λ)), ∆ν(λ) = lim
η→λ+

ν(η)− lim
η→λ−

ν(η), −1 ≤ p(λ) ≤ 0.

In [8], Tripathy and Santra studied oscillatory behavior for the solutions of the follow-
ing forced nonlinear neutral impulsive differential systems{

(r(λ)(u(λ) + p(λ)ν(λ− δ))′)′ + q(λ)g(u(λ− ς)) = h(λ), λ 6= ϕι, ι ∈ N
∆(r(ϕι)(ν(ϕι) + p(ϕι)ν(ϕι − δ))′) + q̃(ϕι)h(ν(ϕι − ς)) = f̃ (ϕι), ι ∈ N

(8)

for different values of p(λ) and found some new sufficient conditions for the existence of
positive bounded solutions of system (8).

For further details on recent developments of oscillation theory for delay differen-
tial equations and neutral impulsive differential equations, we refer the reader to the
papers [9–36] and to the references therein. The study of qualitative behavior of half-
linear/Emden–Fowler differential equations with deviating arguments has several ap-
plications in engineering and physics; see, e.g., the papers [26–29,31,32,34,35] for more
details. In particular, by using different methods, the following papers were concerned
with the qualitative behavior of various classes of half-linear/Emden–Fowler differential
equation with different neutral coefficients (e.g., the paper [25] was concerned with neutral
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differential equations assuming that 0 ≤ p(λ) < 1 and p(λ) > 1; the paper [26] was
concerned with neutral differential equations assuming that 0 ≤ p(λ) < 1; the paper [28]
was concerned with neutral differential equations assuming that p(λ) is nonpositive;
the papers [29,33] were concerned with neutral differential equations in the case where
p(λ) > 1; the paper [32] was concerned with neutral differential equations assuming that
0 ≤ p(λ) ≤ q0 < ∞ and p(λ) > 1; the paper [34] was concerned with neutral differential
equations in the case where 0 ≤ p(λ) ≤ q0 < ∞; the paper [35] was concerned with
neutral differential equations in the case when 0 ≤ p(λ) = b0 6= 1; whereas the paper [31]
was concerned with differential equations with a nonlinear neutral term assuming that
0 ≤ p(λ) ≤ a < 1), which have the same research topic as that of this paper.

Motivated by above studies, in this article we establish new sufficient conditions for
oscillation and non-oscillation properties of solutions to the following impulsive system

(E)

{[
r(λ)

(
ν(λ) + p(λ)ν(δ(λ))

)′]′
+ q(λ)G

(
ν(ς(λ))

)
= 0, λ 6= ϕι, ι ∈ N

∆
[
r(ϕι)

(
ν(ϕι) + p(ϕι)ν(δ(ϕι))

)′]
+ h(ϕι)G

(
ν(ς(ϕι))

)
= 0, ι ∈ N.

We suppose that following assumptions hols:

(A1) Let ϕι, ι ∈ N with τ1 < τ2 < ... < ϕι < ... and limι→∞ ϕι = +∞ are fixed moment(i.e.,
a very brief period of time) of impulsive effect;

(A2) ∆ is the difference operator defined by ∆V(ϕι) = V(ϕι + 0)−V(ϕι − 0);
(A3) r ∈ C

(
[λ0, ∞), (0, ∞)

)
and q, h ∈ C

(
[λ0, ∞), [0, ∞)

)
, where q and h are not identically

zero eventually;
(A4) G ∈ C(R,R) is non-decreasing and satisfies uG(u) > 0 for u 6= 0;
(A5) δ, ς ∈ C

(
[λ0, ∞),R

)
such that δ(λ), ς(λ) ≤ λ for λ ≥ λ0, δ(λ), ς(λ) → ∞ as λ → ∞

with differentiable and invertible δ.

The investigation on the oscillatory or asymptotic behavior of solutions depend on
the following two canonical and non-canonical conditions

(C1)
∫ ∞ 1

r(η)dη = ∞ if and only if ∑∞
ι=1

1
r(ϕι)

= ∞

and

(C2)
∫ ∞ 1

r(η)dη < ∞ if and only if ∑∞
ι=1

1
r(ϕι)

< ∞

respectively.

2. Preliminary Results

In this section, we present some lemmas for our further use. To simplify the notation,
we set

f (λ) = ν(λ) + p(λ)ν(δ(λ)) (9)

Lemma 1. Under the assumptions (C1), (A1)–(A5) and ν is an eventually positive solution of (E)
such that the companion function f is also eventually positive, then f satisfies

f ′(λ) > 0 and (r f ′)′(λ) < 0 for all large λ. (10)

Proof. Suppose that ν(λ) > 0 and f (λ) > 0 for λ ≥ λ1, where λ ≥ λ0. By (A5), we may
assume ν(ς(λ)) > 0 for λ ≥ λ1. By (E) and (A4), we have

(r f ′)′(λ) = −q(λ)G(ν(ς(λ))) < 0

∆(r f ′)(ϕι) = −h(ϕι)G(ν(ς(ϕι))) < 0 (11)

Consequently, r f ′ is non-increasing on [λ1, ∞) and thus either f ′(λ) < 0 or f ′(λ) > 0
for λ ≥ λ2, where λ2 ≥ λ1. If f ′(λ) < 0, then for ε > 0 we have r(λ) f ′(λ) ≤ −ε for
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λ ≥ λ2. A similar argument holds for the discrete equation, and we have r(ϕι) f ′(ϕι) ≤ −ε.
Integrating the relation f ′(λ) ≤ − ε

r(λ) over [λ2, λ) ⊂ [λ2, ∞), we obtain

f (λ)− f (λ2)− ∑
λ2≤ϕι<λ

f ′(ϕι) ≤ −ε
∫ λ

λ2

1
r(η)

dη for λ ≥ λ2,

that is,

f (λ) ≤ f (λ2)− ε
[ ∫ λ

λ2

1
r(η)

dη + ∑
λ2≤ϕι<λ

1
r(ϕι)

]
. (12)

In view of (C1), letting λ → ∞ in (12) yields f (λ) → −∞, which is a contradiction.
Therefore, f ′(λ) > 0 for λ ≥ λ2. Thus, the lemma is proved.

Remark 1. It follows from Lemma 1 that limλ→∞ f (λ) > 0, i.e., for ε > 0 we have f (λ) ≥ ε for
all large λ.

Lemma 2. Under the assumptions (C1), (A1)–(A5) and ν is an eventually positive solution of (E)
such that the companion function f is bounded, then f satisfies (10) for all large λ.

3. Oscillatory or Asymptotic Results

In this section, we obtain some new sufficient conditions for the oscillatory and
asymptotic behavior of solution of impulsive system (E). This section has been divided into
two subsections depending on the canonical and non-canonical conditions (C1) and (C2).

3.1. Oscillation under Canonical Condition

In this subsection, we prove some new theorems on oscillatory or asymptotic behav-
ior of solution of impulsive system (E) under the canonical condition (C1). Also, some
examples are provided to validate the new results.

Theorem 1. Under the assumptions (C1), (A1)–(A5) and 0 ≤ p(λ) ≤ p < 1 for λ ≥ λ0, where
p is a real constant, and

(A6)
∫ ∞ q(g)dg + ∑∞

ι=1 h(ϕι) = ∞,

each solution of (E) is oscillatory.

Proof. On the contrary, we assume that ν is a non-oscillatory solution of (E). Therefore, for
λ1 ≥ λ0 we have either ν(λ) < 0 or ν(λ) > 0 for λ ≥ λ1. First, we suppose that ν(λ) > 0,
ν(δ(λ)) > 0 and ν(ς(λ)) > 0 for λ ≥ λ1. Clearly, f defined by (9) is positive on [λ1, ∞). By
Lemma 1 and Remark 1, we get ε ≤ f (λ) for ε > 0 and λ ≥ λ2, where λ2 ≥ λ1. Since f is
increasing, we have

(1− p) f (λ) ≤
(
1− p(λ)

)
f (λ) ≤ f (λ)− p(λ) f (δ(λ))

=ν(λ)− p(λ)p(δ(λ))ν(δ(δ(λ))) ≤ ν(λ)

for λ ≥ λ3, where λ3 ≥ λ2. Consequently, ν(λ) ≥ (1− p)ε > 0 for λ ≥ λ3. From (11),
we have

(r f ′)′(λ) + G
(
(1− p)ε

)
q(λ) ≤ 0

∆(r f ′)(ϕι) + G
(
(1− p)ε

)
h(ϕι) ≤ 0

for λ ≥ λ3. Integrating the last system over the interval [λ3, λ) ⊂ [λ3, ∞), we get

G
(
(1− p)ε

) ∫ λ

λ3

q(η)dη − ∑
λ3≤ϕι<λ

∆(r f ′)(ϕι) ≤ −
[
(r f ′)(λ)

]λ

λ3
,
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that is,

G
(
(1− p)ε

)[ ∫ λ

λ3

q(η)dη + ∑
λ3≤ϕι<λ

h(ϕι)
]
≤ r(λ3) f ′(λ3)

for λ ≥ λ3. This contradicts (A6).
If ν(λ) < 0 for λ ≥ λ1, then we set y(λ) := −ν(λ) for λ ≥ λ1 in (E). Using (A4),

we find {[
r(λ)

(
y(λ) + p(λ)y(δ(λ))

)′]′
+ q(λ)H

(
y(ς(λ))

)
= 0, λ 6= ϕι, ι ∈ N

∆
[
r(ϕι)

(
y(ϕι) + p(ϕι)y(δ(ϕι))

)′]
+ h(ϕι)H

(
y(ς(ϕι))

)
= 0, ι ∈ N

for λ ≥ λ1, where H(v) := −G(−v) for v ∈ R. Clearly, H also satisfies (A4). Then,
proceeding as as in the positive solution, we find the same contradiction.

Thus, the theorem is proved.

Theorem 2. Assume that (C1) and (A1)–(A5) hold, and 1 ≤ p(λ) ≤ p for λ ≥ λ0, where p is a
constant. If

(A7) there exists µ > 0 such that

G(c) + G(d) ≥ µG(c + d) for c, d ≥ 0

and
G(c) + G(d) ≤ µG(c + d) for c, d ≤ 0;

(A8) there exists µ > 0 such that

G(cd) ≤ G(c)G(d) for c, d ≥ 0

and
G(cd) ≥ G(c)G(d) for c, d ≤ 0;

(A9) δ(ς(λ)) = ς(δ(λ)) for λ ≥ λ0;
(A10)

∫ ∞ Q(ζ)dζ + ∑∞
ι=1 H(ϕι) = ∞, where

Q(ζ) := min{q(ζ), q(δ(ζ))δ′(ζ)} and H(ϕι) := min{h(ϕι), h(δ(ϕι))δ(ϕι)}

hold for λ ≥ λ0, ζ ∈ R and ϕι ∈ R, then each solution of (E) is oscillatory.

Proof. Proceeding as in the proof of Lemma 1, it is possible to show that r f ′ is non-
increasing and f is monotonic on [λ2, ∞), where λ2 ≥ λ1. Clearly, f defined by (9) is
positive on [λ1, ∞). By Lemma 1 and Remark 1, we get ε ≤ f (λ) for ε > 0 and λ ≥ λ2,
where λ2 ≥ λ1. Let us define

w(λ) := r(λ) f ′(λ) + G(p)r(δ(λ)) f ′(δ(λ)) for λ ≥ λ3,

where λ3 ≥ λ2. From (E), we compute that

0 =(r f ′)′(λ) + q(λ)G
(
ν(ς(λ))

)
+ G(p)δ′(λ)

[
(r f ′)′(δ(λ)) + q(δ(λ))G

(
ν(ς(δ(λ)))

)]
=w′(λ) + q(λ)G

(
ν(ς(λ))

)
+ G(p)δ′(λ)q(δ(λ))G

(
ν(δ(ς(λ)))

)
for λ ≥ λ4, where λ4 ≥ λ3. Using (A7) and (A8), we obtain

0 ≥ w′(λ) + Q(λ)
[
G
(
ν(ς(λ))

)
+ G

(
pν(δ(ς(λ)))

)]
≥ w′(λ) + µQ(λ)G

[
ν(ς(λ)) + pν(δ(ς(λ)))

]
≥ w′(λ) + µQ(λ)G

[
ν(ς(λ)) + p(ς(λ))ν(δ(ς(λ)))

]
= w′(λ) + µQ(λ)G

(
f (ς(λ))

)
(13)
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for λ ≥ λ4. Similarly, it is easy to find

∆w(ϕι) + µH(ϕι)G
(

f (ς(ϕι))
)
= 0 (14)

for λ ≥ λ4. Consequently,

w′(λ) + µQ(λ)G(ε) ≤ 0

∆w(ϕι) + µH(ϕι)G(ε) ≤ 0

for λ ≥ λ4, which upon integration over the interval [λ4, λ) ⊂ [λ4, ∞) yields that

µG(ε)
[ ∫ λ

λ4

Q(η)dη + ∑
λ4≤ϕι<λ

H(ϕι)
]
≤ w(λ4) for all λ ≥ λ4.

This contradicts (A10). Thus, ν(λ) > 0 for λ ≥ λ1 cannot hold.
Thus, the proof is complete.

Remark 2. In Theorem 2, δ′ is allowed to be oscillatory

Let us give an important example for Theorem 2 where δ′ is allowed to be oscillatory.

Example 1. Consider the impulsive system

(E1)

{
[ν(λ) + 2ν(λ− sin(π

2 λ)− 1)]′′ + ν(λ− 4) = 0, λ 6= ϕι, ι ∈ N
∆[ν(ϕι) + 2ν(ϕι − sin(π

2 ϕι)− 1)]′ + ν(ϕι − 4) = 0, λ 6= ϕι, ι ∈ N

where r(λ) :≡ 1, p(λ) :≡ 2, δ(λ) := λ− sin(π
2 λ)− 1, ϕι = ι for ι ∈ N, q(λ) :≡ 1 :≡ h(ϕι),

ς(λ) := λ− 4 and G(u) := u for λ ≥ 0 and u ∈ R. We have

δ(ς(λ)) = λ− sin(π
2 λ)− 5 = ς(δ(λ)) and δ′(λ) = 1− π

2
cos(

π

2
λ) for λ ≥ 0.

Note that δ′ is oscillatory and Q(λ) = min{1, 1− π
2 cos(π

2 λ)} for λ ≥ 0. Obviously, Q
is a periodic function with a period 4. Further,

∫ 4
0 Q(η)dη = 2, which shows that

∫ ∞ Q(η)dη +

∑∞
ι=1 H(ϕι) = ∞. Then, by Theorem 2, every solution of (E1) oscillates.

Theorem 3. Under the assumptions (C1), (A1)–(A6) and −1 ≤ p(λ) ≤ 0 for λ ≥ λ0, each
unbounded solution of (E) is oscillatory.

Proof. Proceeding as in the proof of Lemma 1, it is possible to show that r f ′ is non-
increasing and f is monotonic on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have either
f (λ) < 0 or f (λ) > 0 for λ ≥ λ2.

Case 1. Let f (λ) < 0 for λ ≥ λ2. As ν is unbounded, for λ ≥ λ2 we have
ν(λ) = max{ν(η) : λ2 ≤ η ≤ T}. Then, from (9), we have ν(λ) ≤ f (λ) + ν(δ(λ)) < ν(λ),
a contradiction.

Case 2. Consider f (λ) > 0 for λ ≥ λ2. Using Lemma 1, (10) holds for λ ≥ λ3. Clearly,
f (λ) ≤ ν(λ) for λ ≥ λ3 implies

(r f ′)′(λ) + q(λ)G
(

f (ς(λ))
)
≤ 0

∆(r f ′)(ϕι) + h(ϕι)G
(

f (ς(λ))
)
≤ 0 (15)
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for λ ≥ λ3, where λ4 ≥ λ3. Further, by Lemma 1 and Remark 1, we get ε ≤ f (λ) for ε > 0
and λ ≥ λ4. Consequently, (15) becomes

(r f ′)′(λ) + G(ε)q(λ) ≤ 0

∆(r f ′)(ϕι) + G(ε)h(ϕι) ≤ 0

for λ ≥ λ4. Integrating the last inequality over [λ4, λ) ⊂ [λ4, ∞), we have

G(ε)
[ ∫ λ

λ4

q(η) + ∑
λ4≤ϕι<λ

h(ϕι)
]
dη ≤ r(λ4) f ′(λ4) for λ ≥ λ4.

This contradicts (A6).
This completes the proof.

Theorem 4. Under the assumptions (C1), (A1)–(A6) and −1 < −p ≤ p(λ) ≤ 0 for λ ≥ λ0,
every bounded solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Proof. Proceeding as in the proof of Lemma 2, it is possible to show that r f ′ is non-
increasing and f is monotonic on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have either
f (λ) < 0 or f (λ) > 0 for λ ≥ λ2.

Case 1. Consider f (λ) < 0 for λ ≥ λ2. Then, limλ→∞ f (λ) exists. Thus, we have

0 ≥ lim
λ→∞

f (λ) = lim sup
λ→∞

f (λ) = lim sup
λ→∞

[ν(λ) + p(λ)ν(δ(λ))] ≥ lim sup
λ→∞

[ν(λ)− pν(δ(λ))]

≥ lim sup
λ→∞

ν(λ) + lim inf
λ→∞

[−pν(δ(λ))] = (1− p) lim sup
λ→∞

ν(λ),

i.e., lim supλ→∞ ν(λ) = 0 (since 0 < p < 1) and hence limλ→∞ ν(λ) = 0 for λ 6= ϕι where
ι ∈ N. We note that {ν(ϕι − 0)}∞

ι=1 and {ν(ϕι + 0)}∞
ι=1 are sequences of reals. Therefore,

lim infλ→∞ ν(λ) = 0 and lim supλ→∞ ν(λ) = 0 coincide with limι→∞ ν(ϕι − 0) = 0 and
limι→∞ ν(ϕι + 0) = 0 respectively. As a result, limλ→∞ ν(λ) = 0 for all λ and ϕι where
ι ∈ N.

Case 2. Consider f (λ) > 0 for λ ≥ λ2. This case follows from Theorem 3.
Thus, the proof is complete.

Corollary 1. Under the assumptions (C1), (A1)–(A6) and −1 < −p ≤ p(λ) ≤ 0 for λ ≥ λ0,
where p is a constant, every solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Theorem 5. Under the assumptions (C1), (A1)–(A6) and−p1 ≤ p(λ) ≤ −p2 < −1 for λ ≥ λ0,
every bounded solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Proof. Proceeding as in the proof of Lemma 2, it is possible to show that r f ′ is non-
increasing and f is monotonic on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have either
f (λ) < 0 or f (λ) > 0 for λ ≥ λ2.

Case 1. Assume that f (λ) < 0 for λ ≥ λ2. In this case, limλ→∞ f (λ) exists as a non-
positive finite value. We claim that limλ→∞ f (λ) = 0. Otherwise, limλ→∞ f (λ) < 0, i.e.,
for ε > 0 we have −ε > f (λ) for λ ≥ λ1. Hence, f (λ) ≥ p(λ)ν(δ(λ)) ≥ −p1ν(δ(λ)) for
λ ≥ λ1, which implies ν(λ) ≥ − 1

p1
f (δ−1(λ)) ≥ ε

p1
for λ ≥ λ1. Consequently, (11) becomes

(r f ′)′(λ) + q(λ)G
( ε

p1

)
≤ 0

∆(r f ′)(ϕι) + h(ϕι)G
( ε

p1

)
≤ 0
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for λ ≥ λ1. Integrating the last inequality over the interval [λ1, λ) ⊂ [λ1, ∞), we get

G
( ε

p1

)[ ∫ λ

λ2

q(η)dη + ∑
λ2≤ϕι<λ

h(ϕι)
]
≤ r(λ2) f ′(λ2) for λ ≥ λ1.

This contradicts (A6). Therefore, limλ→∞ f (λ) = 0. Hence,

0 = lim
λ→∞

f (λ) = lim inf
λ→∞

f (λ) ≤ lim inf
λ→∞

[ν(λ)− p2ν(δ(λ))]

≤ lim sup
λ→∞

ν(λ) + lim inf
λ→∞

[−p2ν(δ(λ))] ≤ (1− p2) lim sup
λ→∞

ν(λ),

which shows that lim supλ→∞ ν(λ) = 0 due to p2 > 1. Thus, lim infλ→∞ ν(λ) = 0 and
hence limλ→∞ ν(λ) = 0. Therefore, any non-oscillatory solution ν of (E) converges to zero.

Case 2. Assume that f (λ) > 0 for λ ≥ λ2. The case follows from Theorem 3.
Thus, the theorem is proved.

Example 2. Consider the impulsive system

(E2)

{[
λ
(
ν(λ)− 3ν(e−πλ)

)′]′
+ 4

λ ν(λ) = 0, λ 6= ϕι, ι ∈ N for λ ≥ 1,
∆
[
ϕι

(
ν(λ)− 3ν(e−π ϕι)

)′]
+ 4

2ι ν(ϕι) = 0, λ 6= ϕι, ι ∈ N

where r(λ) := λ, p(λ) :≡ −3, δ(λ) := e−πλ, q(λ) := 4
λ , ϕι = 2ι for ι ∈ N, h(ϕι) = 4

2ι ,
ς(λ) := λ and G(u) := u for λ ≥ 1 and u ∈ R. It can be easily shown that Theorem 5 applies to
(E2). Thus, every bounded solution oscillates or limλ→∞ ν(λ) = 0. Obviously, ν(λ) = sin(ln(λ))
for λ ≥ 1 is an oscillating solution.

3.2. Oscillation under Non-Canonical Conditions

In this subsection, we are proving some new theorems on oscillatory or asymptotic
behavior of the solution of impulsive system (E) under the non-canonical condition (C2).
Also, one examples is provided to validate the new results.

Remark 3. Letting

R(λ) :=
∫ ∞

λ

1
r(ζ)

dζ for λ ≥ λ0, (16)

(C2) implies that R(λ)→ 0 as λ→ ∞.

Lemma 3. Under the assumptions (C2), (A1)–(A5) and ν is an eventually positive solution of (E)
such that the companion function f is eventually decreasing and positive, then we have

εR(λ) ≤ f (λ) for all large λ and ε > 0, (17)

where R is defined in (16).

Proof. Suppose that f (λ), ν(λ) > 0 and f ′(λ) < 0 for λ ≥ λ1, where λ ≥ λ0. By (A5), we
can assume ν(ς(λ)) > 0 for λ ≥ λ1. From (E) and (A4), we get (11). Consequently, r f ′ is
non-increasing on [λ1, ∞). Therefore, r(s) f ′(s) ≤ r(λ) f ′(λ) for s ≥ λ ≥ λ1, which implies

f ′(s) ≤ r(λ) f ′(λ)
r(s)

for s ≥ λ ≥ λ1.

Consequently,

f (s) ≤ f (λ) + r(λ) f ′(λ)
∫ s

λ

1
r(η)

dη for s ≥ λ ≥ λ1.
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As r f ′ is non-increasing, we can find a constant ε > 0 such that r(λ) f ′(λ) ≤ −ε for
λ ≥ λ1. As a result f (s) ≤ f (λ)− ε

∫ s
λ

1
r(η)dη for s ≥ λ ≥ λ1. By letting s → ∞, we get

0 ≤ f (λ)− εR(λ) for λ ≥ λ1, which proves (17).

Theorem 6. Under the assumptions (C2), (A1)–(A5), (A7)–(A10) and 0 ≤ p(λ) ≤ p for λ ≥ λ0,
where p is a constant, and

(A11) ∫ ∞

λ0

1
r(η)

∫ η

λ0

Q(ζ)G
(
εR(ς(ζ))

)
dζdη + R(λ0)

∞

∑
ι=1

H(ϕι)G
(
εR(ς(ϕι))

)
= ∞

for every ε > 0, and

∫ ∞

λ0

1
r(η)

∫ η

λ0

Q(ζ)G
(
εR(ς(ζ))

)
dζdη + R(λ0)

∞

∑
ι=1

H(ϕι)G
(
εR(ς(ϕι))

)
= −∞

for every ε < 0, where Q and H are defined in (A10), each solution of (E) is oscillatory.

Proof. Proceeding as in the proof of Lemma 1 we obtain (11) for λ ≥ λ1, i.e., r f ′ is non-
increasing on [λ2, ∞), where λ2 ≥ λ1. Note that f is positive on [λ2, ∞). Consequently, we
have either f ′(λ) < 0 or f ′(λ) > 0 for λ ≥ λ2.

Case 1. Assume that f ′(λ) < 0 for λ ≥ λ2. From Lemma 3, we have (17) for λ ≥ λ3,
where ε > 0 and λ3 ≥ λ2. Using (17) in (13) and (14), we have

w′(λ) + µQ(λ)G
(
εR(ς(λ))

)
≤ 0

∆w(ϕι) + µH(ϕι)G
(
εR(ς(ϕι))

)
≤ 0

for λ ≥ λ3, where λ3 ≥ λ2. Integrating the last inequality over the interval [λ3, λ) ⊂ [λ3, ∞),
we obtain

µ
[ ∫ λ

λ3

Q(η)G
(
εR(ς(η))

)
dη + ∑

λ3≤ϕι<λ

H(ϕι)G
(
εR(ς(ϕι))

)]
≤ −w(λ) (18)

≤ −
(
1 + G(p)

)
r(λ) f ′(λ),

which implies

µ

1 + G(p)
1

r(λ)

[ ∫ λ

λ3

Q(η)G
(
εR(ς(η))

)
dη + ∑

λ3≤ϕι<λ

H(ϕι)G
(
εR(ς(ϕι))

)]
≤ − f ′(λ)

for λ ≥ λ3. Again integrating the last inequality over the interval [λ3, λ) ⊂ [λ3, ∞),
we obtain

µ

1 + G(p)

∫ λ

λ3

1
r(η)

[ ∫ η

λ3

Q(ζ)G
(
εR(ς(ζ))

)
dζ + ∑

λ3≤ϕι<λ

H(ϕι)G
(
εR(ς(ϕι))

)]
dη

≤ −
[

f (η)
]λ

λ3
+ ∑

λ3≤ϕι<λ

∆ f (ϕι)

= −
[

f (η)
]λ

λ3
+ ∑

λ3≤ϕι<λ

[
f (ϕι + 0)− f (ϕι − 0)

]
≤ f (λ3) + ∑

λ3≤ϕι<λ

f (ϕι + 0)

which contradicts (A11).
Case 2. Assume that f ′(λ) > 0 for λ ≥ λ2. The case follows from the proof of

Theorem 2.
Thus, the theorem is proved.
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Example 3. Consider the impulsive systems

(E3)

{[
eλ(ν(λ) + 3e−λν(λ− 3))′

]′
+ e3t(ν(λ− 1)

)3
= 0, λ 6= ι, ι ∈ N

∆
[
eι(ν(ϕι) + 3e−ιν(ϕι − 3))′

]
+ e3ι

(
ν(ϕι − 1)

)3
= 0, ι ∈ N

for λ ≥ 3, where r(λ) := eλ, R(λ) := e−λ, p(λ) := 3e−λ, δ(λ) := λ− 3, q(λ) := e3λ, ϕι = ι
for ι ∈ N, h(ϕι) = e3ι, ς(λ) := λ− 1 and G(u) := u3 for λ ≥ 3 and u ∈ R. Therefore, by
Theorem 6, every solution of (E3) oscillates.

Theorem 7. Assume that (C2), (A1)–(A6), −1 ≤ p(λ) ≤ 0 for λ ≥ λ0, and

(A12) ∫ ∞

λ0

1
r(η)

∫ η

λ0

q(ζ)G
(
εR(ς(ζ))

)
dζdη + R(λ0)

∞

∑
ι=1

h(ϕι)G
(
εR(ς(ϕι))

)
= ∞

for every ε > 0, and

∫ ∞

λ0

1
r(η)

∫ η

λ0

q(ζ)G
(
εR(ς(ζ))

)
dζdη + R(λ0)

∞

∑
ι=1

h(ϕι)G
(
εR(ς(ϕι))

)
= −∞

for every ε < 0,

every unbounded solution of (E) oscillates.

Proof. Proceeding as in the proof of Lemma 1, it is possible to show that f and f ′ are of
single sign on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have either f (λ) < 0 or f (λ) > 0
for λ ≥ λ2.

Case 1. Let f (λ) < 0 for λ ≥ λ2. The proof is similar to Case 2 in the proof of
Theorem 3.

Case 2. Let f (λ) > 0 for λ ≥ λ2. Note that ν(λ) ≥ f (λ) for λ ≥ λ2.
(a) Assume that f ′(λ) > 0 for λ ≥ λ2. We easily get (15). Then, proceeding as in

Case 1 in the proof of Theorem 3, we get a contradiction.
(b) Assume that f ′(λ) < 0 for λ ≥ λ2. From Lemma 3, we have (17) for λ ≥ λ3, where

ε > 0 and λ3 ≥ λ2. Using f (λ) ≤ ν(λ) for λ ≥ λ2 and (11), we get

(r f ′)′(λ) + q(λ)G
(
εR(ς(λ))

)
≤ 0

∆(r f ′)(ϕι) + h(ϕι)G
(
εR(ς(ϕι))

)
≤ 0

for λ ≥ λ3, where λ3 ≥ λ2. The remaining proof is similar to Case 2 of Theorem 6.
The proof is therefore completed.

Theorem 8. Under the assumptions (C2), (A1)–(A6), (A12) and −1 < −p ≤ p(λ) ≤ 0 for
λ ≥ λ0, every bounded solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Proof. Proceeding as in the proof of Lemma 1, it is possible to show that f and f ′ are
of single sign on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have the following two
possible cases.

Case 1. Let f (λ) < 0 for λ ≥ λ2. Recalling that f is monotonic, we follow the steps in
Case 2 in the proof of Theorem 4 and see that limλ→∞ ν(λ) = 0.

Case 2. Assume f (λ) > 0 for λ ≥ λ2. The case follows from Case 1 of Theorem 7.
This completes the proof of the theorem.

Corollary 2. Under the assumptions (C2), (A1)–(A6), (A12) and −1 < −p ≤ p(λ) ≤ 0 for
λ ≥ λ0, where p is a constant, every solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Theorem 9. Under the assumptions (C2), (A1)–(A6), (A12) and −p1 ≤ p(λ) ≤ −p2 < −1 for
λ ≥ λ0, where p1 and p2 are constants, and
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(A13)
∫ ∞

λ0
1

r(η)

∫ η
λ0

q(ζ)dζdη + R(λ0)∑∞
ι=1 h(ϕι) = ∞,

every bounded solution of (E) is either oscillatory or limλ→∞ ν(λ) = 0.

Proof. Proceeding as in the proof of Lemma 1, it is possible to show that f and f ′ are
of single sign on [λ2, ∞), where λ2 ≥ λ1. Consequently, we have the following two
possible cases.

Case 1. Let f (λ) < 0 for λ ≥ λ2. In this case, limλ→∞ f (λ) exists as a non-positive
finite value. We claim that limλ→∞ f (λ) = 0. Otherwise, limλ→∞ f (λ) < 0, i.e., for ε > 0
we have f (λ) < −ε for λ ≥ λ2. Then, we have f (λ) ≥ p(λ)ν(δ(λ)) ≥ −p1ν(δ(λ)) for
λ ≥ λ2, which implies ν(λ) ≥ − 1

p1
f (δ−1(λ)) ≥ ε

p1
for λ ≥ λ2. Consequently, (11) becomes

(r f ′)′(λ) + q(λ)G
( ε

p1

)
≤ 0

∆(r f ′)(ϕι) + h(ϕι)G
( ε

p1

)
≤ 0

for λ ≥ λ2. Integrating the last inequality over the interval [λ2, λ) ⊂ [λ2, ∞), we get

[
(r f ′)(η)

]λ

λ2
− ∑

λ2≤ϕι<λ

∆(r f ′)(ϕι) + G
( ε

p1

) ∫ λ

λ2

q(η)dη ≤ 0,

that is,

− r(λ2) f ′(λ2) + G
( ε

p1

)[ ∫ λ

λ2

q(η)dη + ∑
λ2≤ϕι<λ

h(ϕι)
]
≤ −r(λ) f ′(λ) for λ ≥ λ2.

Again, integrating the last inequality over the interval [λ2, λ) ⊂ [λ2, ∞) after dividing
through by r, we get

−r(λ2) f ′(λ2)
∫ λ

λ2

1
r(η)

dη + G
( ε

p1

) ∫ λ

λ2

1
r(η)

[ ∫ η

λ2

q(ζ)dζ + ∑
λ2≤ϕι<λ

h(ϕι)
]
dη

≤ −
[

f (η)
]λ

λ2
+ ∑

λ2≤ϕι<λ

∆ f (ϕι)

≤ − f (λ)− ∑
λ2≤ϕι<λ

f (ϕι − 0)

for λ ≥ λ2, which contradicts (A13) by (C2). Therefore, limλ→∞ f (λ) = 0. For the rest of
the proof, we follow the steps in the last part of Case 2 of Theorem 5 to get limλ→∞ ν(λ) = 0.

Case 2. Assume f (λ) > 0 for λ ≥ λ2. In this case, we proceed as in Case 1 in the proof
of Theorem 7 and get a contradiction.

Hence, the theorem is proved.

4. Conclusions and Open Problem

In this paper, we established some new sufficient conditions for the qualitative be-
havior of the solution of the impulsive system under the canonical and non-canonical
conditions (C1) and (C2) for |p(λ)| < +∞. In addition, some illustrated examples are
provided to verify main results. It would be of interest to examine the oscillation of (E)
with different neutral coefficients; see, e.g., the papers [25,28,29,32–35] for more details.
Furthermore, it is also interesting to analyze the oscillation of (E) with a nonlinear neutral
term; see, e.g., the paper [31] for more details.
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