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Abstract: Big data analysis is becoming a daily task for companies all over the world as well
as for Russian companies. With advances in technology and reduced storage costs, companies
today can collect and store large amounts of heterogeneous data. The important step of extracting
knowledge and value from such data is a challenge that will ultimately be faced by all companies
seeking to maintain their competitiveness and place in the market. An approach to the study of
metallurgical processes using the analysis of a large array of operational control data is considered.
Using the example of steel rolling production, the development of a predictive model based on
processing a large array of operational control data is considered. The aim of the work is to develop a
predictive model of rolling mill roll wear based on a large array of operational control data containing
information about the time of filling and unloading of rolls, rolled assortment, roll material, and time
during which the roll is in operation. Preliminary preparation of data for modeling was carried out,
which includes the removal of outliers, uncharacteristic and random measurement results (misses), as
well as data gaps. Correlation analysis of the data showed that the dimensions and grades of rolled
steel sheets, as well as the material from which the rolls are made, have the greatest influence on the
wear of rolling mill rolls. Based on the processing of a large array of operational control data, various
predictive models of the technological process were designed. The adequacy of the models was
assessed by the value of the mean square error (MSE), the coefficient of determination (R2), and the
value of the Pearson correlation coefficient (R) between the calculated and experimental values of the
mill roll wear. In addition, the adequacy of the models was assessed by the symmetry of the values
predicted by the model relative to the straight line Ypredicted = Yactual. Linear models constructed
using the least squares method and cross-validation turned out to be inadequate (the coefficient
of determination R2 does not exceed 0.3) to the research object. The following regressions were
built on the basis of the same operational control database: Linear Regression multivariate, Lasso
multivariate, Ridge multivariate, and ElasticNet multivariate. However, these models also turned out
to be inadequate to the object of the research. Testing these models for symmetry showed that, in all
cases, there is an underestimation of the predicted values. Models using algorithm composition have
also been built. The methods of random forest and gradient boosting are considered. Both methods
were found to be adequate for the object of the research (for the random forest model, the coefficient
of determination is R2 = 0.798; for the gradient boosting model, the coefficient of determination is
R2 = 0.847). However, the gradient boosting algorithm is recognized as preferable thanks to its high
accuracy compared with the random forest algorithm. Control data for symmetry in reference to the
straight line Ypredicted = Yactual showed that, in the case of developing the random forest model,
there is a tendency to underestimate the predicted values (the calculated values are located below the
straight line). In the case of developing a gradient boosting model, the predicted values are located
symmetrically regarding the straight line Ypredicted = Yactual. Therefore, the gradient boosting
model is preferred. The predictive model of mill roll wear will allow rational use of rolls in terms
of minimizing overall roll wear. Thus, the proposed model will make it possible to redistribute the
existing work rolls between the stands in order to reduce the total wear of the rolls.
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1. Introduction

The metallurgical industry is one of the leading sectors of the Russian economy. The
products manufactured by this industry are used in construction, mechanical engineering,
the chemical industry, and many other industries [1–3].

Rolled steel production is one of the most important items of Russian export. By
deforming the metal in the space between the rotating rolls, you can get almost any kind of
metal product from steel and other alloys. This process is called metal rolling. One of the
major problems of rolled products is the wear of rolls that deform the metal.

In this work, wear refers to qualitative and quantitative changes in the roll surface
caused by physical and chemical processes, as well as mechanical effects of one body on
another [4–6].

Current trends in the development of metallurgy are characterized by the develop-
ment and implementation of information systems and technologies, which are based on
computers and computer networks with the richest software, as well as database manage-
ment systems and computer decision support systems, the methodological basis of which
is systems theory and systems analysis.

Scientific and technological progress creates prerequisites for improving the quality
of management through the use of computer technology, mathematical methods of data
processing, control theory, and control automation. All this has found concrete implemen-
tation in automated control systems. Owing to the development of information technology
(IT), there are modern software products and database management systems (DBMS) for
solving production management problems. Modern software and microprocessor technol-
ogy makes it possible to create high-level control systems with the inclusion of powerful
control algorithms.

The relevance of the work is thanks to the fact that the construction of linear and
multidimensional regression models based on a large data set does not provide a high-
quality result, as it does not allow taking into account complex and multi-connected
dependencies between the input variables. In this case, compositional models that are
resistant to overtraining, noise, and outliers show themselves in the best way. However,
with less data that can be described by a simple model, it makes more sense to use
multivariate regression.

The aim of the work is to develop a predictive model of rolling mill roll wear based
on a large array of operational control data containing information about the time of filling
and unloading of rolls, rolled assortment, roll material, and the time during which the roll
is in operation.

To achieve the set objective, it is necessary to solve the following tasks:

1. Prepare data for modeling (filter and aggregate data).
2. Conduct a correlation analysis of the data to identify the factors that have the greatest

impact on the wear of the mill rolls.
3. Build various models for predicting mill roll wear (linear models, multidimensional

models, and intelligent models). Test their adequacy and identify the most accurate one.

The predictive model of mill roll wear will allow rational use of rolls in terms of
minimizing overall roll wear. Thus, the proposed model will make it possible to redistribute
the existing work rolls between the stands in order to reduce the total wear of the rolls.

2. Theoretical Basis

In the technical literature, data on the durability and wear of mill rolls are extremely
rare. The amount and nature of work roll wear depend on many factors. The main factors
are as follows: force, temperature and speed conditions of rolling, properties and amount
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of rolled metal, hardness, and diameter of rolls. However, it is extremely difficult to study
the individual influence of each factor on roll wear [7,8].

The presence of a large number of factors makes it difficult to obtain dependencies
that would take them into account and makes it possible to calculate the wear of the rolls.

Based on the literature review, wear is associated with the number (length) of rolled
strips and this dependence is described using empirical equations, the coefficients of
which are determined experimentally at each rolling mill. The main disadvantage of these
dependencies is that they take into account the influence of a small number of factors and
cannot be used when changing the rolling conditions.

The existing theoretical methods are based on determining the path of friction in the
deformation zone and contact stresses or on calculating the work of deformation. They are
quite complex and lengthy, and often give a high error [9].

Therefore, to assess the wear of mill rolls, it is more convenient to use the methods of
statistical analysis and mathematical modeling, which make it possible to use statistical
data accumulated during operation to assess the condition and predict further roll behavior.
Here, the methods of statistical analysis and mathematical modeling are understood as a
certain computational algorithm implemented on computers and simplified simulating of
the functioning of objects.

Statistical analysis is divided into three sequential stages [10]:

- Statistical observation, i.e., collection of primary statistical material;
- Summary and development of observation results, i.e., their processing;
- Analysis of the received overall materials.

With the development of Big Data and IIoT technologies, finding dependencies be-
tween the parameters of the technological process can provide a company with a greater
effect than just methods of statistical analysis.

Big Data and data analysis technologies allow the following [11–13]:

- To find patterns that appear in mass phenomena under the influence of the law of
large numbers;

- To systematize and classify data based on similarities and differences;
- To analyze the overall material, identify patterns and relationships in the studied facts,

and calculate generalizing indicators (total, relative, and average values, as well as
statistical coefficients).

3. Object and Problem Statement

The data of the operational control of the technological process are characterized by a
different origin and are measured in different quantitative and qualitative scales. Bringing
operational control data to a form suitable for developing a model of a technological
process is a prerequisite for the effectiveness of the modeling process [14].

Initial data are presented in five sheets (Figure 1) in a Microsoft Office Excel file. The
data contains information about roll material (500 lines), roll workflow for 9 months of rolling
mill operation (18,080 lines), roll suppliers (25 lines), and rolled assortment (269,968 lines).
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Figure 1. Fragment of a file with initial data.

The following were considered as initial data for modeling: minutes (time of rolling of
a batch of products); stand number (set by a number); mill stand position (top or bottom);
number and material of the roll (in coded form, each of the parameters); the number



Symmetry 2021, 13, 859 4 of 11

of sheets rolled by a certain roll; gauge, width, and weight of the sheet; grade of rolled
products; and roll wear.

The column «mill stand position» is problematic, as it contains text data («top»–
«bottom»). For convenience, they are encoded with numbers 0 and 1.

To correctly prepare data for the development of a predictive model, you first need
to find out the data types presented in the source file and check them for integrity. It is
easiest to delete «empty» values, but if there are a lot of them, it makes sense to replace the
missing data with some number, for example, the arithmetic average of the entire column.

As a result of the check, it was found that there are no gaps in the columns. In addition,
some lines were found to contain zero roll wear after rolling steel. Such records should
be disregarded, because, even if such «outliers» are not errors, but are rare exceptional
situations, they can still hardly be used [15–17].

Calculation of the difference between filling up and unloading times allows to obtain
the roll operating time for one rolled batch. By analyzing the rolling time of coils with the
ranges of filling up and unloading of rolls indicated in the «rolls» sheet, it is possible to
calculate the average weight, width, gauge, and number of coils rolled through these rolls.
The resulting features can be used to build models.

To determine the influence of each investigated factor on roll wear, the Pearson
correlation criteria (R) were calculated, characterizing the linear effects of the factors, and
a cross-correlation matrix was constructed. With an insignificant value of the coefficient,
certain features can be ignored when building models (Table 1).

Table 1. Feature correlation diagram.

Minutes Stand
Number

Mill Stand
Position

Roll
Number

Roll
Material Sheets Gauge Width Steel

Grades Weight Wear

minutes 1
stand number 0.0037 1
mill stand
position 0.00012 −4 × 10−5 1

roll number 0.0089 0.0086 0.0041 1
roll material 0.009 0.0021 3 × 10−5 −0.014 1
sheets 0.87 0.0034 −9 × 10−5 0.0033 0.0046 1
gauge −0.34 −0.0011 4.2 × 10−5 −0.003 −0.0069 −0.025 1
width −0.27 0.00049 −0.00085 −0.0026 −0.0035 −0.016 0.35 1
steel grades 0.12 0.002 −0.00046 0.00047 −0.012 0.16 0.1 −0.032 1
weight −0.16 −0.00079 −4.1 × 10−5 −0.0091 −0.0045 −0.23 −0.0021 0.14 −0.087 1
wear 0.28 −0.35 0.0011 −0.0029 0.063 0.17 −0.23 −0.037 0.094 −0.021 1

(significant coefficients are in bold).

Checking the significance of the correlation coefficients according to the Student’s
test showed that the correlation coefficients are significant, the absolute value of which
exceeds 0.1; that is, the condition |R| ≥ 0.1 must be satisfied.

From the data obtained, it follows that the position of the roll in the stand (R = 0.0011)
and the serial number of the roll (R = −0.0029) do not have a linear effect on the wear of
the rolls. In addition, the serial number of the roll (from 1 to 500) is not a technological
parameter and is only for informational purposes. The position of the roll in the stand
(top or bottom) is also for informational purposes only. These signs will not be taken into
account in the construction of the future model.

Despite the fact that such operational parameters as the roll material, width, weight,
and grade of rolled steel also do not satisfy the condition |R| ≥ 0.1, it was decided not to
exclude these parameters from consideration.

Thus, the next stage of the study is to develop a predictive model of rolling mill roll
wear based on a large array of operational control data containing information about the
time of filling and unloading of rolls, rolled assortment, roll material, and time during
which the roll is in operation [18].
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4. Algorithm

The algorithm for the development of a predictive model of mill roll wear based on a
large array of operational control data is presented in Figure 2.
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Figure 2. Algorithm for developing a predictive model of mill roll wear.

4.1. Using Big Data to Develop Linear Predictive Models

Cross-validation (CV) and least squares are used to develop a linear predictive model.
The essence of the least squares method is that the sum of the squares of deviations of

the experimental values from the smoothing curve is reduced to a minimum:

N

∑
i=1

[yi − ϕ(xi)]
2 = min

where yi and xi—experimental data values in the i-th experiment, N—number of experi-
ments, ϕ(x)—desired linear regression y of x of the form ϕ(x) = b0 + b1x1 + b2x2 + b3x3 +
. . . + bkxk, and k—number of factors.

The essence of the CV method is that the entire array of operational control data is
divided into a certain number of subsamples (blocks). One of the blocks is used to test the
model (check the model for adequacy to the process under study), while the others are
used for training. Then, the test block is used for training, and the next block is selected for
the test. The cross-validation scheme is shown in Figure 3 (open blocks are model training
blocks, filled block is a test subsample). This method allows you to obtain an unbiased
estimate of the probability of error in the predictive model and to prevent optimistic
overestimation of the quality of the above-mentioned.
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4.2. Using Big Data to Develop Multi-Dimensional and Regularized Regression Models

The essence of regularization is to impose additional constraints on various param-
eters or to add a priori information, thus reducing the model error as its complexity
increases [19,20].

Based on the same operational control database, the following were built: multivariate
regression with L1 regulator (Lasso), multivariate regression with L2 regulator (Ridge),
and multivariate regression with mixed regulator (ElasticNet).

Regularization is a way to reduce the complexity of a model in order to prevent
overtraining or to fix an incorrectly posed problem. This is usually achieved by adding
some a priori information to the problem statement.

The essence of L1 regularization is to select from the entire array of factors only a small
number of the most important ones that set the trend, and to remove all the rest, which are
just noise. Thus, L1 regularization is aimed at decreasing the dimension of the model.

L2 regularization is aimed at reducing the dimension of space by prohibiting dispro-
portionately large weight coefficients, which prevents overtraining of the model.

The development of multivariate regression using both L1 and L2 regularization is
called a mixed regulator (ElasticNet) and takes into account the effectiveness of both meth-
ods: decreasing the model dimension and decreasing the dimension of the factor space.

4.3. Algorithm Composition for Model Development Based on Big Data

The main method of composing algorithms is to combine a large number of models
into one composition. The final quality of the resulting model will be significantly improved
owing to the fact that the individual ones will correct the errors of each other.

This study explores such methods as random forest and gradient boosting [21–23].
The random forest method is one of the most professional and high-quality machine

learning methods. The key idea of this method for finding regression dependencies is
averaging the result of several models built independently of each other on random
subsamples of one data array. Thus, a set of low-precision algorithms when combined into
one composition give an impressive result, despite the significant amount of randomness
represented in this method.

The advantage of the random forest method is its resistance to overfitting. As all
algorithms are developed independently of each other, an increase in their number in a
composition does not complicate the final model [24,25].

In this study, the random forest algorithm uses feature space dimensionality reduction
using principal component analysis (PCA). Using the technique of reducing the dimen-
sionality of the feature space, it is possible to represent the initial data set in terms of fewer
variables and, at the same time, reduce the amount of computing resources required to
ensure the operation of the model.

Gradient boosting method. The difference between this method and the previous one
is that, in this algorithm, when building a composition, all models are not independent, but
follow each other. Moreover, each subsequent algorithm tries to correct and compensate
for the errors of the previous one. So it takes less time to get the correct answer.
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In this study, gradient boosting uses a gradient descent technique to minimize the
error function right in these sequential models. This approach makes it possible to expand
the range of problems solved by this algorithm, as well as often leading to a gain in
prediction accuracy.

4.4. Assessment of the Model Quality

Model quality is assessed using the mean squared error (MSE) between the predicted
and actual roll wear, the correlation coefficient (R) between the actual and predicted mill roll
wear values, and the determination coefficient (R2) between the actual and the predicted
values of rolling mill roll wear.

The coefficient of determination clearly shows how the constructed model is more accurate
than the mean value of the target variable, and is in accordance with the following expression:

R2 = 1 − ∑i(yi − ŷi)
2

∑i(yi − y)2 ≈ 1 − MSE
VAR(y)

where yi—actual value of roll wear, ŷi—model predicted roll wear, and ȳ—average roll
wear according to the initial data. If the coefficient of determination R2 is equal to 1, then
the values of the rolling mill roll wear calculated by the model exactly repeat the actual
values, which indicate the adequacy of the mathematical model to the object of the research.
If the coefficient of determination R2 is close to zero, then this means that the model is
imperfect and it would be better to take the average value ȳ. Models are recognized as
adequate if the coefficient of determination is R2 ≥ 0.7.

5. Results

Figure 4 shows the results of comparing the actual and predicted roll wear for
different models.
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For clarity, you can compare the models built with and without cross-validation.
Instead of cross-validation, the entire array of operational control data is divided into

training and test samples by mixing all the features and choosing a certain percentage
between the training and test samples. Linear regression, found by the method of least
squares, is used as a model.

Analysis of the graphs (Figure 4) for symmetry regarding the straight line
Ypredicted = Yactual shows that, in all cases, there is an underestimation of the predicted
values. With real wear values of 0–4, the predicted values do not exceed 0–1.6.

In this case, the quality of the model changes depending on the amount of data
selected for training the model and test validation. More data per test reduces the amount
of training data and leads to a decrease in model accuracy, and vice versa [26,27].

The results of assessing the adequacy of the obtained models are shown in Table 2.

Table 2. Assessment of the adequacy of multivariate and regularized regression models. MSE, mean
square error.

Model
Assessment

MSE R2 R

30% test sample 0.109 0.257 0.513
10% test sample 0.112 0.257 0.505
5% test sample 0.108 0.253 0.503

Cross-validation 0.113 0.256 0.507
Lasso 0.113 0.253 0.504
Ridge 0.113 0.256 0.506

ElasticNet 0.113 0.256 0.507
Random forest 0.021 0.798 0.933

Gradient boosting 0.021 0.847 0.927

Thus, the results of this analysis indicate insignificant differences in the simulation
results. All models cannot be considered suitable for predicting the amount of roll wear in
a rolling mill. Therefore, it is necessary to choose another type of dependence [28,29].

The introduction of a regularizer into a linear or multidimensional model did not
lead to an increase in the accuracy of predicting the wear of the rolling mill rolls. It can be
clearly seen that the proposed models predict the value of the target parameter not more
accurately than the arithmetic mean of the wear of the rolling mill roll.

Based on the data obtained, it can be stated that, in this case, either rethinking or
intellectualization of the initial data is required, or the use of more complex models [30].

A comparison of the predicted by the random forest method and the actual values of
rolling mill roll wear is shown in Figure 5a. A comparison of the predicted by the gradient
boosting method and the actual values of the rolling mill roll wear is shown in Figure 5b.
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The results of assessing the adequacy of the random forest model and gradient boost-
ing model are far superior to previous models (Table 2).

Compared with linear, multivariate, and regularized models, the root mean square
error (MSE) has decreased by about five times, and the coefficients of determination and
correlation approximated to unity. That is to say that the random forest model can be
recognized as adequate to the object of research and can be used to predict the degree of
wear of the rolls of a rolling mill in the steel industry.

In terms of the coefficient of determination R2, gradient boosting is a more accurate
model compared with the random forest model (the coefficient of determination is closer
to unity). The root mean square errors of both models are equal, but, according to Figure 5,
it can be seen that, when using the gradient boosting method, there is a greater number of
coincidences of predicted and actual wear than when using the random forest method.

Analysis of the graphs (Figure 5) for symmetry regarding the straight line
Ypredicted = Yactual shows that, in the case of developing the random forest model, there
is a tendency to underestimate the predicted values. It is apparent that most of the values
are located below the straight line (Figure 5a). In the case of developing the gradient
boosting model, the predicted values are located symmetrically in reference to the straight
line Ypredicted = Yactual (Figure 5b). Therefore, the gradient boosting model is preferred.

If necessary, carrying out additional optimization of the model, it is possible to achieve
an even greater decrease in the forecast error [31]. Thus, the gradient boosting forecast
model is preferable.

6. Conclusions

Based on the above study, the following conclusions can be drawn.

1. The hypothesis of using a large volume of production data (Big Data) to find statisti-
cally significant dependencies turned out to be completely consistent [32]. Operational
control data are an inexhaustible source of information. Extracting useful information
from Big Data is an important production task [33].

2. To improve the accuracy of the models, it is necessary to prepare statistical material
in advance (remove outliers, «odd», and random measurement results; filter the data;
identify different modes of operation; and consider them separately) and select the
appropriate type of mathematical dependence. The quality of the developed models
directly depends on the quality of training material preparation [34].

3. The analysis of the correlation dependences of the data showed that the most signifi-
cant factors affecting the wear of the rolls are the dimensions and brands of rolled
steel sheets. In addition, not least important is the material from which the rolls
are made.

4. The construction of linear and multivariate regression models based on a large data set
does not provide a qualitative result, as it does not allow taking into account complex
and multi-connected dependencies between the input variables. Compositional
models that are resistant to overfitting, noise, and outliers perform best. However,
with a smaller amount of data that can be described by a simple model, it makes more
sense to use multivariate regression.

5. Thus, a predictive model of rolling mill roll wear will allow rational use of rolls in
terms of minimizing overall roll wear. The proposed model will make it possible to
redistribute the existing work rolls between the stands in order to reduce the total
wear of the rolls.
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