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Abstract: This paper deals with uncertainty, asymmetric information, and risk modelling in a
complex power system. The uncertainty is managed by using probability and decision theory
methods. Multiple-criteria decision making (MCDM) is a very effective and well-known tool to
investigate fuzzy information more effectively. However, the selection of houses cannot be done
by utilizing symmetry information, because enterprises do not have complete information, so
asymmetric information should be used when selecting enterprises. In this paper, the notion of
soft set <S ﬂS> and interval-valued T-spherical fuzzy set (IVT-SFS) are combined to produce a new

and more effective notion called interval-valued T-spherical fuzzy soft set (I VT — SFS ft5> .ltisa
more general concept and provides more space and options to decision makers (DMs) for making
their decision in the field of fuzzy set theory. Moreover, some average aggregation operators like
interval-valued T-spherical fuzzy soft weighted average ( IVT — SFS ftWA operator, interval-valued

T-spherical fuzzy soft ordered weighted average (I VT — SFS ftOWA> operator, and interval-valued

T-spherical fuzzy soft hybrid average (I VT — SFS;H A> operators are explored. Furthermore, the
properties of these operators are discussed in detail. An algorithm is developed and an application
example is proposed to show the validity of the present work. This manuscript shows how to make a
decision when there is asymmetric information about an enterprise. Further, in comparative analysis,
the established work is compared with another existing method to show the advantages of the
present work.

Keywords: interval-valued T-spherical fuzzy soft set; average aggregation operators; multiple-
criteria decision making

1. Introduction

Multi-criteria decision making (MCDM) is a process that can give the ranking results
for the finite alternatives according to the attribute values of different alternatives, and it is
an important aspect of decision sciences. In recent years, the development of enterprises
and social decision making in all aspects is related to the issue of MCDM, so it is widely
applied in all kinds of fields. In the real decision-making process, an important problem
is how to express the attribute value more efficiently and accurately. In the real world,
because of the complexity of decision-making problems and the fuzziness of decision-
making environments, it is not enough to express attribute values of alternatives by exact
values. For this, the concept of fuzzy set (FS) was proposed by Zadeh [1], and many
extensions have been established by researchers and many new notions were developed
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over time. Since FS only deals with membership grade (MG) “a” with the condition that
0 < a < 1, which is the limited idea, so the idea of FS was further generalized into an
interval-valued fuzzy set [2] (IVFS). In many practical examples, we have to deal not only
with MG but also consider the non-membership grade (NMG) “v”. Since in FS the NMG
is not under consideration, which is a drawback of FS, the concept of intuitionistic fuzzy
set (IFS) was established by Atanassov [3] having the characteristics that 0 < a 4+ < 1.
In addition, some prioritized IF aggregation operators are discussed in [4]. Moreover, IF
interaction aggregation operators and IF hybrid arithmetic and geometric aggregation
operators are established in [5,6]. To provide more space to DMs, Atanassov [7] generalized
IFS into IVIFS, and some IVIF aggregation operators are given in [8]. Aggregation operators
are a valuable tool to deal with the fuzzy information because it converts the whole data
into a single value which is helpful in the decision-making process. When DMs provide
“0.6” as MG and “0.5” as NMG, then IFS fails to deal with such types of information.
To overcome this issue, the idea of IFS was further extended into Pythagorean fuzzy set
(PyFS) [9] having the condition that 0 < a? + % < 1. It is a stronger apparatus and it
can tackle fuzzy information more effectively. Based on Einstein’s t-norm and t-co norm,
some generalized fuzzy geometric aggregation operators are given by Garg et al. [10]. This
idea is further extended into IV Py FS and some aggregation operators are provided in [11].
Py FSs also limited notion because when DMs provide 0.7 as MG and “0.9” as NMG, then
PyFS cannot tackle this type of data. To overcome this complexity, this notion is further
generalized into g-rung orthopair fuzzy set (q-ROFS) established by Yager [12] having
the necessary condition that 0 < a7 4 97 < 1. Some gq-ROF point weighted aggregation
operators are explored in [13]. Some IVQ-ROF Archimedean Muirhead Mean operators

are discussed in [14]. Molodtsov [15] established the idea of a soft set (S 7S ) which is a

parameterization structure to deal with uncertainty in data. Maji et al. [16] explored some
new operations and proposed application of S¢;S. Ali et al. [17] explored the application of
S¢S in decision-making problems. Since the idea of 54,5 has been established, some new

notions are established like a fuzzy soft set (P SS ) established by Maji et al. [18], which

is the combination of FS and Sf;S. Some considerable extensions have been developed
keeping in view the idea of FS7;S and then IVFS and S;S are combined by Yang et al. [19]
to introduce the new idea called IVFS;S. Since FS,S is a limited structure, so notions of

IF soft set (I FS ft5> [20] have been developed. Moreover, generalized and group-based

generalized intuitionistic fuzzy soft sets with their applications in decision making have
been explored in [21,22]. In addition, due to the drawback of IFS ftS, the further idea

of IFS4;S has been extended into a Pythagorean fuzzy soft set (PyF S ftS) [23]. Further

g-rung orthopair fuzzy soft set (q — ROFS ftS) proposed by Hussain et al. [24] developed

the notion of PyFS;S and also explored some g — ROFS; WA, g — ROFS;;OWA and
q — ROFSsHA operators.

From the mentioned literature, it is clear that all the fuzzy information deals with only
MG and NMG. Sometimes, DMs consider the obstinacy grade AG “p” along with MG “a”
and NMG “” in their information, and there are many practical examples which can be pro-
vided in this regard, so due to this reason, the idea of picture fuzzy set (PFS) [25] has been
developed, which also considers the AG, which is more general information and provides
more space to deal with vagueness in data with condition that 0 < « + 4+ ¢ < 1. Simi-
larly, as the idea of IFS is generalized into P, FS, the notion of PFS set is extended into the
spherical fuzzy set (SFS) by Mahmood et al. [26] with condition that 0 < a? + g% + 9% < 1.
Moreover, Ashraf et al. [27] established the spherical fuzzy Dombi aggregation and pro-
posed their application in group decision-making problems. SFS is a limited idea because
if DMs provide “0.9” as an MG, 0.8 as an NMG, and 0.7 as an AG, then both PFS and SFS
fail to deal with such types of information, so to overcome this complexity, the notion of
T-spherical fuzzy set (T-SFS) has been established by Ullah et al. [28] with condition that
0 < af + B9+ 97 < 1 and exploring some similarities measures based on T-SFNs. Some
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T-SF power Muirhead mean operators based on novel operational law have been developed
in [29]. Further, Quek et al. [30] established the generalized T-spherical fuzzy weighted
aggregation operators on neutrosophic sets. Correlation coefficients for T-SFS and their
application in clustering and multi-attribute decision making have been established by
Ullah et al. [31] and a note on geometric aggregation operators in the T-SF environment is
given in [32]. Furthermore, Ullah et al. [33] proposed T-SF Hamacher aggregation operators.
Some T-SF Einstein hybrid aggregation operators and their application in multi-attribute
decision-making problems have been proposed by Munir et al. [34]. Based on improved in-
teractive aggregation operators, an algorithm for T-SF multi-attribute decision making has
been established by Garg et al. [35]. The idea of T-SFS has been extended to interval-valued
T-spherical fuzzy set (IVT-SFS) established by Ullah et al. [36] and they have explored the
evaluation of investment policy based on multi-attribute decision making using IVI-SF ag-
gregation operators. Keeping in view the idea of FSS, IFSsS, PyS¢S and g — ROFSgS,

the notion of PF soft set (PF S#S ) has been proposed by Yang et al. [37], which generalizes

all the above literature due to parameterization structure. The idea of a multi-valued picture
fuzzy soft set was proposed by Jan et al. [38]. The study of aggregation operators and their
application in decision making can be seen in [39,40]. Perveen et al. [41] extended the idea

of PFSS into the spherical fuzzy soft set (SF S ftS) , which is the combination of S7;S and
SFS. Since T-SFS is more general than SFS, so the concept of SFS ¢S is further extended into

a T-spherical fuzzy soft set (T —SFS4S ) proposed by Guleria et al. [42]. Moreover, some

new operations on interval-valued picture fuzzy soft set (I VPFS ft) are discussed in [43]

and interval-valued spherical fuzzy weighted arithmetic means (IVSFWAM) and interval-
valued spherical fuzzy weighted geometric mean (IVSFWGM) operators are established
in [44].

The notion of interval-valued T-spherical fuzzy sets and soft sets is very closely related
to the notion of symmetry. Based on symmetry, we can talk about the mixture of both
theories. We can extend the notion of interval-valued T-spherical fuzzy to interval-valued
T-spherical fuzzy soft sets, especially when determining the aggregate interval-valued
T-spherical fuzzy soft number estimated by several experts and in a situation where there
is imperfect knowledge (when one party has different information to another).

MCDM is a very effective and well-known tool to investigate fuzzy information more
effectively. Thus, from the mentioned literature, it is clear that the interval-valued structures
are more general and gain more attention in decision-making problems. To the best of
our knowledge, there is no work on combining the notion of IVT-SFS and S ftS. Hence, in
this paper, the notion of S¢S and IVT-SFS are combined to produce a new notion called
the IVT — SFSf,S. It is a more general concept and provides more space to DMs for making
their decision in the field of fuzzy set theory. Moreover, some new average aggregation
operators like IVT — SFSyWA operator and IVT — SFS;OWA operators are explored.
IVT — SFS;WA can only find the IVT — SFSy; values and IVT — SFS;;OWA weight the
ordered position. Hence, due to this drawback, the IVT — SFS; HA operators are explored,
as they can account for both aspects. Furthermore, the properties of these operators are
discussed in detail. An algorithm is developed, and an application example is proposed to
show the validity of the proposed work. In a comparative analysis, the present work is
compared with another existing method to show the advantages the present work offers.

The manuscript is structured as follows: Section 2 deals with basic notions of PFS, SFS,
T-SFS, S¢S, PFS¢S, SFS4S and T — SFSfS. Moreover, their operations are discussed.
Section 3 deals with the basic notion of IVT — SFS;S and some fundamental operations
on this notion are discussed in detail. In Section 4, we have established some new operators
called IVT — SFSpWA, IVT — SFS;;OWA and IVT — SFS ¢ HA operator. In Section 5, we
have established an algorithm and an illustrative example is given to show the validity
of the present work. In addition, we have provided a comparative analysis of the present
work to demonstrate its advantages compared to the approaches from the literature. Finally,
Section 6 provides concluding remarks.
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2. Preliminaries

This section deals with the basic notion of SFS, T-SFS, S ftS, SFS ftS and T — SFS ftS.
Moreover, their basic properties are discussed which will help us in further sections.

Definition 1 [26]. An SFS for a non-empty set X is given by
P={<x, a(x),B(x), v(x) >|x € X}

where a(x) : X—[0, 11 is the MG, B(x):X—10, 11 is the AG and ~y(x):X—[0, 11 is the NMG with
condition that 0<a(x)*+B(x)>+y(x)*<1.

Definition 2 [26]. A T-SFS for a non-empty set X is given by
P={<x, a(x),B(x), v(x) >|x € X}

where wa(x): X — [0,1] is the MG, B(x) : X — [0,1] is the AG and y(x) : X — [0,1] is NMG
with the condition that 0 < (a(x))T+ (B(x))T + (v(x)) < 1.

Definition 3 [15]. Let be a fixed set and E be a set of parameters and H C E, then the pair (F, H)
is said to be S ;S over the universal set , where F is the map given by F : H — P(), where P() is
the power set of .

Definition 4 [18]. Let be a fixed set and E be a set of parameters and H C E, then the pair (F, H)
is said to be FS ;S over the universal set , where F is the map given by F : H — FSU, where FSO
is the family of all FS over given as

F(sj) = {xi, aj(x;) 1x€U}

Definition 5 [41]. Let be a fixed set and E be a set of parameters and H C E, then the pair (F, H)
is said to be SFS ;S over the universal set , where F is the map given by F : H — SFSU, where

SFSU is the family of all SFS over given as
F(sj) = {xi, aj(xi), Bj(xi), vj(xi)|x €}
with condition that 0 < (aj(xi))Z + (,Bj(xi))z + (’yj(xi))z <1

Definition 6 [42]. Let be a fixed set and E be a set of parameters and H C E, then the
pair (F, H) is said to be T — SFSpS over the universal set , where F is the map given by

F:H — T — SFSV, where T — SFSV is the family of all SFS over given as
F(sj) = {xi, aj(xi), Bj(xi), vi(xi)|x €}

with condition that 0 < (a;(x;))? + (Bj(x;)) " + (7j(x;))" < 1.

Definition 7 [36]. An IVI-SFS for a non-empty set X is given by
P={<x, a(x),p(x), y(x) >|x € X}

where a(x): X — [0,1] such that a(x) = [a(x), at(x)] is the MG, B(x) : X — [0,1] such
that B(x) = [BL(x), B (x)] isthe AGand ~(x) : X — [0, 1] such that'y(x) ['y (x), YH(x)]
is NMG with the condition that 0 < ((a¥(x)))? + (BY(x))" + (7Y (x))" <1

Definition 8 [36]. Let F| = ([ocLl, aul], [,3L1, ﬁul p [’YL1, ’)’uﬂ), E = ([%Lzl “uz]r
(B2, BY5], [, 7Y2]) and F = ([al, aY], [BE, BY], [7E, vH]) be three IVT-SFN and
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K > 0. Let *V’ denote the maximum and ‘A" denote the minimum. Then basic operation on
IVT-SFN is defined by

1. F CHRIfaly <aby oty <ally, gLy < phy, pYy < BYsand o4ty > oLy, Uy > 44,
2. FlezlﬂFlnganszgFl

_ aby, aly), v(aly, aty BLy, BLa), A(BY1, BY2)],
3. Hua_{[W )%&7L73E¢Y17$ﬁ( )] }

_ [ M@t ata), Aty ata) ], [A(BR BR2), A(BY1 BY2)].
. hnk= { V(7vH, at2), v(rts, 7)) }
5 Fo=([v" "], [BY BY], [af, aY]).
Q/(“Ll)q*‘ (ala)” — (aky)7(ala)’, L pl. pU. pU
[ {/(zxul)'“r (@) — (ally) (aly)f ] (BBt BH1BY2],
[’YLl’YLz, ’Yul’Yuz]
[ali1alyy, atyatys], [BEBh2, BH11BY12],
7. B®F= YT+ (1) = (rh) ()",

()T + (au > (Y1) ()"
o = () @ T8 6] [§ = o) o= e ]).
o, &= ( [{/1- () {1 } (8" (8], [0, (2)"])-

3. Interval-Valued T-Spherical Fuzzy Soft Set (IVT — SFS;S)

This section deals with the fundamental notion of IVT — SFS ftS . Furthermore, some
basic operations are defined according to this new notion. Moreover, we define score
function (SF) and accuracy function (AF) based on IVT — SFSy; numbers.

6. FOF=

Definition 9. Consider a soft set (, E) and H C E. A pair (F, H) is said to be an Interval-valued
T-spherical fuzzy soft set (I VT — SFS44S > over the universal set , where F is the map given by
F:H — IVT — SFS, which is defined to be

By (xi) = {< i, [, |, [ B ), Y500 ], [t 2t )] > €

where IVT — SFS represent the collection of all interval-valued T-spherical fuzzy sets over . Here

[och(xl-),zxuj(xi)], [,BLj(xi),ﬂu]-(xi)] and ['yL]-(xi),'yuj(xi)], represent the membership grade,
obstinacy grade, and non-membership grade of an object x; € to a set Fs;, respectively, with

the condition that 0 < (a%;(x;))"+ (BY;(x;))" + (vY;(x:))" < 1. For the sake of simplic-
ity Fs;(xi) = {<x, [ahi(xi), el ()], [BY(xi), BY(xi)], [v"j(xi), oY (xi)] >} is denoted
by Fs; = ([ah(x), ati(x)], [R5 (xi), BY(xi)], [vhj(xi), vYj(xi)]), which is called interval-
valued T-Spherical fuzzy soft number (I VT — SFSpN ) Moreover, refusal degree is defined by

{1 (@b (85 60)"+ (755 ()",
L W) )T ()

Definition 10. Let F,, = ([alq1, alqq], [,3 11, BY11], [vH, YH]), Fsy, = ([al12, alys],
(BL12, BY12], [vF12, o)) and F = ([aF, Y], [BL, BY], [+F, 7Y]) be three IVT — SFSNs
and K > 0. Then basic operation on IVT — SF S¢tNs are defined by

1. F, C Fy, Iff abqy < alyp, ety < allyy, plyy < Blyp, Y41 < BY4p and 4ty >
o, YY1 > Y.
2. Fsll :Fslz IﬁrFSn gFSlz and F512CF511
3 F UFE. — { [\/(aLu, 06L12), \/(aun, o 12)], [/\(ﬁLu, ,3 12) (/3u11, 5u12)], }
: 511 S12 .

IA(E11, vR2), A, vYa2)]
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[/\(aLllf “le), /\(Oéunlﬂé 12)}/ A(ﬁLn/ ,Ble), /\(ﬁun/ ﬁuu)]/ }
[V (vh1, vt2), V(Y )] '
7, [BY BY], [at, at]).
(@) + (alp)T — (aly)(abrp)",
(@) + (aly)T — (@) ()"
[’Y 11’Y 12/ ”Y 117 12]
( [alqialyy, atyabys], [BEaBl2, BH11BY12],
K

]/ [BA11BE 12, BH11812),

q

[ \/(’Y 1)+ (o 2,)q (i) (v 12)",
\/(7 )7+ ( Upp)T — (yY11) T (vH12)"
s P = ([0 ¥, [0 6" |- @ g ey ),
9. KF= ([{7/1— alg)f \/1 } {(ﬁ) (BY) }I[(,YL)K, (,)/U)K]>'

Example 1. Suppose a coach of a German team wants to select the best football player from a set
of alternatives given as = {x1, Xa, X3, X4, X5}. Suppose E = {s1 = fitness, s, = experience,
s3 = per formance record, sy = consistency} be the corresponding set of parameters. Using the
above given information, the decision maker assesses the alternatives according to their parameter
values and gives information in the form of IVT — SFS¢Ns given in Table 1.

Table 1. Tabular representation of IVT — SFS¢;S(F, H) forq > 3.

» ( 0.3, ?052 82] 0.8], ) ( 04, ([)053 [8;,2051 ) ( [0.6, 007!3 [5)63] 0.5], ) < 0.5, 0065 8;] 0.5, )
% ( 0.3, ([)055 8;1] 0.5], ) ( 0.2, 0062 8;1] 0.5], ) ( 0.5, 008411 [5)54] 0.6], ) ( 0.1, 0032 8;] 0.4], )
¥ ( (0.4, 0.6],[0.3, 06],) ( 0.5, 0.6],[0.3, 03],) ( 0.5, 05] 0.3, 0.4], ) < 0.1, 0.6],[0.2, 07],)
x4 0.2, g)z (())g] 0.8], 0.2, 0065 (())? 0.8], 0.3, 005]6 [%i] 0.5], 0.1, 0033 (())é] 0.4],
( 0.6 ([)062 82] 0.7 ) ( 0.3, 0054 gi] 0.5 ) ( 0.2, 0066 (()Jg] 0.4 ) < 0.2, 0061 (())g] 0.7 )
e ([/[06][07] ]) <[ 0505] ]) ([ 0405] ]) ( 03051 ])

Definition 11. For IVT — SFSp,SF,, = ([alyy, ay1], [Bh41, BYn1], [vPan, vHu]), the
score function (SF) is defined by

(a1)" (1—(ﬁL11) (’YLll)q)+(“ 1)’ (1—(ﬁ”11) (’Yun)q)

3

SC(Esy) =
Note that SC(F;,,) € [—1, 1].

Definition 12. Let F;,, = ([af11, aY41], [BL11, BY11], [vF11, vHi]), Fsy, = ([at12, alY1a],
[ﬁl‘lz, ‘Buu] [’)/le, u 12 )be two IVT — SFSftNS then

12]
1. If SC(Fs,,) > SC(F;,,), then F,, > Fs,,.
2. If SC(F;,,) < SC(Fs,,), then Fs; < Fs .
3. SC(F,) = SC(Fs,,), then
(1) If ‘SFsH > 51:512, then Fs, > Fi,,.
(2) If (SFSH = (51:512, then Fsll = FSlZ'

Theorem 1. Let Fy,, = ([al11, a%y1], [Bh11, BY1a], [vF11, vY1a]),
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Fslz = ([IXLQ, Ixuu], [‘Ble, ‘Bulz}, ["yle, ’}’ulz]) be two IVT — SPSftNS and K > 0.
Then the following properties hold.
Fsy @ Fp, = Fs; @ Fyyy.
Fsy ® Fsp, = Fsy ® Fyyy.
K(an D FS]Z) = (KFSU EBKPSH)‘
(Kl +K2)(F511) = Kl(FSn) +K2(F511)-
K{+K K K
(FSH)K1+ 2= (115511) '® (Fsll) ZK
(FSU) ® (FSM) = (FSU ®F511) :

S Gk =

Proof. Proofs are straightforward. [J

4. Interval-Valued T-Spherical Fuzzy Soft Average (IVT — SFS;A)
Aggregation Operator

In this section, the detailed study of IVT — SFS;WA, IVT — SFS;,OWA and IVT —
SFSsiHA operators is discussed and further, we will discuss the properties of these operators.

4.1. Interval-Valued T-Spherical Fuzzy Soft Weighted Average (I VT — SFS ftWA)
Aggregation Operators

Here, we discuss the detailed structure of IVT — SFS WA operators and their prop-
erties are discussed in detail.

Definition 13. Let Fy;; = ([aLij, auij], [[SLi]-, [Suij], ['yLij, 'yui]-} Yfori=1,2, ..., nandj =
1, 2, ..., m, be the family of IVT — SFS¢iNs, @ = {@1, @2, ..., @} denote the weight vector
(WV) of e; experts and p = {p1, p2, ..., pm} denote the WV of parameters s; with condition
@;, pj € [0, Hwithy;_y @; = Land Y3y p; = 1, then IVT — SFS ;WA operator is the function
defined as IVT — SFSpWA : Q" — Q, where (Q is the family of all IVT — SFS¢Ns)

IVT = SFSpWA(Fyy, oy s Fo) = B pj (011 0iF, ).
Theorem 2. Let Fs,-]- = ([IXL,‘]', Uéui]‘], [,BL,‘]', ,Bui]'], [’)/L,‘j, "yu,']'])fOT’i =1,2,...,n andj =

1,2, ..., m, bethe family of IVT — SFS¢;Ns. Then the aggregated result for IVT — SFS ;WA
operator is given as

IVT = SFSyWA(Fyy, Foyy -, Fy,) = Oy pj (01, @iF,)

m n @;\ Pj
_ 1— (al:)7)" ,
B (- w)”)
m n @:\ Pi ’
_ IV AT
_ </1 1[11<i—1(1 («5)°) ) M
a m n @ Pi m n ©: Pi
fi ()" (™).
j=1\i=1 j=1\i=1
m n o \FPi m n o\ i
H(H(’YLij) ) IH(H(’YUU‘) ) ]
j=1\i=1 j=1\i=1

where @ = {w1, @y, ..

., @y} denote the WV of e; experts and p = {p1, p2, ...

, Pm} denote

the WV of parameters s; with condition @;, p; € [0, 1] with Yy @; = land Yy p; = 1.

Proof. We will use the mathematical induction method to prove this result.
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We know by the operational laws that

{'/("‘Ln)q + (k)T — (aky1)?(al )7,
Fon ©F = \q/(‘xull)q + (allpp) — (alyy)T(alpp)? |
[BL11BR12, BY11BY ), [t YHy Y]
And

KE, = ([‘\1/1 - (1 - (M)"), (/1 - (1 - (,J(Uq)k)], [(ﬁL)K, <BU>K]’ [(7L)K’ (’r”)KD for k > 1.

First of all, we will show that Equation (1) is true for n = 2 and m = 2, so we have

VT - SFSftS(FSu' Fs,) = EB]Z:lpj (691‘2:1(01'1:51/) =n (@1‘2:1(91'1:511) ®p2 (691‘2:1(01'1:5:'2)
= p1(@1Fs;, ® @2Fs,,) ® pa(@1 K, © @2k, )
/1 — (1 —aly D), {1 — (1 —alyy 1), |, /1 — (1 —aly0)®2, {1 — (1 — alpy)®?, |,

:m{(W (1= alyy) (1 aliyy7) of [ a—atan (1 ally7)

[BE11®1, BU11®1], [y @, yHa @] (Bl @1, BUp@2], [yEy @1, 4y @]
\/1—(1—D(leq @1 \/1 1—Déu12q :|,
[BE12%1, BU12®1], [yE1®1, yHap%1]
</1 - (1 - “LZZq)wzr ( 1 - (1 - D(UZZq)(DZI :| 7 )
[BL22®1, BUn®2], [vlan®1, yHp®2]

2
— T1(1—aly?)™,

i=1

ﬁLllwZ H,Bu @;

Dp2

2
1—TT(1—alyn)® |,
i=1

Q
0

¥
N
? —

:pl

|—|
e
—

Il
—_

) i
Y%, TT oy n®
i=1

TI..:N

iy

(1—alp®)™, (1—allp)®

'?'
T
?
e

®p2

=

i

l.—|
:N
=

I
_

2
iz’,Hﬁiz’/ z‘z‘/l_[’Yz‘z’
i=1 i=1 |

P1 2 P
a-arat®) [ (e,

=1

7 2 P1 7
<H 5”11‘01)

i1

=

Il
—_

%
|
N/\
H:]N

1

Il
<
=
|
: T
o[ '—'&:N
— "3
|
R
=
=
=
ES)
~_

Q
—_

I
S
l.

—
—
I
B
=~
S
By
N
9
S~
<
N LS
< N
Il :
=
=
N
ES)
"
<
N

52
%
\
|—|E:N
=
\
B
. S
N
- =
9
NN
<
N
N/_\
L=
=
e
)
5
N————
N
N

N/\
[Ne=[X
<
-
)
ES)
<
VRS ~
jam [N
2
e
IN]
ES)
N——— ]
N
| I

)
%
|

-
=¥
[fe=l®

—
—
|
=2
=
-
SN—"
2
N———
3

2 2 pi |’
= (/1 —TI(I1(1 _“uijq)w’)
j=1\i=1
2 (2 Pi2 /2 Pil 2 /2 pj
[H(H 5) , H(H ﬁ> } H<mjwi>
j=1\i=1 j=1\i=1 j=1\i=1

Hence the result is true for n = 2 and m = 2.
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Next, suppose that Equation (1) is true for n = z; and m = z;
sy Fszlzz) = @]Zilp] (@?ilwiljsij)

IVT — SESWA(Fyy, Fop,

Z z1 @:\ Pj
(L. N\

A0 @))

z

i

j=1

S117

i
Vl (- <a%>">“"">”

IT <l_[ ('YLij)wi> , 11 (In—ll(vuij)wi>pj

j=1\i=1 j=1\i=

i 6)" )’

oz
7 H
j=1

Pi m

Further, suppose that Equation (1) is true forn = z; +1land m =z + 1
_ . z1 .
IVT = SFSS (Fays P o0 By ) = 4 072aPi (85018 ) } @ poyr (@0Fe, )

- A0 e
\/ ]lzjl lz_[<1—(aul])q)w,>p/. ,

il (ﬁLz‘j)wi> "

1

=
)

D P (‘OzzHP S<Z1+1><m1>)

=
N

I
e T T L

e
—

=

=

?_'/

E

-
Il

—_
Il

—

T
I\
i~

=
P

Toe

Lo T

— —

= =

R

~ L ——
=

n
+

IT;

Il
—

7

o (e () [y
_ (/1_11?? e (- ) | e (e (g ™)”
[ (T (o)), T (1 (o)) ]

It is clear from the above expression that IVT — SFS; WA is again an IVT — SFS¢N.
Hence, given Equation (1) is true for n = zy + 1and m = zp + 1.
Henceitis true forallm, n > 1. O

/N |/

Remark 1.
1. Usingq =1, then established IVT — SFS ;WA operator will reduce to IV PFS ¢y WA operator.
2. Usingq = 2, then established IVT — SFS ;WA operator will reduce to IVSFS WA operator.

3. If we neglect the obstinacy grade that is p;; = 0, and using g = 2, the proposed IVT —
SES 1WA operator will reduce to IV PyFS ;WA operator.

4. If we neglect the obstinacy grade that is B;; = 0, and using q = 1, the proposed IVT —
SES ;WA operator will reduce to an interval-valued intuitionistic fuzzy soft weighted average
(IVIFSftWA> operator.

5. Moreover, if we put only one parameter that is s (mean m =1), then IVT — SFS ;WA operator
reduces to an interval-valued T-spherical fuzzy weighted average (IVT-SFWA) operator.

Hence it is clear that IVPFS;;WA, IVSFSpWA, IVP,FSsWA, IVIFS ;WA and IVT-
SFWA operators are the special cases of IVT — SFS¢; WA operator. The present work is
more general.
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Example 2. A person desires to buy a car from a set of five car brands as alternatives =
{x1 = BMW, x, = Suzuki, x3 = Tata, x4 = Hyundai Motors, x5 = Mercedes }. Let E =
{s1 = Com fortability, s = Good shape, x3 = Reasonable price, sy = Automatic system}.
Let the set @ = {0.25, 0.15, 0.14, 0.3, 0,16} denote the weight vector of “e;” experts and
p = {0.27, 0.19, 0.29, 0.25} denote the weight vector of “s;” parameters. The experts provide
their information in the form of IVT — SFS¢;Ns as given in Table 2.

By using Equation (1), we have

IVT — SFSWA(F,,, Fepy, ..., Fsg,)

S ) ’ ' v
[ o ,Lﬁlm ><<>H

0.3%)" 4(1—053 “(1-06%)"
0.14

0.25 0.15
(1 (1~

1-02%) 053)

0.15

1-013)"%(1 - 1-05°

( (1-013)""(1-0.2%)"" (1 -013)"
(1-0.6%)""(1—
( (

( ( *(
0.23)"°(1-0.33) " (1 - 043) " (1 -
( ( (

1_0. 33 0.25 1— 0.15 0.14 0.3

0.2%)"7(1-04%)""(1-02%) " (1-05%)"

1-{(1-06")""(1-05)""(1-05) " (1-08) " (1-07)"
{(1-03%)"(1-06)"" (1 -06)"" (1-03)" (1 -
1_ 063 0.25 1_ 033 0.15 0.14 1 073 .

1-05° 1-0.6°

) ( ) )
1-05%)"%(1-06%)""(1-05%)""(1-0.63

S ~— ~~—
[=}
[8)
—~

—_— — ~— ~— ~—
o
w

/N /N /N /N /N
—_
O
w
@

—_ — — — —
o
=
o

.25 .15 .14

1-03%)"7(1-03%) "7 (1-04%)" " (1-04°

1-023) o1

021 _ 023911 — 039 (1 -0.13

1-0.33

0.6
0.14

0.25 0.15

1-0.3° 1-03° 1-04°

0.25 0.15 0.14

1-04° 1-05° 1-0.6°

( ) )
( ) )
>025(1 023)015<170'43)014(
0.4%)7( ) )
) ) )

0.15 0.14

( P1-073) " (1-073)"*(1-03%) " (1 -
(1-07)"%(1-06%)""(1-05%)""(1-0.6%) 3(1 0.713
( ( 5 4 .3

~—
o

1-056%)""(1-07%)*"*(1 - 053

0151 _0.63)"4(1 — 043

{(1-05%)"(1-
{(1-05)""(1

(1-05%)"2(1

-05%)°"(1

{
{(1-05)"(1-

)

6%)
033)015(1
)015(
043)015(
073)015(1

_o. 43)0.15 (1

0.45%)* (1

—-0.33
1
1-
-08%)""0
— 04231
o 0.53)0.14 (1

0.14

0.5%
0.14

) (
)
)0.14 (
)

0.3

1—
1—

~06%)*°(1
—0.6%) " (1-07)" (1 - 0.73)"

0.23
0.23

)"
)"
)03
)"

—0.23

~0513)*° (1

093" (1 -

- 0.553) '

([0.431381, 0.622008], [0.276481, 0.533375|, [0.270999, 0.544335))
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Table 2. Tabular representation of IVT — SFS¢;S(F, H) forq > 3.

X1

X2

X3

X4

X5

( 0.2, 0.6],[0.3, 0.8], ) ( 0.1, 0.3],[0.2, 0.4], ) ( [0.6, 0.6],[0.6, 0.7], ) < 0.3, 0.5],[0.4, 0.5], )
04 05] 01 05] 03 05] 05 05]

0.5, 05] 0.3, 0.4], 0.1, 06 0.2, 0.7, 0.2, 0.3],[0.2, 0.6], 0.2, 06 0.3, 0.56],
( 0.6, 0.7] ) ( 03 04] ) ( 02 05] ) ( 04 045 )
< 0.3, 05] (0.4, 0.5], > ( 0.2, 06 0.3, 07],) ( 03, 05 (0.4, 05],) < (0.4, 05 0.3, 07],)

0.5, 0086 %i] 0.6], 0.1, [gg O0412 0.3 0.4, 0065 8? 0.6 0.2, 0063 (())Z] 0.5
( [04] (£51 ) ([ 0.2, 09] ' ) ([ 0.2, 06] ]') < 0.2, 07] ' )

[0.6, 0.7], [0.3, 0.5], 0.5, 053 ,[0.5, 0.61], 03, 07 ],0.3, 0.71], 0.5, 06 1,[0.3, 07,
( 0.3, 0.6] ) ( 0.5, 0.72] ) ( 0.2, 0.55] ) ( 0.5, 0.7] )

Theorem 3. Let Fs,-]- = ([lXLi]‘, Déuij], [‘BLZ‘]', ‘Buij], [’)/Ll‘]', ’)’u,ﬂ) fOT’i =1,2, ..., nand
j=1,2, ..., m bethe family of IVT — SFSpNs, @ = (01, @3, ..., con)T denote the weight

vector of e; experts and p = (p1, p2, ---, pm)T denote the weight vector of parameters s; with
condition @;, pj € [0, 1] with Yy @; = 1and Yy p; = 1. Then IVT — SFS ;WA operator
holds the foowing properties:

1. (Idempotency). Let Fs; = ([ocLij, vcui]-}, [,BLij, ,BUij c Ll ]) = F foralli =
1,2 ...,nand j=1,2, ..., m where F;, = ([ak, a ],[[SL ,BU] [vE, yH]), then
IVT — SESyWA(Eyy,, Fap, -, Fop) = Ee.

2. (Boundedness). If F, =

({ (minjmin; (atij), minjmin; (a!ij) |}, { [maxjmax;(Bti;), maxjmax; ()] },) And
[maxjmax;(y"ij), maxymax;(v45;)]}

B+ — ({ [maxjmax; (ak ij), maxjmax; (2t ij)] }, { [minjmin; (,BLZ]),mm min; (B u])] },)

{ [minjming(yj), minjming (v4)] } ’

then Ey, < IVT — SES yWA(Fey, Feyy -, Foy) < .
3. (Monotonicity). Let F's, = ([zx’Li]-, a’ui]-], [[B’Lij, ,B’uij], ['y’Ll-]-, 'y’ui]-]) be any other

collection of IVT — SFSfthfor alli=1,2,...,nandj=1, 2, ..., msuch that zxLl-]- <
oLy oty <oty Bl > B, Y5 > By and 4Ly > 4Ry, A > 9/, then

S,]

IVT — SESWA(Fsy,, Fepy, -, Fs,y) < IVT = SESGWA(F'syy, Flsy, ooy Fls,).

4. (Shift Invariance). If F; = ([a*, o], [BY, BY], [7v%, vY]) is another IVT — SFSyN,
then

IVT — SFSWA(Fsy, ® Fs, Fopy ®Fs, ..., Fs,, ® F) = IVT — SESyWA(Fs,,, Fsp, ..., Fs,,) @ Fs.

5. (Homogeneity). For any real numberK > 0

IVT — SFSWA(KFs,,, KFs,, ..., KF,,,) = K(IVT — SFS{WA(Fs,, Feyy, .., anm))

Proof.
1. (Idempotency). Let F;;, = ([ucLl-j, aty], [‘BLZ-], pY; } [Yhis oy l]]> = Fforalli =
1,2, ...,nandj =1, 2,...,m,wherer:< ,[,BL, /BU] 'yu]),then

from Theorem 1, we have
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IVT—SFSftWA(FSn/ F512/ te anm) =

A w))
o

m [ n w__”j m [ n o\ Fi
fi(fe) " A (e )
j=1\i=1 j=1\i=1
m n @ Pi m n @ pj
H(H(v%) ) 'H(H(Vuzj) ) :
j=1\i=1 j=1\i=1
m [ n o\ Vi
</1_1_[1(H1(1_(“L)q> ) g m [ n Piom (n pi
AV oy )
j=1\i=1 j=1\i=1

Hence IVT - SFSftWA(Fslll FS]Z’ vy anm) - Fs.
2. (Boundedness). As F; =

{ [minjmin; (a*j), mingmin;(at;)] }, { [maxjmax;(BL;;), m;;jmaxi (BYi)] 1,
< [max;max; ("), maxmax;(vY;)]}
Pt — ({ [maximax;(aty;), maxmax;(at;)]}, { [minmin; (B

S,‘j

and
ij), minjmin; (B;;)] }/>
[minjmin; ("), minjmin; ('yui]-)]} ’
then we have to prove that Fs;- < IVT — SFSﬁWA(FsH, Fsyy ooo) Fspp) < Fj}; Now
foreachi=1,2,...,nandj=1,2,..., m
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{ [mingmin; (atj), mingming (aY;;)]} < {[akyj, at3]}
< {[maxjmax;(a"j), maxjmax;(a!;;)]
<:) { 1-— max]maxl- (zxLl-]-q), 1 — maxjmax; (“uzﬂ)] ¥
< (1, 1 al1] < { i o), i (0

@Lﬁ (f1(1 = masmaat)") ) 1 (H(lmm >)}) ]
)" fi(f 0w’
T O (Lt
(1 mesymas e ) =) T, (1= masmas auqy)zw )
< [ROR-w)" (0 @)’

e

pj
<(1—minjmini(zxLi]«)q z 1@ H )
pj
((1—mzn]mm (zxu”)q b= 1@ H
Ll] q 1 — max; maxZ zxul])q
7\ @i 7"/
(10 ")
< {1—mm]mznl « l])q, 1 — minjmin; (« ll)q
& {1 - (1 min;min; (ch])q), 1-— (1 — minjmin; (txul])q }
m [ n @\ Pi m ®
1— 1—(ab)T) "), 1 ( u '1 ’)
H(“( (“1])) H L ( (0( ij )
( )

<

\.

s

j

=

/|l

ms

<

& [1 maxjmax;(«

{1 (1 (- ")) f (1 (-
(

j=1
— (1 — maxjmax; (zxLij)q), 1-— (1 — maxjmax; (a4 ij q)}

[minjmin; (aLy;), mi

u..

m [ n w, p/ m
S /1 — H (H aLz] /11— H <
j=1\i=1 j=1\i

< [maxjmax; (al)

S
—
2
2
—
=

Now foreachi=1,2, ..., nandj=1, 2, ..., m, we have
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[mingmin; (BLi;), minmin; (BY)] < [ﬁ ijr Bj]

< [maxjmax;(Bij), max]maxl(ﬁ i)]

(mammin5t3)° )", £ (1 i 6 )|

=1 j=1\i=1

- [ | |
< [ {1 (es)™) " 1 (f0)° ”

< | I fromasmas e0°) ", 1 (frmasnas 6

j=1\i=1

& {((mznjmmi(5Lij))):;;lwi>):;ﬂ1 Pj’ ((minjmini(ﬁuij))zﬁlw,-)z}w:l Pj]
L im j max; (BLy;) ) E1 D Z}”:lpf,
1(1[11(ﬁLl]) >p = < (ﬁug)ml>p [ ((max]mﬂx (B%3)) ) ]

mo
((max]maxl B z)) Fren) e

= [t ] < | (fet®) " A (Beo®)”
< [maxjmax;(Brij), maximax;(BY;;)]

R

::j:

s

<

< L

Moreover, foreachi=1,2, ..., nandj =1, 2, ..., m, we have

[minimin; (y"ij), minjmini(y4)] < [maxjmax;(y%;), maxmax;(v9;)]
@.

\ Pj m . Pj
H(H(mm min; (L)) ’) ]/ E(l:[l(')’Lij) l) :
]m n @ pj < ]:Vl 171 ©: Pj
{1 (Y1 mimins 413))) i (1))
j=1\i=1 j=1\i=1
< | =\ mzn Mmin; 'y l]

Pj

it

n N\ X pi
PJ { max]maxl 0% Z]))Zmlw:) j 1P1/ ]

g Fer)

m .
L Z1 1&71 Zj:] P] ]
4

m
u Z @; Zj:l Pi
mzn]mm (7 ,] i=1 )

ﬁ (lln"[ (maxjmax;(v"ij) )p
ﬁ <ﬁ (max;jmax; ('Yulj))wi>
)]

m n @ Pi m n (D
i)

=1 j=1\i=1 (maxjmax; (v";

m n (Dz
N { min]min (’yLU), ] < 11;11 (}:[1(7 i) > 4 [ max]maxi(fyLij), ]
minjmin(vy) |~ ﬁl(ﬁl(,),uij)wi)p] maxjmax; (v";)
=1 \i=

Therefore from Equations (2)—(4), it is clear that

o1 m n 1 L \d @;\ Pi
[ minjmini(acLij) B H (H( — (aty) ) > ’ < [ maxjmaxi(leij), }
minjmini(ocui]) n (n i)P/’ = muxjmaxi(ocui]-)
1 _ U

i=1
I ( 118t
min mm i=1 (1_1 P l] > ’ max;max; (B ,
j i | < i NP i
min;min; m n J max;max; i
] I—[l(l—ll ‘Blll] ) ] l(:B l])
j=1\i=

®)

4)
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And
N\ Pi
('YLij)wl> ,
\ Pi
(VUU)@’>

Let § = IVT — SFSyWA(F,, Foy, ..., F,) = ([ale aYe], [Ble, BYe],

['yL & 'yud ), then according to the definition of score function given in Definition 11,

—s
o

Il
_

1

maxjmax;(vLi;),
max;max; ('yul-]-)

IN

minjmin; (y"ij), < |
minjmini('yuij) =

=
—

Il
-

(
(

-
Il
_

we obtain

SC(E) = (“Lé)q(1—(ﬁL§)q—(7Lé)q)J;(“”c)q(1—(5” )q—(WUé)q)
max;max; (zxLl-j)q (1 - min]-minl-(,BLi]-)q — minjmin; (oF i)

+maxjmax; (auij)q (1 - minjmini(ﬁuij)q — minjmin; (7Y, )q>
3

IN

- SC(F;]_) = Sc(¢) < SC(F;])

and

Se(@) = (a")" (1-(8"2)"~ (4"2)") +(ae)" (1= (8) "~ ("))
minmin; (at;;)" (1 — max;max;(pLi;)? — maxmax; (’)/Lij)q)

+minjmin; (a4)" <1 — maxjmax;(Bt;;)7 — max;max; (’Yuij)q)
3

%

- sc( ):» Sc(&) > sc( )

According to this condition, we have the following cases Case i. If Sc({) < SC (FSJ;)

and Sc(¢) > SC ( ) then by Definition 12, we have

(FS;],) < IVT — SFSHWA(Feyy, Fopyy -+, Fo) < (Pj})

Case ii. If Sc(¢) = SC(F;_],) , that is
()" (1=(B"0)" = (47)") + (') (1= (8Y) "~ (+"'2)")
3
maxjmaxi(ucLij)q (1 — min]-min,-(ﬁLi]-)q - min]-mini('yLi]-)q)

+maxjmax; (l’éu,’]’)q (1 - minjmi”i(,guij)q — min;min; (’Yuij)q)
3

Then by using the above inequalities, we get

L u.| — ) AL . U,
[uc @ C} = {max]maxl ((x 1]), max;max; (oc ,])}
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and [ﬁLC, ﬁLg] = [minjminl- (ﬁLij), min]-mini (,Bul])] and [’)/Lg, ’)/ug] =
[minjmin; (v"i;), minymin;(y4;;)]. Thus (6:)7 = (5F{rﬂ implies that [VT — SFS;WA

(Fopys Foys ) Foppy) = (F;,j). Case iii. If Sc(&) = sc( ) then

se(e) = (1 (- (01) )+ ()" (- ()" (01
minjmin; (ai;)" (1= maxjmax; ()" — maxjmax; (+%)")

+min;min; (zxu,-]-)q (1 — Max;max; (,Buij)q — max;max; (YUz‘j)q>
3

Then by using the above inequalities, we obtain

{zxL;;, aug] = [minjmini (zxLi]), min;min; (ocui]-)]
and [,BL(:, ,BLd = [maxjmaxi(ﬁLij), maxjmaxi(ﬁuij)} and [')/L@', ’)/ug] =

[maxjmax; ('yLl-]-), max;max; (’yuij)]. Thus (6;)7 = 65— 7 implies that
bl/

IVT = SESpWA(Fyy, Fyy o) F) = ()

Sij °

Hence it is proved that
(Ps;_) < IVT — SFSqWA(F,,,, Fs,,, ..., Fs,,) < (P;I;)

3. (Monotonicity). alj; < a'fy,aly < o'y, ply > p'ly, pYy > p'Y and by >
v, yHi > 9'Yyj, then

aby, o] < faly, ¥yl = [1—wly, 1—al;] < [1—ak;;, 1—aY;
e :[1_],;4&]-‘4{}1_0[4'“# < [1—“5}% 1—[auz ] K
< 1— /L,)Q)‘Di)pf H(ﬁ( B >p,
]l;Il 11;11< (0‘ K ’ |:] 1\i=1
m n @;\ Pj = m n Pj
e ] A’
f(f (- ) A1 (-
m n @\ Pi T m n
1—H<H 1— (aly)” ) 1-TI( 11 % )
- j=1 z:l< (0‘ ]) ) . < j=1 1:1( ) . (5)
m n 7\ @i\ " —= m n , \@i\"
A0 e)T) 1:131(,5(1—@ “")°)
@;\ Pi @;\ Pi
\q/l—HFl(H?:l(l—(aHj)q) ) : \q/l— ]-=1< (1= ()" ) :
= @;\ Pi = @;\ Vi
o o))" | (- e)?)
and
. [/3 ijr B 1]] > [p* rl;jf ﬁ'uu] .
= {H(ﬁLz‘j)w’r I1(84)° } > [H(ﬁ’%)wi: I1 (ﬁ’uij)w’}
i=1 szl o\ Pi i=1 z:lL o\ Pi (6)
N [ ]mzl(n?:l(ﬁ ij) ]> ,] > [H]m1< ?:1(/3’ ij) o ]
@i\ Pi - m n @;\Pi
o (T (84) )" T (T (B 1))
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Moreover,
) [Z s M) > [y i ] )
= [0t 08| = (At ™ et
m n [ m n \ Pj
H(H(VLIJ)(D’> , I (H(W’Lz‘j)w’> P @
N j=1\i=1 > j=1\i=1 ,
n U \@; Pj = m n U @ Pj
fi(fiee™) " | | 1 (1 e®)
j=1\i=1 L j=1\i=1

Let §r = IVT — SFSftWA(FSMf Fspyy oot Fo) = ([“LEF’ “UCF]’ [nBLCF’ nBUEF]’
(e, 1e])and e = IVT = SFSAWA(Fsy, Fla, oo, Flsy) = ([0, U],
{ ‘BlLipf’ ’Blugﬂ} ) [,),/ Lépﬂ AU §p'} ), then from Equations (5)-(7), we obtain

(b Vo] < [a'he,, Ve, |Brew o] = [Blen, BV ] and [vhen 1Ye| = [70e00 7Ve, ]

Now, by using Definition 11 of the score function, we obtain Sc({r) < Sc({ ). Here,
we have the following cases Case i. If Sc({r) < Sc(Cp), then by using the comparison
result of two IVT — SFS¢;Ns, we have

IVT - SsttWA(Fsll/ Ple’ ey FSHWI) < IVT* SFSftWA<P/S11/ PIS]ZI ceey Plsnm).
Case ii. If Sc(&r) = Sc(&p), then
SC(gp) _ (D‘Lﬁp)q@*(ﬁL‘k)qf('yL@F)q)Jr(‘Xué‘p)q(lf(lguép)qf("fus’p)q)

= <aL5P’>q(1_(ﬁL‘fF’)q_(’YL@F’)q>';<“uiﬁ)q(1_<ﬁu5ﬂ)q_<7u5ﬂ)q>

Hence by using the above inequality, we obtain [zxLéF, zxuéF [zxLéF,, auéF,},

[Ber BYe] = [ﬁ%p, ﬁ”f;p}- and [v"g, vYe,] = [7 f;F,, vugp,} So we obtain
bt = g = ([0l a¥s], (B BYer, [0 Me)) = ([0 Vs, ],
{,B’Lgy, IB’U,;F/}, [’y’L,;rF/, 'y’u,:F/D. Hence it is proved that
IVT — SFSftWA(FSH, Fs, ooy anm) <IVT — SFSftWA<P/SH, Plslz’ e, P/Snm)'
4.  (Shift Invariance). Let F; = ([af, aY], [BL, BY], [+}, 4%]) and F,; =

]

14 ij
{ Brij, } { 7Lij, ]
B 17 L Y

F, @& F = (Wl — (1—aly9)(1—ald), \/1 — (1—aly)(1— zxu‘l)], [ﬁszﬁL/ ﬁ”ijﬁ”] [vLmL, “r“iﬂ”D

be family of IVT — SFS¢;Ns, then

Therefore,
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IVT — SFSyWA(Fyy, ® F, Faoy ©Fs, ..., Fo,,, ® F) = &1 p; (@;;1@1» (Fsi]. @ Fs))

(
3 f[l (fll(l ~ (atty)?) " (1 (zxu)q)‘”’>i7;
: jﬁ (11_11 (BL:) (/SLw,)> pj
J'Ir:nll ([nll (B4 )wi (ﬁutﬂz)>
Lﬁl 1(%”)@"(%@’))] ﬁ(lﬁl (40, ('r“wz)) p]]

—=
/

—_

| :
—

Q

—

Ny

< |-
-

|
s !

-
Il

—_
Il

—_

I
—

Q
—_
|
s
T N\| -/~
=
/N
—_
|
—
*
=
?—/
=
— ~ N— —
3]
—~
—_
|
—~
Q
e
N~—
=
~—
8
N——
=

-.
Il
—

I
== T

j=1 <zlﬂll (ﬁLl])wi Lwi))
i (fL6e" 6 )
(i) fi(fie o)

_ p 1 (n ")
P F1 (164" !
%,ﬁxnow>“°'>”f]
bR )
- fi(1i)°)" o e, ) 5 ), 1)
fi(fr )"
Lﬁl (ZI_T1 (7%‘)“”) p ]ﬁl (lﬁl (% )wi) ”f]

- IVT_SFSftWA(FSHI F512/ ctts anm)@Fs

Hence the required result is proved.
5. (Homogeneity). Let K > 0 be any real number and Fy, = ([aly,at;],

[‘BLI']', ‘Bui]'] ’ [’)’Ll‘j, ’)/uij] ) be famlly of IVT — SFSftNS, then
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KF,, = (W@ — (- aLijq)K), (f/(l ~(1- «xuiﬂ)K)], {ﬁszK, Buin}, [’YLin/ Yuz‘jKD

Now

IVT — SESyWA(KFs,,, KFs,,, ..., KF,,,)

m n Ko\ Pi
1— 1— (ak;)? > ,
- (0 e)
(/1 -1 (ﬁ - (““u‘)q)my
j=1\i=1

( ,

—_
\
: <
L=
~ o~ |
> ﬂ;::
VN
—_
\
—
=
=
L
-
N—
2
~
=
N———
=

= K(IVT = SFSuWA(Fyy, Fopyy -, Fyy))

Hence the result is proved. O

4.2. Interval-Valued T-Spherical Fuzzy Soft Ordered Weighted Average
(IVT — SPSftOWA) Operator

From the above discussion, it is clear that IVT — SFS WA operator only weighted
the value of IVT — SFS¢;Ns. However, on the other hand, the IVT — SFSOWA operator
weights the ordered position by scoring the IVT — SFSy; values. Here, we will discuss
the IVT — SFS;;OWA operator and also its properties.

Definition 14. Let Fsij = ([DCLZ']', Déuij], [‘BLI‘]', ‘Buij], [’)’LZ‘]‘, ’)/uz']‘} )fOTi =1,2,...,n andj =
1,2, ..., m, bethe family of IVT — SFSfiNs, @ = {®@1, @, ..., @,} denote the weight vector
of e; experts and p = {p1, p2, ..., pm} denote the weight vector of parameters s; with condition
@, pj € [0, ] and ' @0; =1, Y p; = 1. Then IVT — SFS;;OWA operator is the mapping
defined by IVT — SFS;OWA : Q" — Q, where (Q is the family of all IVT — SFS¢;Ns)

IVT — SFSftOWA(FSH, Fs,, ..., anm)@}nzlp]-: @]m:lpj @?:l (DiPas,»]--
Theorem 4. Let Fs,-]- = ([DLLl‘]‘, Déuij], [‘BLZ‘]', ‘Buij], [’)/Ll‘]‘, ’)’ui]'}) fOT’i =1,2, ..., nand

j =12, ..., m be the family of IVT — SFSpNs. Then IVT — SFS;OWA operator is

given as
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IVT — SFS{OWA(Fyy, Fo -, Bop) = 8741 (@?Mipasﬁ)

</1 ~ = <H (1 B (“Laify)wi) pj’ 1%, (I—Ln—1 <5Laz‘]‘)wi) pj,

| ()| L () | !

[ " ( o (')’Laij) wi) " ITi% (H?=1 (“Yuaij) wi) p]]

where Fasi], = ([aLaij, auai]}, {,BLaij, ,Buai]}, {'yLaij, 'yuai]'D denote the permutation of ith and
jth largest object of the collection of i x j IVT — SFSyNsFs, = ([aly, aty], [Bry, BY4],
['YLij/ 'Yuij])-

Proof. The proof is similar to Theorem 2. [

Remark 2.

1. Using q = 1, then established IVT — SFS;OWA operator will reduce to IVPFS;;OWA
operator.

2. Using q = 2, then established IVT — SFS;;OWA operator will reduce to IVSFS;;OWA
operator.

3. If we neglect the obstinacy grade that is B;; = 0, and using q = 2, the proposed IVT —
SES ;{OWA operator will reduce to IV P, FS ;; OWA operator.

4. If we neglect the obstinacy grade that is B;; = 0, and using g = 1, the proposed IVT —
SES;OWA operator will reduce to an interval-valued intuitionistic fuzzy soft ordered

weighted average (I VIFS ftOWA) operator.

5. Moreover, if we put only one parameter that is sy (mean m = 1), then IVT — SFS;,OWA
operator reduces to the interval-valued T-spherical fuzzy ordered weighted average IVT-
SFOWA operator.

Hence it is clear that IVPFS;;OWA, IVSFS;OWA, IVP FS;;OWA, IVIFS (,OWA
and IVI-SFOWA operators are the special cases of [VT — SFSOWA operator. The present
work is more general.

Example 3. Consider the collection of IVT — SFS;NsFs;, = ([ocLl-j, zxul-]-], [ﬁLij, ﬁui]-],

{ L u

(L35, M) as given in Table 2 of example 2, then tabular depiction of Fas; = ( |"aij, 2%,

{,BLaijr ﬁuag}, [’YLai]', ’)’uai]-D is given in Table 3.

Table 3. IVT — SFSftS, Fasl,' = ([zxLa,-]-, Dcuai]-}, {,BLaij, ﬁuail}, [’rLa,-j, ”rua,-jD forg > 3.

» ( 0.6, 0076 8;1] 0.6], ) [0.5, o[.osg]sj[)o;sz 0.61], ) ( 0.6, 0 o) 8;} 0.7], ) ( 0.5, 0065 8;] 0.5], )
% 0.5, os] (0.4, 0.5], 0.2, 0.6],[0.3, 0.7], 0.4, 06 (0.4, 0.5], (0.4, 0.5],[0.4, 0.5],
( 0.5, 0056 %73] 0.8], ) ( 0.1, [82 O0422 0.7 ) ( 0.3, 0073 (;)3?1071 ) ( 0.3, 0055 (())2] 0.7 )
. < [04] 0[51 > ( | [03 0.40] ' ) ( 02[06] > < 0.4, 0.45] ' )
x4 0.3, 0.5], [03 0.5, 0.1, 0.3],0.2, 0.4], 0.3, 0.5],]0.3, 0.6], 0.2, 06 (0.3, 0.7],
( 0.2, [(?64 OOSg 04], ) ( 0.1, 0032 8?] 0.3 ) < 0.2, [g§ O0525 0.6 ) <02 0230036]056 )
. ( 0!% [06] ) <[ 01 05] ' ) <[ 02 05] ' ) ([ [02 0.7] )
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Now, by using Equation (8) of Theorem 4, we have
IVT — SFS;,OWA(F;y,, Fsyy, -, Fsyy)

(A=) | TR
| Li-Adie- <az,>>f>” i) |
f(fe))" )" ]
1-{(1-06")"*

- o?ﬁ”o 5) T T——
{ 1_ 0.53>0.25 1_ 0'23)0.15 1-0. 13

( ( ( ) (1-02%) " (1-01%)"¢}
[(1-069)"% (1049 (1-03%)" (1 - 03)° (1 - 02"}
{(1-05)"%(1- 049" (1 - 03)""( (

T:s

0.16 9-27

I\J

0.19

029

0.25

1— 0_23) 0.3 1— 0.23)0.16}
1= {(1-08) " (107" (1-06) M (1 - 05) (1 - 057) "}
0.19
[(1-06)"(1-06)" (1 - 053)" (1 - 03)"(1 - 03°)")
2
{(1 N 0.73)0.25 (1 . 0‘63)0.15 (1 _ 0'63)0.14(1 . 0.53)0.3 (1 _ 0.33)0.16 0.29

15

[ {(1-04)"% (1 - 04" (1-03%) " (1-03)" (1 - 0.33)0'16}0‘27
[(1-05%)"2(1-03%) P (1-025)" (1 - 029 (1 - 017)™'° "
[(0-06)"(1 - 04" (1- 039" (1 - 039 (1 - 02217 |
_ {(1 _ 043)025(1 043)0 15(1 0'33)0 14(l 0.33)03(1 0 33)0 16}0.25
[ {(1 08)" (1 - 0,63 (1 - 0594 (1 - 05)™ (1 — 0.4%)" 16}0.27 ,
[(0-07)" (107" (1 061%) " (1 - 0.4) " (1 - 037"}
{(1-0713)"(1-07)"(1-06) " (1 - 06) (1 057"}
I {(1 0.73)"% (1 - 07" (1 - 0.56%) " (1 - 0.5%) (1 — 0,53)0~16}°'25 |
{10697 (1-06)"(1 - 049) " (1 - 049)"(1 - 039) 17 | ]
[ {(1 _ 0'53)025(1 ~ 0.33)0 15(1 B 0'33)0.14(1 B 0.23)03<1 3)016}0.19
{(1-05)"7(1-039)"(1-029)" (1 - 029) " (1 - 02)"} 7 |
{(1 —05)°5(1-059)™5(1 — 0434 (1 - 059) % (1 - 0.29)" 16}025
[ {( 089 5 (1 - 07951 — 0.69) "M (1 — 0.513)"3 (1 — 0'53)0‘16}0‘27
{(1-09%)"(1-072)"" (1-05) " (1 - 042)** (1 - 0.4)" 16}019
{(1 06" (1 - 055)" (1 05%)" (1 - 05%)™ (1 - 05%) 16}0 29
I {( —0.73)"% (107" (1-0.6%)""* (1 -05%)* (1 -0. 453)016}025 ]

= (]0.414648, 0.59571], [0.269404, 0.52013], [0.27383, 0.522914])

Theorem 5. Consider the family of IVT — SFSy;N, Fy; = ([zxLi]-, aui]-], [,BLi]-, ,Bul-j], ['yLl-j, 'yui]-])
fori=1,2,...,nandj=1,2, ..., m. Let ® = {®@1, @y, ..., @y} denote the weight vector
of e; experts and p = {p1, p2, ..., pm} denote the weight vector of parameters s; with condition
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@;, pj € [0, 1] and ' y@; = 1, YiLy pi = 1. Then IVT — SFS;;OWA operator has the

following properties.

1. (Idempotency). Let Fs; = ([atij, 4], [BLi, ,BUIJ], (YL YHi]) = Fas for all i =
1,2 ...,nand j=1,2, ..., m where by = ([aF, a ],[,BL BY], [+t AY]), then
IVT — SESyOWA(Fsyy, Fopyy -, Fop) = Fas.

2. (Boundedness). If
{[mm min; sz al];, minmin; aual]>

aSz/ } LAt B 01y | THALIHAL ﬁual] }} )
max;max; ('y az]) max]maxl ’Yuaq)
{[max]maxl (zx dij ), Max; maxl aY al] }}
Fi;;,-,- = { minjmin; ([5 3ij ) mlﬂ]mmz Uaz] } , then
{ mzn]mm ('y 31]), mzn min; ,YLIBZJ }
By, < IVT = SESqOWA(Eey, Fey, -, i,y < B, .

3. (Monotonicity). Let F's, = ([t oYy, (B3, B3], [’y’Lij, 'y’uij]) be any other
collection of IVT — SFSfthfor alli=1,2,...,nandj=1, 2, , m such that zxLij <
'ty oy < o'y, hi > ity pHi = BV and oMy > o'ty oY = oYy, then
IVT — SFSOWA(Fyy,, Fop, -, Fop) < IVT — SESHOWA(Fs,,, Flspy, ..., Fls)-
4. (Shift Invariance). If F; = ([ak, aY], [BL, BY], [v*, ¥Y]) is another family of IVT —
SFSfNs, then
IVT — SFS{OWA(Fyy, & Fs, Foyy @ F, ..., By, & Fs) = IVT — SES4OWA(Fs,,, Fopy, -, Fs,,) @ Fo.

5. (Homogeneity). For any real numberK > 0

IVT — SFS;OWA(KFE,,, KFyy,, ..., KFs,,) = K(IVT — SFS{OWA(Ey,,, Fepy) -, anm))

Proof. The proof is simple and follows from Theorem 3. [

4.3. Interval-Valued T-Spherical Fuzzy Soft Hybrid Aggregation (I VT — SFS ftHA) Operator

In this section, we will discuss interval-valued T-spherical fuzzy soft hybrid aggrega-
tion operator which can deal with both aspects like measuring the values of IVT — SFS¢Ns
and also considering the ordered position by “SF” of IVT — SFS; values.

Moreover, we will discuss the properties related to these operators.

Definition 15. Let Psl-]- = ([DCLI']‘, l’éu,’j], [,BLZ']', ‘Buij], [’YLZ‘]‘, 'yuij})fori =1,2, ..., nand
j=1,2, ..., m, be the family of IVT — SFSfiNs, @ = {@1, @, ..., @y} denote the weight
vector of e; experts and p = {p1, p2, ..., pm} denote the weight vector of parameters s; with
condition @;, pj € [0, 1] and Y;_y @; =1, Y 1 p; = 1. Then IVT — SFS¢;HA operator is the
function defined by IVT — SFSpHA : Q" — Q, where (Q is the family of all IVT — SFS¢Ns)

IVT — SESEHA(Fsy, Fopyy o) B = 6 py (91 @iFs, ).

Theorem 6. Let F;; = ([aLi]-, ocul-]-], [,BLij, ,Bul-j], ['yLl-]-, 'yui]-}) fori =1,2, ..., nand
j=1,2, ..., m bethe family of IVT — SFS¢;Ns having weight vectors v = {vy, vy, ..., v}t
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and p = {p1, pa, ..., pn}’ with the condition v;, pi €01)and Y jv; =1, 1 pj =1
Moreover, “n” represents the corresponding coefficient for the number of elements in the ith row,
and the jth column connected with vectors @ = (@1, @y, ..., a)n)T denotes the weight vector of
e; experts, and p = {p1, p2, ..., pm}T denotes the weight vector of parameters s; with condition

@;, p; € [0, Jand "y @; =1, Y1 p; = 1. Then

1- (Bc'uij)q)wi>pj | )

I
—

(fam)” (e’

j=1\i
where ﬁszj = nvju;Fs; denote the permutation of ith and jth largest object of the family of i x
jIVT — SFSiNsFy, = ([ﬁsz/ aly], [BLij/ Euzj}/ [T, 7”@‘])-

Proof. The proof is similar to Theorem 1. [

Remark 3.

1. Using g = 1, then established IVT — SFSpHA operator will reduce to IVPFSgHA
operator.

2. Using q = 2, then established IVT — SFSHA operator will reduce to IVSFSpHA
operator.

3. If we neglect the obstinacy grade that is p;; = 0, and using g = 2, the proposed IVT —
SES i HA operator will reduce to IV PyFS g HA operator.

4. If we neglect the obstinacy grade that is B;; = 0, and using q = 1, the proposed IVT —
SFES ¢ HA operator will reduce to an interval-valued intuitionistic fuzzy soft hybrid average
(IVIFSﬂHA> operator.

5. Moreover, if we put only one parameter, that is sy (mean m = 1), then IVT — SFSyHA
operator reduces to the interval-valued T-spherical fuzzy hybrid average IVI-SFHA

operator.
T
6. If vu= (%, %, ey %) , then the proposed IVT — SFS s HA operator reduces to IVT —
SFSy1WA operator.

n’ on’

SFS s OWA operator.

T
7. If op = (1 L, %) , then proposed IVT — SFSHA operator reduces to IVT —

Hence it is clear that IVPFS;HA, IVSFSpHA, IVPFSiHA, IVIFSHA, IVT-
SFHA, IVT — SFS;yWA and IVT — SFS;;OWA operators are the special cases of IVT —
SFSyHA operator. The established work is more general.

Example 4. Consider the family of IVT — SFSNs Fs,, = ([ahyy, atyj], [Bhy, BY3i], [vMi vMif])
as given in Table 2 with weight vector v = {0.17, 0.19, 0.12, 0.16, 0.36}T and p = {0.23, 0.2, 0.29,
0.28}Tand having the associated vector as @ = (0.23, 0.18, 0.1, 0.27, 00.22 )Tand p={023, 0.24,
0.18, 0.35}T. Then by using Equation (9) their score values are given in Table 4. The corresponding

IVT — SFSfthIN-“SZ.]. = ([&'Li]., ], {BLZ,],/ Bui]}, 73, ,~yuij]> of the permutation of ith and jth
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largest object of the family of i x j IVT — SFSfth?Sij = (['&Lij, Euij], [BLij, Buij:|/ WLZ']‘/ 7ui]‘D
are given in Table 5.

R Q/l((l(i:,.q)w)) )™ ()] [(8) ™ (%) |
ij

Table 4. Tabular depiction of score values of IVT — SFSftNSI?s”, = nvjp;ks;.

S1 S) S3 S4
x1 (0.094904) (0.041291) (0.148938) (0.101557)
x (0.110053) (0.091309) (0.072026) (0.129129)
X3 (0.058903) (0.058296) (0.074272) (0.077105)
x4 (0.126681) (0.038849) (0.121334) (0.108737)
x5 (0.271802) (0.186345) (0.296199) (0.27864)

Table 5. Tabular presentation of El ; = nvipiFs,.

S? S3 54

0.0136, 0.0408], [0.11832, 0.11832], [0.05712, 0.0952],
0 07616, 0.0952],

[0.03128, 0. 09384]
[0.04692, 0.12522],
[0.06256, 0.0782]
[0.0874, 0.0874,
[0.05244, 0. 06992]
[0.10488, 0.12236] [o 04408, 0.1102]

o 03312, 0. 0552 o 0192, 0.0576),

) |
EE) 2
(B |
EE )

1 0 0272, 0.0544], 0.11832, 0.13804],
0.0952, 0.0952]

[0.0136, 0.068] [0.05916, 0.0986]

X2

O 0304, 0.1064], [0.04408, 0.13224],

[0 04256, 0.12768],
0.06384, 0.119168],

[0.0456, 0.0608]

O 0156, 0.0912],
[0.08512, 0.09576]

( [0.04408, 0.06612],

) ( [0.05376, 0.0672],
[0 04032, 0.09408],

0 06624, 0. 08832 [o 0288, 0.04032] 0 0696, 0.0696] [0.04032, 0.08064]
[0.0738, 0.11776), 0.0128, 0.0384, [o 07424, 0. 11136] [o 03584, 0.10752],
[0.07168, 0.0896),

o 03584, 0.12544]

[0.2016, 0.24192],

) ( 0.12096, 0.28224],

[0.2016, 0.28224]

4 [0.05888, 0. 08832] [0.05568, 0.11136],

0.05888, 0.075072]
0.19872, 0.23184],
[0.09936, 0.1656),
0.09936, 0.19872]

00128 0.0384],
[0.0256, 0.1152]
( [o 144, 0.1526],

0.03712, 0.11136]
[o 12528, 029232]

[0.144, 0.17568),

[0.144, 0.20736]

[0.12528, 0.296496],
[0.08352, 0.22968]

Now, by using Equation (10), we get

IVT — SFSftHA(FSH/ Fsur teey anm) =

— ([0.114491, 0.162759], [0.041894, 0.08105], [0.042285, 0.082046))

Theorem 7. Let F;; = ([aLij, ocuij], [ﬁLij, ,Buij], ['yLij, 'yui]}) fori =1,2, ..., nand
j=1,2, ..., m bethe family of IVT — SFSgNs having weight vectors v = {v1, v, ..., vn}T
and u = {1, pa, ..., un}' with condition v, pi € 01 and Y jv; =1, Y pj =

Moreover, “n” represents the corresponding coefficient for the number of elements in ith row
and jth column linked with vectors @ = (@1, @2, ..., n) denote the weight vector of e;
experts and p = {p1, p2, ---, pm}T denote the weight vector of parameters s; with condition
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@;, pj € [0, 1] and Yi_y @; = 1, iy p; = 1. Then the IVT — SFSy;H A operator contains the
subsequent properties

1. (Idempotency). Let Fsi], = f/s foralli =1,2, ..., nand j =1, 2, ..., m, where
F'y = noju;F's, then IVT — SFSpHA(Fyy,, Foyy, -, Fs,,) = Fs.
{ [minjming (&;;), minymin; (@4;;)]},
2. (Boundedness). If 1?5; = Hmax]max, (E ,]), max;max; (ﬁ 1)} }, and 13;; =
{ [maxjmax;(¥*ij), maxymax;(¥9;;)] }
{ [max;max;(a";;), maxmax;(@;)]},
{{minjmini (E l]), minmin; ([3 1])} }, , then
{ [mii’ljmii’l,‘(’f)jl“i]’), minjmini (,71,11])] }
F, <IVT—SFSyHWA(F,,, F,, ..., F,,) < F.

Sij ij

3. (Monotonicity). Let F’Si]. = ([oc’Ll], oc’ul]] [,B’Lij, [S’uij], [’y’Lij, ')/’ui]-]) be any other
collection of IVT — SFSpNs foralli =1, 2, ..., nand j = 1 2, ..., m such that
“Lij < ‘X/Lij/ ‘Xuij < ‘X/uijr :Bsz = :5/ ijr :Buz] > ﬁ/u and ')’L > 9/t ijr o ij 2 'y’U,],then

IVT — SFS;HA(Fs,, Fy, ..., Fo,) < IVT — SFSHA(F'sy,, sy, ..., Fls).

4. (Shift Invariance). If F; = ([aF, a¥], [BL, BY], [+t, 2Y]) is another family of IVT —
SFSfth, then

IVT — SESuHA(Fsy, @ F;, Foy ©F, ..., Fs,, @ F) = IVT — SESyHA(Fs,, Feyy, ..., Fs,,) ® Fs,

5. (Homogeneity). For any real number K > 0

IVT - SFSuHA(KF,,, KFsy, ..., KFs,,) = K(IVT — SFS{HA(Foyy, Fopyy -, anm))

Proof. The proof is simple and follows from Theorem 3. [

5. An Algorithm for MCDM Based on IVT — SFSg; Information

MCDM approach is a well-known and very effective technique for the selection of
the best alternative among the given and this approach has been used in different fields of
fuzzy sets theory for the selection of the best alternative. About an alternative, the decision
makers keep many aspects in their mind, such as the flexibility of the alternative, benefits,
different features, and drawbacks. After the evaluation of all these aspects, they could
decide which alternative is best and reach the best result. In this section, we will propose a
stepwise algorithm for MCDM under the environment of IVT — SFS¢;Ns.

Let= {xq, xp, x3, ..., x;} be the set of “r” alternative, D = {D;, Dy, D3, ..., D, } be
the sets of “n” senior experts with E = {s1, s, 3, ..., Sm} which denotes the set of “m” pa-
rameters. Each alternative x;(I =1, 2, 3, ..., r) hasbeen evaluated by a team of “n” experts
corresponding to their parameterss; (j =1, 2, 3, ..., m). Suppose experts provide their
evaluation in the shape of IVT — SFS¢Ns, F;; = ( [aLi]-, ocul-j] , [,BLZ-]-, ,Buij], ['yLl-]-, 'yui]-] ),
fori =1,2, ..., nandj = 1, 2, ..., m having weight vector ® = {®@1, @, ..., @,
and p = {p1, p2, ---, pm} of ¢; experts and parameters s; respectively with the condition

that @;, p; € [0, 1] and Y/ @; = 1, YiL p; = 1. The matrix M = {Ps].]} denotes the
nxm

overall information. After using the aggregation operator on the assessment value of the
experts, the aggregated VT — SFSN “y,” for alternative x;(I =1, 2, 3, ..., r) is given
by ¢; = (a;, B1, 71)- Lastly, we will use the formula of score function for over aggregated
IVT — SFS¢;Ns for alternatives and rank them according to their order and choose the
best result.

The stepwise algorithm for overall above discussion is given as follows:
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Step 1. Accumulate the evaluation information of all experts for each alternative
according to their parameters and arrange it to construct an overall decision matrix M =

{Fsi]} e given by

[ [[%Ln, 06”11],

[’YL 21, Yuzﬂ

[’7L22, ’Yuzz]

[“LHZI (XunZ] ’

l:ﬁLHZI ﬁunZ]/

[’YLn, T 7o, YYan [’Yle, Y m
[aLZl/ Déuzl], [aLzzr o 22], [06L2m, Déuzm],
[BLa1, BYa1], (B2, BY22], [ﬁLZm/ B2,

[“an/ “unm] ’

[,B'anr ﬁunm}/

[O(Lnl/ “unl]/
[ﬁLnlr ﬁunl]/
[’YLnll ')’unl]

I:P)/LTIZI ')’UnZ] [')’an/ ')’unm}

Step 2. Normalize the given information by interchanging of cost type parameter into
the benefit type parameter if it is needed. The formula is given below:

for cost type parameter
Pij = Fs ,for benefit type parameter

where F¢y; = (I, YY), (B B3], [atij, atji]) denote the complement of Fy, =
([‘XLZ'/‘/ “uij]/ [ﬁLijr ﬁ 1]]/ [r)/ ijr ¥ 1]])-

Step 3. Aggregate the [VT — SFSyNs, Fs, = ([ay, aty], [Bhij, BY5], [v5i 1))
by using the proposed aggregation operators for each alternative s;(I =1, 2, ..., r) to get
the aggregated IVT — SFSftNS P = ([DéLij, auij], [‘BLZ‘]', ‘Bui]‘], [’)/Lij, ’yuZ]D

Step 4. Calculate the score values for each “i;” by using Definition 11.

Step 5. Organize the ranking result in explicit order for alternatives x; (I = 1, 2, 3, ..., 1)
and choose the preeminent result.

5.1. Application Steps for the Proposed Method

In this section, we will provide an example of the present work in detail to show its
validity and advantages.

Let us have a team of experts on mobile phones consisting of five members C =
{C1, Gy, C3,C4} with weight vectors @ = {0.28, 0.25, 0.23, 0.24}. The experts will give
their information about the set of different mobile phones as alternatives consisting of
four members {x; = Lenovo, x, = Samsung, x3 = LG, x4 = Apple} having parameters
{s1 = Best audio and vidio features, sy = Long battery timing, s3 = reasonable in price,
s4 = Best camera features}. Let p = {0.29, 0.18, 0.22, 0.31} denote the weight vectors of
parameters “s;” (j = 1,2, 3, 4, 5). Suppose all the experts provide their information in the
form of IVT — SFS¢;Ns. Now we use the proposed algorithm for the selection of the best
mobile phone.

By using IVT — SFS;;WA operators:

Step 1. The experts present their information of each alternative in the shape of
IVT — SFSfNs according to their resultant parameters. This information is given in
Tables 6-9 correspondingly.

Step 2. There is no requirement f or normalization of IVT — SFS; matrix since all the
parameters are of a similar kind.

Step 3. The information of each expert for each alternative x; (i = 1, 2, 3, 4) is aggre-
gated by using Equation (1), so we have

¥ = ([0.3927, 0.6938], [0.3072, 0.5096], [0.2770, 0.5323]),
¥ = ([0.3797, 0.7396], [0.3002, 0.4690], [0.2464, 0.4950])
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3 = ([0.4279, 0.7505], [0.2625, 0.4488], [0.3196, 0.5547]),
¥y = ([0.4114, 0.7173], [0.3304, 0.4698], [0.2675, 0.4918))

Step 4. By using the formula of score function given in Definition 11, calculate the
score values for each ¢;(i = 1, 2, 3, 4, 5) in step 3, i.e,,

Sc(ipy) = 0.6671, Sc(py) = 0.7154,
Sc(y3) = 0.7285, Sc(ipy) = 0.7065

Table 6. [VT — SFS; matrix for alternative x7.

S1 S S3 S4
c ([o&oﬂ,) mao&,) ([oaaﬂ,) ([onﬂ,)
(0.4, 0.6], (0.2, 04], (0.3, 0.6], [0.5, 0.5],
(0.2, 0.6] 0.1, 0.6] (0.3, 0.3] (0.2, 0.6]
c 0.1, 0.5], [0.4, 0.7], (0.2, 0.8], (0.3, 0.4],
(0.3, 0.6], (0.3, 0.6], (0.3, 04], (0.3, 0.5],
( (0.4, 0.7] ) 0.5, 0.8] ) ( [0.1, 0.3] ) ( (0.2, 0.6] )
C (0.2, 0.7], [0.4, 0.5], [0.1, 0.9], (0.3, 0.7],
(0.4, 0.4], (0.2, 0.7], (0.3, 0.7], [0.2, 03],
( (0.3, 0.5] ) 0.6, 0.7] ) ( [0.5, 0.6] ) ( (0.3, 0.4] )
c (0.4, 0.9], [0.8, 0.8], (0.3, 0.4], 0.1, 0.4],
4 ( maoﬂ,) mzo@,) ( mao&,) ( mzoa,)
(0.3, 0.4] 0.5, 0.6] (0.4, 0.4] (0.3, 0.8]
Table 7. IVT — SFSy; matrix for alternative x;.
S1 S> S3 Sy
¢ ([0304,) [azoﬂ,) ([010%,) ([0&0&,)
(0.3, 0.5], (0.1, 0.2], (0.3, 0.3], (0.4, 0.6],
(0.2, 0.6] (0.4, 0.8] [0.4, 0.8] (0.2, 0.2]
c 0.1, 0.6], [0.4, 0.5], [0.1, 0.9], (0.3, 0.5],
(0.3, 03], (0.2, 0.7], (0.3, 0.7], (0.4, 0.6],
( (0.2, 0.4] ) 0.6, 0.7] ) ( [0.5, 0.6] ) ( (0.2, 0.6] )
C (0.2, 0.2], [0.4, 0.8], [0.5, 0.7], 0.1, 0.5],
[0.5, 0.5], (0.2, 04], (0.3, 0.6], (0.3, 0.6],
( 0.2, 0.6] ) 0.1, 0.6] ) ( 0.3, 0.3] ) ( (0.4, 0.7] )
c (0.3, 0.7], [0.4, 0.7], (0.2, 0.8], (0.4, 0.9],
4 ( mzoa,) mao@,) ( m&oq,) ( maoa,)
(0.3, 0.4] 0.5, 0.8] [0.1, 0.3] (0.3, 0.4]
Table 8. IVT — SFSy; matrix for alternative x3.
s1 S2 S3 54
¢ (0.4, 0.5], [0.1, 0.6], (0.3, 0.8], 0.1, 0.4],
[0.2, 0.7], [0.3, 0.3], (0.4, 0.6], [0.2, 0.5],
[0.6, 0.7] (0.2, 0.4] [0.2, 0.2] (0.3, 0.8]
c 0.1, 0.9], [0.8, 0.8], [0.1, 0.9], (0.3, 0.7],
(0.3, 0.7], (0.2, 03], (0.3, 0.7], [0.2, 03],
(maaﬂ) maaa) (maaa) (m&aq)
(0.7, 0.9], [0.3, 0.4], (0.2, 0.7], (0.2, 0.7],
Cs ([Qsoa ) (0.4, 0.8] ) ( 0.1, 0.2] [0.4, 0.4]
0.4, 0.8] 0.4, 0.4] 0.4, 0.8 0.3, 0.5]
c (0.2, 0.7], [0.4, 0.7], (0.3, 0.4], (0.4, 0.8],
4 ( m4,aq,) ms,a@,) ( (0.3, 0.5], [0.2, 0.4],
(0.3, 0.5] 0.5, 0.8] [0.2, 0.6] (0.1, 0.6]
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Table 9. IVT — SFSy; matrix for alternative x4.
51 S2
c 0.1, 0.5], [02, 0.7, (0.5, 0.7], (0.2, 0.2],
! [0.3, 0.6], (0.4, 0.4], (0.3, 0. 6 [05, 0. 5
(0.4, 0.7] (0.3, 0.5] [0.3, 0. 3 [0.2, 0. 6
c 0.2, 0.2], [0.8, 0.8], 0 2, 0.8], o 1, 0.6],
2 [0.5, 0.5], [0.2, 03], [0.3, 0. 4 [03, 0. 3
(0.2, 0.6] 0.5, 0.6] [0.1, 0. 3 [0.2, 0. 4
c (0.2, 0.8], [0.3, 0.5], 0 7, 0.9], o 1, 0.5],
3 [0.3, 0.4], (0.4, 0.6], (0.3, 0. 3 [0.3, 0. 6
[0.1, 0.3] (0.2, 0.6] [0.4, 0. 8 [0.4, 0. 7
c 0.1, 0.9], [04, 0.9], 0 3, 0.4], o 3, 0.7,
4 [03, 0.7], [0.5, 0.6], 0.4, 0. 8] [0.2, 0. 3}
[0.5, 0.6] (0.3, 0.4] [0 4, 04] [o 3, 0.4]

Step 5. Rank the score values and select the best alternative. Hence, we obtain the
ranking result as

Sc(yp3) > Sc(y2) > Sc(pa) > Se(yr)

Hence, from the above discussion, it is clear that “x3” is the best alternative.

By using IVT — SFS;OWA operators:

Step 1. Same as above.

Step 2. Same as above.

Step 3. The information of each expert for each alternative x; (i =1, 2, 3, 4) is aggre-
gated by using Equation (8), so we have

1 = ([0.4036, 0.7077], [0.3097, 0.5128], [0.2873, 0.5398])
o = ([0.4001, 0.7451], [0.3141, 0.4783], [0.2695, 0.5048])
3 = (]0.4445, 0.7607], [0.2677, 0.4529], [0.3247, 0.5364])
4 = (]0.4263, 0.7323], [0.3337, 0.4771], [0.2737, 0.4997])

Step 4. By using the formula of score function given in Definition 11, calculate the
score values for each ¢;(i = 1, 2, 3, 4, 5) in step 3, i.e.,

Sc(r) = 0.6790, Sc(ypp) = 0.7217,5c(yp3) = 0.7456, Sc(ipy) = 0.7205

Step 5. Rank the score values and select the best alternative. Hence, we obtain the
ranking result as

Sc(p3) > Sc(y2) > Sc(ya) > Sc(yr)

Hence, it is noted that the aggregated result for IVT — SFS;;OWA operator is the same
as the result obtained for IVT — SFS ;WA operator. Hence “x3” is the best alternative.

By using IVT — SFS;;HA operators:

Step 1. Same as above.

Step 2. Same as above.

Step 3. The information of each expert for each alternative x; (i = 1, 2, 3, 4) is to be ag-
gregated by using Equation (8) with v = {0.21, 0.22, 0.23, 044} and y = {0.25, 0.27, 0.28,
0.20}" be the weight vectors of Fy, = ([atij, a5i], (B BYii], [vRij, vYij]) Moreover,
“n” represents the corresponding balancmg coefficient for the number of elements in ith row
and jth column. Let @ = (0.28, 0.25, 0.23, 0.24) denote the weight vector of e; experts and
p ={0.29, 0.18, 0.22, 0.31}T denote the weight vector of parameters s;, so we get

P = ([0.4123, 0.7187], [0.3179, 0.5226], [0.2974, 0.5493])
¥ = ([0.4225, 0.7323], [0.3224, 0.5055], [0.2767, 0.5225])
3 = ([0.4324, 0.7756], [0.3022, 0.4955], [0.3136, 0.5221])
4 = ([0.4355, 0.7141], [0.3454, 0.5061], [0.2898, 0.5167]).
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Step 4. By using the formula of score function given in Definition 11, calculate the
score values for each ¢;(i =1, 2, 3, 4, 5) in step 3, i.e.,

Sc(ip1) = 0.6849, Sc(ipy) = 0.7095,5¢(p3) = 0.7485, Sc(1p4) = 0.7006

Step 5. Rank the score values and select the best alternative. Hence, we obtain the
ranking result as

Sc(yp3) > Sc(y2) > Sc(pa) > Se(yr)

Hence, it is noted that the aggregated result for IVT — SFSHA operator is the same
as the result obtained for IVT — SFS;WA and IVT — SFS;OWA operator. Hence “x3” is
the best alternative.

5.2. Comparative Analysis

Here in this section, we will propose the comparative analysis of established work
with other existing methods to prove the superiority of the present work. We will compare
the present work with IVPFWA, IVPFOWA, IVPFHA, IVPFS WA, IVSFWA, IVSFOWA,
IVSFHA, IVSFS WA, IVT-SFWA [36], IVT-SFOWA [36], IVT-SFHA [36], IVSFWAM [44],
IVSFWGM [44], and IVPFSS [43].

Example 5. A person plans to buy a house from a set of four alternatives = {x1, X, x3, X4}.Let E =
{s1 = beautiful, s; = reasonable price, s3 = green surroundings, sq = suitable location} be
a set of parameters. Let @ = {0.25, 0.23, 0.24, 0.28} denote the weight vector of “e;” experts and
p = {0.26, 0.20, 0.29, 0.25} denote the weight vector of s;” parameters. The experts provide their
information in the form of IVPFS¢;Ns as given in Table 10.

Table 10. Information based on interval-valued picture fuzzy soft numbers.

X1 X2 X3 X4
o [0, 0.1, [0.2, 0.3], ( (0.1, 0.2],[0, 0.1], ) ( 0.2, 0.5], [0, 0.1], ) ( (0.3, 0.4], [0.1, 0.2], )
0.3, 0.4] 0.2, 0.4] 0.2, 0.3] 0.2, 0.3]
C (0.2, 0.4], [0, 0.1], [0.1, 0.2], [0.2, 0.3], [0, 0.1], [0.1, 0.3], [0.1, 0.2], [0, 0.2],
0.2, 0.3] 0.3, 0.4] (0.4, 0.5] 0.1, 0.3]
G 0.1, 0.2], [0.1, 0.2], (0.1, 0.4], [0.1, 0.3], (0.2, 0.3], [0.3, 0.5], (0.2, 0.3], [0.1, 0.3],
(0.2, 0.3] [0, 0.2] [0, 0.1] [0.1, 0.2]
Cs ( 0.1, 0.3], [0, 0.1], ) ( [0, 0.1, [0.1, 0.3], ) ( 0.2, 0.3], [0.1, 0.2], ) ( 0.2, 0.3], [0.1, 0.2], )
[0, 0.2] (0.3, 0.5] 0.2, 0.4] [0, 0.1]
We use IVPFWA, IVPFOWA, IVPFHA, IVPFS WA, IVSFWA, IVSFOWA, IVSFHA,
IVSFSWA, IVI-SFWA [36], IVT-SFOWA [36], IVT-SFHA [36], IVSFWAM [44], IVS-
FWGM [44], and IVPFS 7S [43] operators to compare with the present work and the
evaluation results are shown in Table 11.
Table 11. Comparative study of different methods.
Methods Score Values Ranking Results
x1 x x3 x4
IVPFWA 0.4630 0.4885 0.5476 0.5094 ¥3 > Py > Py > Py
IVPFOWA 0.4262 0.4687 0.5642 0.5471 P3 > 1Py > Py > Yy
IVPFHA 0.4160 0.4554 0.5866 0.5261 3 > Py > Py > Py
IVPFS ;WA 0.4628 0.4857 0.5467 0.5021 W3 > Py > Py > Py
IVPFSftS [43] 0.2118 0.4650 0.6111 0.5132 P3 > Py > Yo > Yy
IVSFWAM [44] 0.4157 0.4387 0.5342 0.5171 3 > Py > Py > Py
IVSFWGM [44] 0.3962 0.4287 0.5142 0.5071 P3 > Py > Yo > Yy
IVSFWA 0.4840 0.4979 0.5703 0.5236 W3 > Py > Py > Py
IVSFOWA 0.4520 0.4843 0.5837 0.5544 3 > Py > Py > Py
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Table 11. Cont.

Score Values

Methods Ranking Results

x1 X2 x3 Xy
IVSFHA 0.4462 0.4787 0.5742 0.5671 P3 > g > Py > Py
IVSFS WA 0.4362 0.4578 0.5539 0.5237 P3 > Py > P > Py
IVT-SFWA [36] 0.4875 0.4986 0.5737 0.5253 P3 > g > Py > Py
IVT-SFOWA [36] 0.4565 0.4862 0.5859 0.5549 P3 > Py > P > Py
IVT-SFHA [36] 0.5033 0.5177 0.5684 0.5412 P3 > g > Py > Py
IVT — SFS ftWA Proposed work 0.4423 0.4821 0.5625 0.5563 P3 > Py > P > P
IVT — SFS;OWA Proposed work 0.4858 0.4921 0.5644 0.5334 P3 > g > Py > Py
IVT — SFSfHA Proposed work 0.4041 0.4134 0.5789 0.5699 P3 > Py > P2 > 1y

From Table 11, we can see that we can use different methods to get different results un-
der the same evaluation data. Notice that “x3” is the best alternative in all cases that shows
the validity of proposed work. Moreover, proposed operators can consider the parame-
terization structure while the operators given as IVPFWA, IVPFOWA, IVPFHA, IVSFWA,
IVSFOWA, IVSFHA, IVT-SFWA [36], IVT-SFOWA [36], IVT-SFHA [36], IVSEFWAM [44],
IVSFWGM [44] cannot consider the parameterization structure. From the above analysis, it
is clear that the present work is more general than existing methods.

Example 6. A person plans to buy a house from a set of four alternatives = {x1, x2, x3, x4}. Let
E = {sy = beautiful, s, = reasonable price, x3 = green surroundings, sy = location }. Let

= {0.25, 0.23, 0.24, 0.28} denote the weight vector of “e;” experts and p = {0.26, 0.20, 0.29,
0 25} denote the weight vector of “s;” parameters. The experts provide their information in the
form of IVSFS¢Ns as given in Table 12.

Table 12. Information based on interval-valued spherical fuzzy soft numbers.

G ( [0, O[g)],:[l%i,] 0.7], ) ( [0.2, 005]2 [(()):;1] 0.5], ) ( [0.2, 005]2 [(?33] 0.6], ) ( [0.2, 004]2 5361] 0.2], )
G, ( [0.1, 0(.)4]1, [5)32], 04], ) ( [0.3, 004!)’ [(())55] 0.6], ) ( [0.1, 003J1 [(;)61] 0.5], ) ( [0.2, 003!% (;)41] 0.4], )
cs 03, (g.zi],' 0.2, 04], 02, 04] 0.1, 0.3], 02, 03] 0.5, 0.7, 03, 05] (0.4, 0.5],

0.1, 0.4] < 0.4, 0.6] ) < 03, 0.6] ) ( 0.1, 0.2] )
Cy

([0,0.4], [o.1,0.3],> ( 0.2, 03] 0.1, 0.3], ) ( 0.1, 04] 0.3, 0.5], ) ( 0.1, 03] 0.3, 0.5], )

0.1, 0.4]

0.3, 0.5] (0.4, 0.6] 0.2, 0.4]

We still use IVPFWA, IVPFOWA, IVPFHA, IVPFS WA, IVSFWA, IVSFOWA, IVSFHA,
IVSFS WA, IVI-SFWA [36], IVT-SFOWA [36], IVT-SFHA [36], IVSFWAM [44], IVS-
FWGM [44], and IVPFS ftS [43] to compare with the present work and the evaluation
results are shown in Table 13.

It is clear from the above analysis that when decision makers provide information
in the form of interval-valued spherical fuzzy soft numbers then the operator IVPFWA,
IVPFOWA, IVPFHA, IVPFS WA operator and IVPFSyS [43] fail to tackle that kind
of information but on the other hand the proposed work along with IVSFWA, IVS-
FOWA, IVSFHA, IVSFS;WA, IVI-SFWA [36], IVT-SFOWA [36], IVT-SFHA [36], IVS-
FWAM [44], IVSFWGM [44] operators can handle this information. Moreover, it can be
seen from Table 13 that all the ranking results are the same which shows the validity of the
present work.
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Table 13. Comparative study of different methods.

Score Values

Methods Ranking Results
x1 x2 x3 X4

IVPFWA Failed Failed Failed Failed Cannot be calculated

IVPFOWA Failed Failed Failed Failed Cannot be calculated

IVPFHA Failed Failed Failed Failed Cannot be calculated

IVPFSp WA Failed Failed Failed Failed Cannot be calculated

IVPFS ftS [43] Failed Failed Failed Failed Cannot be calculated
IVSFWAM [44] 0.4157 0.4387 0.5342 0.5171 P3 > Py > Py > Yy
IVSFWGM [44] 0.3962 0.4287 0.5142 0.5071 P3 > g > Py > Py
IVSFWA 0.4094 0.4330 0.5136 0.4370 Y3 > Py > P > Py
IVSFOWA 0.3905 0.4206 0.5449 0.4632 P3 > Py > Po > Py
IVSFHA 0.4062 0.4687 0.5542 0.5371 P3 > g > Py > Py
IVSFS ;WA 0.4356 0.4467 0.5756 0.5123 P3 > Py > P > Py
IVT-SFWA [36] 0.4134 0.4356 0.5193 0.4398 P3 > g > Py > Py
IVT-SFOWA [36] 0.4565 0.4862 0.5859 0.5549 Y3 > Py > P > Py
IVT-SFHA [36] 0.48033 0.4978 0.5945 0.5729 P3 > Py > P > P
IVT — SFS WA present work 0.4423 0.4821 0.5625 0.5563 P3 > g > Py > Py
IVT — SFS;;OWA present work 0.4324 0.4534 0.5867 0.5655 P3 > Py > P > P
IVT — SFSy;HA present work 0.4858 0.4914 0.5792 0.5489 Y3 > Py > Py > Y

Example 7. A person plans to buy a house from a set of four alternatives = {x1, x2, x3, x4}. Let
E = {s1 = beautiful, sy = reasonable price, x3 = green surroundings, s, = location }. Let
@ = {0.28, 0.25, 0.23, 0.24} denote the weight vector of “e;” experts and p = {0.26, 0.20, 0.29,
0.25} denote the weight vector of “s;” parameters. We still use IVPFWA, IVPFOWA, IVPFHA,
IVPFS WA, IVSFWA, IVSFOWA, IVSFHA, IVSFS WA, IVT-SFWA [36], IVT-SFOWA [36],
IVT-SFHA [36], IVSFWAM [44], IVSFWGM [44], and IVPFSS [43] to compare with pro-
posed work.

It is clear that when a DM provides {[0.3, 0.8], [0.3, 0.6], [0.3, 0.9]}, then the methods
given as IVPFWA, IVPFOWA, IVPFHA, IVPFS WA, IVPFS S [43], IVSFWAM [44], IVS-
FWGM [44], IVSFWA, IVSFOWA, IVSFHA, IVSFS it WA fail to handle this type of informa-
tion because for this type of information sum (0.8, 0.6, 0.9) ¢ [0,1] and sum (0.82, 0.62, 0.92)
¢ [0,1]. However, the proposed operators can handle such kinds of data along with the
method given in [30]. Similarly, if data given in Tables 6-9 are considered, then all the
above-given methods fail to handle all this information, while the present work along
with the method given in [30] can easily handle this type of information. Hence, it is clear
that the present work provides more space to DMs in making their decisions for MCDM
problems. Hence, the present work is more general. For this, IVT — SFS4;Ns are aggre-
gated and the overall decision matrix for different mobile phone brands x;; i =1, 2, 3, 4
by using WVs @ = {0.28, 0.25, 0.23, 0.24} is given in Table 14. From Table 14, it is clear
that all the information consists of IVT — SFS¢;Ns and this information cannot be tackled
by all the above-given methods, so we cannot calculate the score values for all the above
given operators, while the presented operators can tackle this information along with the
method given in [30] and also we can calculate the score values for all data given in Table 14.
Now using this information, a comparative evaluation of all the above given aggregation
operators with the present work is given together with their results in Table 15.

From Table 15, note that “x3” is the best alternative, which shows the validity of
the proposed work. Further, the characteristic evaluation of the present approach with
all the above operators is given in Table 16. Hence, it is clear that IVPFWA, IVPFOWA,
IVPFHA, IVSFWA, IVSFOWA, IVSFHA, IVSFWAM [44], IVSFWGM [44], IVT-SFWA [36],
IVT-SFOWA [36], IVT-SFHA [36] cannot consider the parameterization structure. The main
advantage of the present work is that it provides more space to DMs, generalizes many
existing structures, and also considers parameterization structures to deal with real-life
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problems. Hence, the present work can be used in MCDM problems rather than using it
for other operators in the IVT — SFSy; environment.

Table 14. Aggregated values of IVT — SFSNs forx;;i =1, 2, 3, 4.

X1 X2 X3 X4
c 0.3927, 0.6938], 0.3797, 0.7396], [0.4279, 0.7505], [0.4477, 0.7173],
1 0.3072, 0.5096), 0.3002, 0.4690), [0.2625, 0.4488), 0.3304, 0.5211],
[0.2770, 0.5323] [0.2646, 0.4950] [0.3093, 0.5478] [0.2675, 0.4918]

[0.4326, 0.6956),
[0.2967, 0.5130],
[0.2784, 0.5187] [0.2745, 0.5023] [0.3037, 0.5425]

[0.4477, 0.7228],
]
[0.4307, 0.7039], 0.3760, 0.7512], [0.4491, 0.7458],
]

0.3297, 0.5281],
[0.2698, 0.4793]
[0.4393, 0.7308],
[0.3343, 0.5657],
[0.2742, 0.4831]
[0.4386, 0.7326],
[0.3351, 0.5604],
[0.2729, 0.4978]

[0.3867, 0.7491], [0.4431, 0.7374],
0.2919, 0.4738), [0.2606, 0.4453)],

[0.2930, 0.5167], [0.2709, 0.4530), [0.2674, 0.4528),
0.2877, 0.5279] 0.2790, 0.5305] 0.3220, 0.5326]
[0.4322, 0.7069], 0.3731, 0.7240], [0.4612, 0.7486),
0.2991, 0.5086), 0.2772, 0.4513),

[0.2863, 0.5488]

[0.2689, 0.4537],
0.3259, 0.5482]

0.2708, 0.5255]

@)

N
N N N N
R

Table 15. Comparative study of different methods.

Score Values

Methods Ranking Results
X1 X X3 X4
IVPFWA Failed Failed Failed Failed Cannot be calculated
IVPFOWA Failed Failed Failed Failed Cannot be calculated
IVPFHA Failed Failed Failed Failed Cannot be calculated
IVPFS WA Failed Failed Failed Failed Cannot be calculated
IVPFS ftS [43] Failed Failed Failed Failed Cannot be calculated
IVSFWAM [44] Failed Failed Failed Failed Cannot be calculated
IVSFWGM [44] Failed Failed Failed Failed Cannot be calculated
IVSFWA Failed Failed Failed Failed Cannot be calculated
IVSFOWA Failed Failed Failed Failed Cannot be calculated
IVSFHA Failed Failed Failed Failed Cannot be calculated
IVSFS WA Failed Failed Failed Failed Cannot be calculated
IVT-SFWA [36] 0.6535 0.7023 0.7132 0.7012 P3 > Py > Py > Py
IVT-SFOWA [36] 0.6577 0.7233 0.7566 0.7114 P3 > Py > Py > P
IVT-SFHA [36] 0.6733 0.6977 0.7455 0.6845 P3 > Pr > Py > P
IVT — SFSftWA Present work 0.6673 0.7172 0.7234 0.7066 P3 > Py > Py > P
IVT — SFS;;OWA Present work 0.6776 0.7224 0.7435 0.7213 P3 > P > Py > P
IVT — SFSﬂHA Present work 0.6877 0.7086 0.7466 0.7015 Y3 > Py > Py > Py

Table 16. Characteristic evaluation of different methods.

Methods Fuzzy Data Aggregate Parameter Data
IVPFWA Yes No
IVPFOWA Yes No
IVPFHA Yes No
IVPES ;WA Yes Yes
IVPFS4S [43] Yes Yes
IVSFWAM [44] Yes No
IVSFWGM [44] Yes No
IVT-SFWA [36] Yes No
IVT-SFOWA [36] Yes No
IVI-SFHA [36] Yes No
IVSFWA Yes No

IVSFOWA Yes No
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Table 16. Cont.

Methods Fuzzy Data Aggregate Parameter Data
IVSFHA Yes No
IVSFSp WA Yes Yes
IVT — SFS;WA Proposed work Yes Yes
IVT — SFS;;OWA Proposed work Yes Yes
IVT — SFSyHA Proposed work Yes Yes

5.3. Scientifitic Decision of the Proposed Works

The idea of IVT — SFS;S is an important technique to cope with complicated and
uncertain information in real-life issues. The idea of IVT — SFS,S is the mixture of two dif-
ferent ideas suchas IVT — SFSand S ftS, which contains the grade of truth, abstinence, and
falsity with a rule that the sum of the upper parts of the g-powers of all grades is restricted
to unit interval. The advantages of the proposed IVT — SFS;S are discussed below:

1. If we choose the value of = 2, then the proposed IVT — SFS;S is converted for
interval-valued spherical fuzzy soft sets.

2. If we choose the value of ¢ = 1, then the proposed IVT — SFSf;S is converted for
interval-valued picture fuzzy soft sets.

3. If we choose the value of abstinence is zero, then the proposed IVT — SFSS is
converted for interval-valued g-rung orthopair fuzzy soft sets.

4. If we choose the value of abstinence is zero with 4 = 2, then the proposed IVT —
SFSy;S is converted for interval-valued Pythagorean fuzzy soft sets.

5. If we choose the value of abstinence is zero with g4 = 1, then the proposed IVT —
SFSS is converted for interval-valued intuitionistic fuzzy soft sets.

Similarly, in future, we will extend the proposed work IVT — SFS,S for the following
ideas:

Interval-valued T-spherical hesitant fuzzy soft sets.
Interval-valued T-spherical hesitant fuzzy soft rough sets.
Interval-valued T-spherical fuzzy soft rough sets.
T-spherical hesitant fuzzy soft sets.

T-spherical hesitant fuzzy soft rough sets.

Ol =

In future, this work will be used in the environment of image segmentation, pattern
recognition, medical diagnosis, and determination of the dangers of brain cancers.

6. Conclusions

MCDM approach is a well-known and very effective technique for the selection
of the best alternative among the given and this approach has been used in different
fields of fuzzy sets theory. Aggregation operators are an effective tool to deal with fuzzy
information and desirable results for real-life problems can be obtained by these means.
Here in this paper, we have combined two notions, IVI-SFS and SS, to generate the new
notion called IVT — SFSgS. It is a strong apparatus to deal with fuzzy information and
also generalized many previous ideas such as PFS ftS, GFS ftS, TT — SFS ftS, IVPFS ftS
and IVSFSS. Moreover, inspired by the parameterization property of soft set, we have
established the operators such as IVT — SFS WA, IVT — SFS;;OWA and IVT — SFSyHA
operators and also their properties are discussed in detail. An algorithm is developed and
an application example is proposed to show the validity and superiority of the proposed
work. Further, in comparative analysis, the established work is compared with another
existing method to show the superiority of the present work.

In the future, one can combine T — SFS;S and IVT — SFSgS to introduce a new
notion called cubic T-spherical fuzzy soft set CT — SFSfS. In addition, this notion can
be used in many MCDM approaches and desirable results can be obtained. Moreover,
numerous scholars have introduced the hybrid notion of rough set and other fuzzy sets
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theories and applied these notions to multi-attribute decision-making problems as given
in [45-48]. Therefore, one can also use the established structure and rough set to introduce
new hybrid notions like interval-valued T-spherical fuzzy soft rough set and soft rough
interval-valued T-spherical fuzzy set, and then this notion can be used in many decision-
making problems.

In future, we will extend the proposed idea to bipolar soft sets [49], complex T-
spherical fuzzy sets [50,51], and complex neutrosophic sets [52]. This work will also be
utilized in the environment of image segmentation [53], pattern recognition [54], medical
diagnosis, and determination of the dangers of brain cancers.
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Abbreviations

For the sake of clarity, the following table gives all the abbreviations used in this manuscript.

Abbreviations Complete Name

MCDM Multiple-criteria decision making

55S Soft set

IVT — SFS Interval-valued T-spherical fuzzy set
IVT — SFSS Interval-valued T-spherical fuzzy soft set
DM Decision-makers

IVT — SFS;; WA Interval-valued T-spherical fuzzy soft weighted averaging
IVT — SFS;;OWA  Interval-valued T-spherical fuzzy soft ordered weighted averaging
IVT-SFSpHA Interval-valued T-spherical fuzzy soft hybrid averaging
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