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with non-instantaneous impulses of order α ∈ (1, 2), where the linear part is a strongly continuous
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from the previous literature.
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1. Introduction

Due to the multiple applications of fractional differential equations in science, many
have authors studied various types of these applications, such as [1–4].

The motivation for considering nonlocal Cauchy problems is the physical problems.
For instance, it has been used to determine the unknown physical parameters in some
inverse heat condition problems.

Sometimes, an impulsive action continues to be active on a finite time interval. In this
case, impulses are called non-instantaneous. In [5–8], there are many results concerning
the existence of solutions of differential equations or inclusions with non-instantaneous
impulses of fractional order γ ∈ (0, 1), while in [9–11], the authors considered second-order
non-instantaneous impulsive differential equations.

Under different conditions, many authors have investigated the existence of solutions
for differential equations or inclusions of order γ ∈ (1, 2); for example, Li et al. [12]
considered an abstract Cauchy problem, He et al. [13] treated with nonlocal fractional
evolution inclusions, and Wang et al. [14] generalized the work done by He et al. [13] to a
case when there are non-instantaneous impulses.

On the contrary, it is known that controllability is a primary concept in control theory,
which is important in both engineering and the sciences.

Recently, many researchers have studied controllability problems for different kinds
of fractional differential equations or inclusions in infinite dimensional Banach spaces
using different methods. In most of the existing works, different fixed point theorems and
measures of non-compacntness have been employed to obtain a fixed point of the solution
operator corresponding to the considered problem, and under restrictive hypotheses such
as the compactness of the semi-group generated by the linear part (see [9]) or the nonlinear
term (single-valued function or multi-valued function) satisfies a Lipschitz condition in
the second variable (see [10,15–17]) or verifies a compact condition involving a measure of
non-compactness (see [18–21]).
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Consider the following non-instantaneous impulsive semilinear differential inclusion:
cDα

sj ,ϑ
x(ϑ) ∈ A(x(ϑ)) + F(ϑ, x(ϑ)) + Υ(u(ϑ)), a.e. ϑ ∈ (sj, ϑj+1], j = 0, 1, ...., k,

x(ϑ+
j ) = σj(ϑj, x(ϑ−j )), j = 1, ......k,

x(ϑ) = σj(ϑ, x(ϑ−j )), ϑ ∈ (ϑj sj], j = 1, ......k,
x(0) = x0 − σ(x), x′(0) = x1,

(1)

where J = [0, T], T > 0, α ∈ (1, 2), E is a real Banach space (the scalar field is R),
cDα

sj ,ϑ
is the Caputo derivative [22,23] of the order α with a lower limit at sj, A is the

infinitesimal generator of a strongly continuous cosine family of bounded linear operators
{C(ϑ) : ϑ ∈ R}in E, and F : [0, T] × E → 2E − {φ} is a multi-function. Moreover,
0 = s0 < ϑ1 ≤ s1 < ϑ2 ≤ s2 < ϑ3 · · · < sk < ϑk+1 = T, u(ϑ+

j ), u(ϑ−j ) are the right
and left limits of a function u at the point ϑj, respectively; x0,x1 ∈ E are two fixed points;
σj : [ϑj, sj]× E −→ E, j = 1, 2, . . . , k, are continuous functions, such that for any x ∈ E ,
the function ϑ 7→ σj(ϑ, x) is differentiable; σ : PC(J , E) → E, where PC(J , E) will be
specified later. Let Lp(J , X), p > 1

α , be a Banach space of admissible control functions,
where X is a real Banach space. The control function u is in Lp(J , X), and Υ is a bounded
linear operator from X into E.

Motivated by the works cited above, we prove, in this paper, without assuming that
the semi-group {C(ϑ) : ϑ ∈ R} is compact or the multi-valued function F is Libschitz in
the second variable or satisfies any condition involving a measure of non-compactness,
and by using a fixed point theorem for weakly sequentially closed graph operators, the con-
trollability of problem (1).

To clarify that our work improves the existing results: He et al. [13] showed the
existence of mild solutions for (1) when Υ ≡ 0, F satisfies a compactness condition, ϑj = sj
and σj(ϑj, x(ϑ−j )) = x(ϑ−j ); Wang et al. [14] assumed a compactness condition on F
and showed the compactness of the solution set for (1) when Υ ≡ 0; Muslum et al. [16]
discussed the controllability of (1), when F is a single-valued function satisfying a Lipschitz
condition in the second variable and α = 2; Li et al. [12] and Zhou et al. [17] discussed the
controllability of (1) when F is a single-valued function satisfying a Lipschitz condition in
the second variable or a compactness condition, σ ≡ 0, ϑj = sj and σj(ϑj, x(ϑ−j )) = x(ϑ−j ).

Moreover, there are results on the controllability without any compactness conditions
of systems of fractional order δ ∈ (0, 1), such as [24–26]. Furthermore, in [24], problem (1)
was considered when A ≡ 0 , and in [27], there were no impulse effects.

Finally, Sheng et al. [28] studied the controllability of nonlinear dynamical systems
with a Mittag–Leffler kernel involving AB -derivative of order γ ∈ (0, 1) in the absence of
impulse effects, where the linear part is a matrix operator.

We observed no study concerning the controllability of (1) without imposing any
compactness condition on either the generating semi-group {C(ϑ) : ϑ ∈ R} or F. These are
the main objectives of this paper.

This paper is organized as follows. Section 2 collects the known results, Section 3
contains the main results, and Section 4 provides examples to illustrate our theory.

2. Preliminaries and Notation

Let Pcl(E) = {S ⊆ E : S is non-empty, convex, and closed}; Pcwk(E) = {S ⊆ E : S is
non-empty, convex, and weakly compact}; Ew is the space E endowed with weak topology.
For set D ⊆ E, we denote by Dw the weak closure of D. For more information about the
strongly cosine family, the reader can see [29], and for multi-valued function, [27].

Consider the Banach space:

PC(J , E) = {x : J → E : x|Jj
∈ C(Jj, E),

and x(ϑ+
j ) and x(ϑ−j ) exist for each j = 1, 2, ....k},
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endowed with the norm:

||x ||PC(J ,E) = max {||x(ϑ)|| : ϑ ∈ J },

where J0 = [0, ϑ1] and Jj = [ϑj, ϑj+1).
The following lemma is a particular case of Theorem 2.2 [30].

Lemma 1. Let Z ⊆ PC(J , E) be weakly compact and convex, and N : Z → Pcl(Z)(the family of
non-empty closed and convex subsets of Z) be a multi-valued function with a weakly sequentially
closed graph. Then, Γ has a fixed point.

According definition 2.7 in [14], we give the following concept.

Definition 1. By a mild solution of (1), we mean function x(., u) ∈ PC(J , E) such that:

x(ϑ, u) =



Cq(ϑ)(x0 − σ(x)) + Kq(ϑ)x1

+
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)( f (s) + Υ(u(s))ds, ϑ ∈ [0, ϑ1],
σj(ϑ, x(ϑ−j )), ϑ ∈ (ϑj, sj], j = 1, 2, .., k,
Cq(ϑ− sj)σj(sj, x(ϑ−j )) + Kq(ϑ− sj)σ

′
j (sj, x(ϑ−j ))

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)( f (s) + Υ(u(s))ds, ϑ ∈ [sj, ϑj+1], j = 1, 2, .., k,

(2)

where f ∈ S1
F(.,x(.,u)),

Cq(ϑ) =
∫ ∞

0
ξq(θ)C(ϑqθ)dθ, Kq(ϑ) =

∫ ϑ

0
Cq(s)ds, ϑ ≥ 0, q =

α

2
,

Pq(ϑ) = α
∫ ∞

0
θξq(θ)S(ϑqθ)dθ, ϑ ≥ 0,

ξq(θ) =
1
q

θ
−1− 1

q Wq(θ
− 1

q ), θ ∈ (0, ∞),

and:

Wq(θ) =
1
π

∞

∑
n=1

(−1)n−1θ−qn−1 Γ(nq + 1)
n!

sin(nπq).

3. Results

In this section, we discuss the controllability of problem (1).

Definition 2. System (1) is considered to be controllable on J = [0, T] if, for every x0, x1, xT ∈
E, there exists a control function u ∈ Lp(J , X), p > 1

q (q = α
2 ), such that the corresponding mild

solution satisfies x(0) = x0 − σ(x), x′(0) = x1, and x(T) = xT .

In order to establish the controllability of (1), we need the assumptions stated below:
(HA) A : D(A) ⊆ E → E is the infinitesimal generator of a strongly continuous

cosine family of bounded linear operators {C(ϑ) : ϑ ∈ R} in E and there is M > 0 with
supϑ≥0 ||C(ϑ)|| ≤ M.

(HF) F : J × E → 2E − {φ} is a multifunction with non-empty, convex, weakly
compact values such that:

(i) For every x ∈ E, the multifunction ϑ→ F(ϑ, x(ϑ)) has a measurable selection;
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(ii) For any natural number n, there is function ϕn ∈ Lp(J ,R+), p > 1
q (q = α

2 ) such that
sup||x||≤n ||F(ϑ, x)|| ≤ ϕn(ϑ) for a.e.ϑ ∈ J , and:

lim inf
n→∞

‖ϕn‖L1(J , R+)

n
= 0. (3)

(iii) For almost ϑ ∈ J , x → F(ϑ, x) is upper semi-continuous from Ew to Ewx.
(Hσ) σ : PC(J , E)→ E is a function such that if xn ⇀ x in PC(J , E), then σ(xn) ⇀
σ(x), and there are two positive real numbers a, d, such that:

||σ(x)|| ≤ a||x||+ d, ∀x ∈ PC(J , E). (4)

(H)For every j = 1, 2, .., k, the function σj : [ϑj sj]× E→ E is such that:

(i) For any x ∈ E, the function ϑ→ σj(ϑ, x) is continuously differentiable;
(ii) There are positive real numbers hj, , j = 1, ..k, such that ||σj(ϑ, x)|| ≤ hj||x||, ϑ ∈ [ϑj,

sj], x ∈ E;
(iii) There are positive real numbers ηj, j = 1, ..k, such that ||σ′j (ϑ, x)|| ≤ ηj||x||, ϑ ∈ [sj,

sj], x ∈ E;
(iv) For any ϑ ∈ J , σj (ϑ, .) and σ′j (ϑ, .) are continuous from Ew to Ew .

(HW)The operator W : Lp(J , X)→ E ,

W(u) =
∫ T

sk

(T − s)q−1Pq(T − s)Υ(u(s))ds.

has an inverse W−1 : E → Lp(J , X)/Ker(W), such that there exists a κ > 0 with
||W−1 || ≤ κ and ||Υ|| ≤ κ.

Lemma 2 ([13]). Condition (HA) implies that for any (ϑ, x) ∈ (J × E), we have

||Cq(ϑ)x|| ≤ M||x||, ||Kq(ϑ)x|| ≤ ϑM||x||, and ||Pq(ϑ)x|| ≤ M
Γ(2q)

||x||.ϑq. (5)

Remark 1. The operator W is well defined. In fact, from (iii) of Lemma 2, it follows that:

||W(u)|| ≤ M
Γ(2q)

∫ T

sk

(T − s)2q−1||Υ(u(s))||ds.

≤ κMT2q−1

Γ(2q)
||u||L1(J ,X).

We recall this lemma.

Lemma 3 ([31]). Assume that F : J × E → 2E − {φ} is a multifunction and satisfies (HF).
Then, for any x ∈ C(J , E), the set S1

F(.,x(.)) = { f ∈ L1(J , E) : f (ϑ) ∈ F(ϑ, x(ϑ)), a.e.} is
not empty.

In the next proposition, we present a similar result to in Lemma 3, but in the space,
PC(J , E).

Proposition 1. If F : J × E→ 2E − {φ} satisfies (HF), then
for any x ∈ PC(J , E), the set:

Sp
F(.,x(.)) = { f ∈ Lp(J , E) : f (ϑ) ∈ F(ϑ, x(ϑ)), a.e.},

is not empty.
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Proof. Let x ∈ PC(J , E). For every j = 0, 1, 2, ..., k, we define:

x∗j (ϑ) =

{
x(ϑ); ϑ ∈ Jj,

x(ϑ+
j ); ϑ = ϑj.

Then, x∗j ∈ C(Jj, E). By applying Lemma 3, there exist measurable functions f ∗j :

Jj → E, j = 0, , ..., k, such that f ∗j ∈ L1(Jj, E) and f ∗j (ϑ) ∈ F(ϑ, x∗j (ϑ)), a.e.ϑ ∈ Jj.Define, f :

J → E, f (ϑ) = f ∗j (ϑ), ϑ ∈ J . Obviously, f ∈ L1(J , E) and f (ϑ) ∈ F(ϑ, x(ϑ)), a.e.ϑ ∈
J . Moreover, by condition (HF)(jj), there is ϕ ∈ Lp(J ,R+), such that ||F(ϑ, x)|| ≤
ϕ(ϑ), for a.e. ϑ ∈ J . Therefore, || f (ϑ)|| ≤ ϕ(ϑ), for a.e.ϑ ∈ J .Hence, f ∈ Lp(J , E).

In the next theorem, we present the first controllability result for problem (1).

Theorem 1. Suppose that (HA), (HF), (Hσ), (H), and (HW) are satisfied. Then, system (1) is
controllable on J provided that:

M(a + h + Tη) +
M2κ2

Γ(2q)
ξ[ h + Tη] < 1, (6)

where h = ∑
j=k
j=0 hj, η = ∑

j=k
j=0 ηj and ξ = (

∫ T
0 (T − s)

(2q−1)P
p−1 ds)

P−1
P .

Proof. In view of Proposition 1, for any x ∈ PC(J , E), the set Sp
F(.,x(.)) is not empty.

Then, for any x ∈ PC(J , E) and any f ∈ Sp
F(.,x(.)), we can define the control function

ux, f ∈ Lp(J , X) as:

ux, f = W−1[xT − Cq(T − sk)σk(sk, x(ϑ−k ))− Kq(T − sk)σ
′
k(sk, x(ϑ−k ))

−
∫ T

sk

(T − s)q−1Pq(T − s) f (s)ds]. (7)

So, a multifunction N : PC(J , E) → 2PC(J ,E) can be defined as follows: For x ∈
PC(J , E), function y ∈ N(x) if and only if:

y(ϑ) =



Cq(ϑ)(x0 − σ(x)) + Kq(ϑ)x1

+
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)( f (s) + Υ(ux, f (s))ds, ϑ ∈ [0, ϑ1],
σj(ϑ, x(ϑ−j )), ϑ ∈ (ϑj, sj], j = 1, 2, .., k
Cq(ϑ− sj)σj(sj, x(ϑ−j )) + Kq(ϑ− sj)σ

′
j (sj, x(ϑ−j ))

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)( f (s) + Υ(ux, f (s))ds, ϑ ∈ [sj, ϑj+1], j = 1, 2, .., k,

(8)

where f ∈ S1
F(.,x(.)).
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Using the control function, defined by (7), we prove that any fixed point for N is
a mild solution for (1) , and such a solution satisfies x(0) = x0 − σ(x), x′(0) = x1 and
x(T) = xT . In fact, if x is a fixed point for N, then from (HW), (7) and (8), it yields:

x(T) = Cq(T − sk)σk(sk, x(ϑ−k )) + Kq(T − sk)σ
′
k(sk, x(ϑ−k ))

+
∫ T

sk

(T − s)q−1Pq(T − s) f (s)ds

+W(ux, f )

= Cq(T − sk)σk(sk, x(ϑ−k )) + Kq(T − sk)σ
′
k(sk, x(ϑ−k ))

+
∫ T

sk

(T − s)q−1Pq(T − s) f (s)ds

+xT − Cq(T − sk)σk(sk, x(ϑ−k ))

−Kq(T − sk)σ
′
k(sk, x(ϑ−k ))

−
∫ T

sk

(T − s)q−1Pq(T − s) f (s)ds

= xT .

Now, for any natural number k, set Dk = {x ∈ PC(J , E) : ‖x‖PC(J ,E) ≤ k}.
Step 1. In this step, we assume that there is a natural number k0, such that N(Dk0) ⊆

Dk0 . Assume the opposite. So, for any natural number r, there are xr, yr ∈ PC(J , E)
with yr ∈ N(xr), ‖xr‖PC(J ,E) ≤ r and ‖yr‖PC(J ,E) > r. Then, there is ( fr)j≥1 ∈ S1

F(.,xr(.))
,

such that:

yr(ϑ) =



Cq(ϑ)(x0 − σ(xr)) + Kq(ϑ)x1 +
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s) f j(s)ds
+
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)Υ(uxj , f j
(s))ds, ϑ ∈ [0, ϑ1],

σj(ϑ, xr(ϑ
−
j )), ϑ ∈ (ϑj, sj], j = 1, 2, .., k

Cq(ϑ− sj)σj(sj, xr(ϑ
−
j )) + Kq(ϑ− sj)σ

′
j (sj, xr(ϑ

−
j ))

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)Υ(uxr , fr (s))ds

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s) f (s)ds, ϑ ∈ [sj, ϑj+1], j = 1, 2, .., k.

(9)

If ϑ ∈ [0, ϑ1], then:

||yr(ϑ)|| ≤ M (||x0||+ ||σ(xr)||) + MT||x1||

+
M

Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1 ϕr(s)ds

+
Mκ

Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1||uxr , fr (s))||ds

≤ M (||x0||+ ar + d) + MT||x1||

+
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)

+
Mκ

Γ(2q)
ξ||uxr , fr ||Lp([J ,E).
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Notice that:

||uxr , fr ||Lp(J , E)

≤ ||W−1[xT − Cq(T − sk)σk(sk, xr(ϑ
−
k ))− Kq(T − sk)σ

′
k(sk, xr(ϑ

−
k ))

−
∫ T

sk

(T − s)q−1Pq(T − s) fr(s)ds]||Lp(J , E)

≤ ||W−1|| [||xT ||+ M hr + MTη r

+
M

Γ(2q)

∫ T

sk

(T − s)2q−1 ϕr(s)ds

≤ κ[||xT ||+ M hr + MTηr +
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)].

This implies that:

||yr(ϑ)|| ≤ M (||x0||+ ar + d) + MT||x1||

+
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)].

If ϑ ∈ (ϑj sj], j = 1, 2, . . . , k, then:

||yr(ϑ)|| ≤ ||σj(ϑ, xr(ϑ
−
j ))|| ≤ h r ≤ Mr h

Let ϑ ∈ (sj, ϑj+1]. By applying the arguments used in the case ϑ ∈ [0, ϑ1], it yields:

||yr(ϑ)|| ≤ ||Cq(ϑ− sj)σj(sj, x(ϑ−j ))||+ ||Kq(ϑ− sj)σ
′
j (sj, x(ϑ−j ))||

+
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

M
Γ(2q)

||ϕr||Lp(J ,R+)]

≤ Mr h + MTηr +
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+).

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

M
Γ(2q)

||ϕr||Lp(J ,R+)].

Then:

‖yr‖PC(J ,E) ≤ M (||x0||+ ar + d) + MT||x1||

+M hr + MTηr +
MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

MT2q−1

Γ(2q)
||ϕr||L1(J ,R+)].

By dividing both sides by r and taking the limit as r → ∞,we get:

1 < M(a + h + Tη) +
Mκ2

Γ(2q)
ξ[M h + MTη],

which contradicts (6) and our claim in this step is completed.
Now, let k0 be N(Dk0) ⊆ Dk0 .
Step 2. The restriction of N on Dk0 has a weakly sequentially closed graph.
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Consider a sequence {xr}r≥1 with xr ⇀ x in Dk0 , yr ∈ N(xr) with yr ⇀ y in PC(J , E)
and fr ∈ SP

F(.,xr(.))
, such that yr satisfies (9). Notice that the set ||xr(ϑ)|| ≤ k0, ∀r ≥ 1, and

∀ϑ ∈ J . Hence, by (ii) of (HF), there is ϕk0 ∈ Lp(J ,R+) such that:

|| fr(ϑ)|| ≤ ϕr0(ϑ), ∀r ≥ 1, and a.e.ϑ ∈ J , (10)

which implies with the fact P > 1
q > 1, that there exists a subsequence of ( fn), which we

denote again by ( fn), such that fn ⇀ h ∈ Lp(J , E).
On the contrary, it is known that linear bounded operators on normed spaces map a

weakly convergent sequence into a weakly convergent sequence, and hence, by (Hσ) and
(H)(jv), we get, for any ϑ ∈ J :

Cq(ϑ)(x0 − σ(xr)) ⇀ Cq(ϑ)(u0 − σ(x)),

Cq(ϑ− sj)σj(sj, xr(ϑ
−
j )) ⇀ Cq(ϑ− sj)σj(sj, x(ϑ−j )),

and:
Kq(ϑ− sj)σ

′
j (sj, xr(ϑ

−
j )) ⇀ Kq(ϑ− sj)σ

′
j (sj, x(ϑ−j )).

Next, for any j = 0, 1, 2, .., k, consider the operator Rj : Lp([sj, ϑj+1], E)→ C([sj, ϑj+1], E),
defined by:

Rj( f )(ϑ) =
∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s) f (s)ds. (11)

Clearly, Rj, j = 0, 1, 2, ..., k are linear. In addition, using Holder’s inequality, we get:

||Rj( f )(ϑ)|| ≤ M
Γ(2q)

∫ ϑ

sj

(ϑ− s)2q−1|| f (s)||ds

≤ M
Γ(2q)

(
∫ ϑ

sj

(ϑ− s)
(2q−1)P

p−1 ds)
P−1

P || f ||Lp([sj ,ϑj+1],E)

=
Mξ

Γ(2q)
|| f ||Lp([sj ,ϑj+1],E).

which means that Rj is bounded and, hence, continuous. In order to prove that Rj( fr)(ϑ) ⇀
Rj(h)(ϑ) in E, ϑ ∈ (sj, ϑj+1], j = 0, 1, 2, .., k, suppose that v : E → R is a linear continu-
ous functional and ϑ is a fixed point in[sj, ϑj+1]. By the linearity and continuity of Rj,
the operator f → v(Rj( f )(ϑ) is linear and continuously functional on Lp(J , E), and hence,
Rj( fr)(ϑ) ⇀ Rj(h)(ϑ). Then, for any ϑ ∈ [sj, ϑj+1], j = 0, 1, 2, .., k:

∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s) fr(s)ds,

converges weakly to: ∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s)h(s)ds.

Next, for any j = 1, 2, .., k.,let Sj : E→ C([sj, T], E):

Sj (x)(ϑ) =
∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s)Υ(W−1(x)(s))ds. (12)
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By the linearity of the integral operator and of the operators Pq(.), Υ and W−1, one
can easily see that Sj, j = 0, 1, 2, ..., k are linear. Moreover, applying to Holder’s inequality
gives:

||Sj (x)(ϑ)||

≤ κM
Γ(q)

∫ ϑ

sj

(ϑ− s)2q−1||W−1(x)(s)||Xds

≤ κMξ

Γ(α)
||W−1(x)||Lp([J ,X],E)

≤ κ2Mξ

Γ(α)
||x||.

This shows that Sj, j = 1, 2, .., k are bounded and, hence, continuous. By arguing as
above, one can show that:

Sj(xT − Cq(T − sk)σk(sk, xr(ϑ
−
k ))− Kq(T − sk)σ

′
k(sk, xr(ϑ

−
k )))

converges weakly convergent to:

Sj(xT − Cq(T − sk)σk(sk, x(ϑ−k ))− Kq(T − sk)σ
′
k(sk, x(ϑ−k ))).

Now, for any j = 1, 2, .., m.,let ϑj : Lp([sj, T], E)→ C([sj, T], E) be defined as:

ϑj ( f )(ϑ) =
∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s)×

Υ(W−1[−
∫ T

sm
(T − τ)q−1Pq(T − τ) f (τ)dτ](s))ds. (13)

By the linearity of the integral operator and of the operators Pq(.), Υ and W−1, one can
easily see that ϑj, j = 0, 1, 2, ..., m are linear. Moreover, applying to Holder’s inequality gives:

||ϑj ( f )(ϑ)||

≤ κM
Γ(q)

∫ ϑ

sj

(ϑ− s)2q−1 ×

||W−1[−
∫ T

sk

(T − τ)q−1Pq(T − τ) f (τ)dτ](s)||Xds

≤ κMξ

Γ(2q)
||W−1[−

∫ T

sk

(T − τ)q−1Pq(T − τ) f (τ)dτ]||Lp(J ,X)

≤ κ2Mξ

Γ(2q)
||
∫ T

sk

(T − τ)q−1Pq(T − τ) f (τ)dτ||E

≤ κ2M2ξ

Γ(2q)2

∫ T

sk

(T − τ)2q−1 f (τ)dτ]

≤ κ2M2ξ2
Γ(2q)2 || f ||Lp([sk ,T],E)

≤ κ2M2ξ2
Γ(2q)2 || f ||Lp([sj ,T],E).

This shows that ϑj, j = 1, 2, .., k are linear and bounded and, hence, continuous. Then,
by applying the same arguments used above, we can clearly that:∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s)Υ(W−1[−
∫ T

sk

(T − τ)q−1Pq(T − τ) fr(τ)dτ](s))ds,



Symmetry 2021, 13, 566 10 of 18

converges weakly to:∫ ϑ

sj

(ϑ− s)q−1Pq(ϑ− s)Υ(W−1[−
∫ T

sk

(T − τ)q−1Pq(T − τ)h(τ)dτ](s))ds,

From the argument above, we get yr(ϑ) ⇀ v(ϑ), ∀ϑ ∈ J , and yr(ϑ
+
j ) ⇀ v(ϑ+

j ),
j = 0, 1, 2, .., k, where:

v(ϑ) =



Cq(ϑ)(x0 − σ(x)) + Kq(ϑ)x1 +
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)h(s)ds
+
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)Υ(ux,h(s))ds, ϑ ∈ [0, ϑ1],
σj(ϑ, x(ϑ−j )), ϑ ∈ (ϑj, sj], j = 1, 2, .., k
Cq(ϑ− sj)σj(sj, x(ϑ−j )) + Kq(ϑ− sj)σ

′
j (sj, x(ϑ−j ))

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)Υ(ux, f (s))ds

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)h(s)ds, ϑ ∈ [sj, ϑj+1], j = 1, 2, .., k.

(14)

Furthermore, by following the arguments used in the first step, we can show that
the sequence {yr}r≥1 is bounded in PC(J , E). Then, by Lemma 2.5 in [24], yr ⇀ w in
PC(J , E). By the uniqueness of the weak limit, we get y(ϑ) = v(ϑ), ϑ ∈ J .

Next, we demonstrate that h(ϑ) ∈ F(ϑ, x(ϑ))for a.e.ϑ ∈ J . From the weak conver-
gence of ( fr) toward h, the Mazur’s Lemma ensures the existence of a sequence, (hr),
of convex combinations of ( fr) with hr(ϑ) → h(ϑ), for a.e.ϑ ∈ J . Let ϑ0 ∈ J be such
that hr(ϑ0) → h(ϑ0), fr(ϑ0) ∈ F(ϑ0, xr(ϑ0)),∀r ≥ 1, F(ϑ, .) is upper semicontinuous from
Ew to Ew and h(ϑ0) /∈ F(ϑ0, x(ϑ0)). In view of the Hahn Banach theorem, there is an open
convex set Ω, such that F(ϑ0, x(ϑ0)) ⊆ Ω and h(ϑ0) /∈ Ω. Notice that Ω is weakly open
(first statement in Remark 2.7 [24]), then by the upper semi-continuity of F(ϑ0, .) at x(ϑ0),
there is a weak neighborhood U for x(ϑ0), such that if z ∈ U, then F(ϑ0, z) ⊆ Ω. Because
xr(ϑ0) ⇀ x(ϑ0), it follows, by the second assertion of Remark 2.7 in [24], that there exists
a natural number k0 with xr(ϑ0) ∈ U, ∀r ≥ k0, and hence fr(ϑ0) ⊆ Ω, ∀r ≥ k0. Since Ω is
convex, hr(ϑ0) ∈ Ω, ∀r ≥ k0, which implies that h(ϑ0) ∈ Ω, and this contradicts the fact
that h(ϑ0) /∈ Ω. Therefore, h(ϑ) ∈ F(ϑ, x(ϑ)) for a.e. ϑ ∈ J .

Step 3. In this step, we prove that N(Dk0) is relatively weakly compact.
Let yr ∈ N(xr) and xr ∈ Dk0 . This implies that, for any r ≥ 1, there is fr ∈

S1
F(.,xr(.))

, such that yr satisfies (9). By using the same arguments employed in the pre-
vious step, there is a subsequence of ( fr), denoted again by ( fr), with fr ⇀ h ∈ Lp(J , E)
and yr ⇀ v, where v is given by (14). Then, N(Dk0) is relatively weakly compact.

Step 4. Let Zk0 = co(N(Dk0)
w

. From Step 3, (N(Dk0)
w

is weakly compact compact,
and hence, Zk0 is convex and weakly compact. Furthermore, since Dk0 is convex and closed,
and using the first statement in Remark 2.7 in [26], we have Dk0

w
= Dk0 . Then, by step 1,

one has

N(Zk0) = N(co(N(Dk0)
w
) ⊆ N(co(Dk0)

w
) = N(co(Dk0)) = N(Dk0) ⊆ Zk0 .

By noting that Zk0 is convex and weakly compact and by applying Lemma 1, N has a
fixed point. This completes the proof.

In the following, we give another controllability result for(1) under a less restrictive
growth assumption.

Theorem 2. Under the assumptions of Theorem 1 after replacing (HF)(ii) by the following condition:
(H2)

∗ there exists ϕ ∈ Lp(J ,R+), p > 1
q , such that for any x ∈ E :

||F(ϑ, x)|| ≤ ϕ(ϑ)(1 + ||x||), for a.e.ϑ ∈ J , (15)
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then, system (1) is controllable on J provided that:

M(a + h + Tη) +
MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)

+
M2κ2

Γ(2q)
ξ[ h + Tη +

T2q−1

Γ(2q)
||ϕ||L1(J ,R+)] < 1. (16)

Proof. We only need to prove that there is a natural number k0, such that N(Dk0) ⊆ Dk0 .
Assume that there are xr, yr ∈ PC(J , E) with yr ∈ N(xr), ‖xr‖PC(J ,E) ≤ r ,‖yr‖PC(J ,E) > r
and ( fr)r≥1 ∈ S1

F(.,xr(.))
, such that:

yr(ϑ) =



Cq(ϑ)(x0 − σ(xr)) + Kq(ϑ)x1 +
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s) fr(s)ds
+
∫ ϑ

0 (ϑ− s)q−1Pq(ϑ− s)Υ(uxr , fr (s))ds, ϑ ∈ [0, ϑ1],
σj(ϑ, xr(ϑ

−
j )), ϑ ∈ (ϑj, sj], j = 1, 2, .., k

Cq(ϑ− sj)σj(sj, xr(ϑ
−
j )) + Kq(ϑ− sj)σ

′
j (sj, xr(ϑ

−
j ))

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s)Υ(uxr , fr (s))ds

+
∫ ϑ

sj
(ϑ− s)q−1Pq(ϑ− s) f (s)ds, ϑ ∈ [sj, ϑj+1], j = 1, 2, .., k.

(17)

Note that, by (15):
|| fr(ϑ)|| ≤ (1 + r)ϕ(ϑ), a.e.ϑ ∈ J . (18)

If ϑ ∈ [0, ϑ1], then from (17) and (18), it yields:

||yr(ϑ)|| ≤ M (||x0||+ ||σ(xr)||) + MT||x1||

+
M(1 + r)

Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1 ϕ(s)ds

+
Mκ

Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1||uxr , fr (s))||ds

≤ M (||x0||+ ar + d) + MT||x1||

+
(1 + r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ

Γ(2q)
ξ||uxr , fr ||Lp([J ,E)

Notice that:

||uxr , fr ||Lp(J , E)

≤ ||W−1[xT − Cq(T − sk)σk(sk, xr(ϑ
−
k ))− Kq(T − sk)σ

′
k(sk, xr(ϑ

−
k ))

−
∫ T

sk

(T − s)q−1Pq(T − s) fr(s)ds]||Lp(J , E)

≤ ||W−1|| [||xT ||+ r hM + MTη r

+
M(1 + r)

Γ(2q)

∫ T

sm
(T − s)2q−1 ϕ(s)ds]

≤ κ[||xT ||+ M hr + MTηr +
MT2q−1(1 + r)

Γ(2q)
||ϕ||L1(J ,R+)].
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It follows that:

||yr(ϑ)|| ≤ M (||x0||+ ar + d) + MT||u1||

+
MT2q−1(r + 1)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)].

If ϑ ∈ (ϑj sj], j = 1, 2, . . . , m, then:

||yr(ϑ)|| ≤ ||σj(ϑ, xr(ϑ
−
j ))|| ≤ h r ≤ Mr h

Let ϑ ∈ (sj, ϑj+1]. As in the case ϑ ∈ [0, ϑ1], we get:

||yr(ϑ)||

≤ Mr h + MTηr +
MT2q−1(r + 1)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

(1 + r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)ξ].

Then:

r < ‖yr‖PC(J ,E) ≤ M (||x0||+ ar + d) + MT||x1||

+M hr + MTηr +
MT2q−1(r + 1)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

(1 + r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)].

By dividing both sides by r and taking the limit as r → ∞, we get:

1 < M(a + h + Tη) +
MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)

+
M2κ2

Γ(2q)
ξ[ h + Tη +

T2q−1

Γ(2q)
||ϕ||L1(J ,R+)],

which contradicts (16).

The next theorem gives another controllability result for (1) under a less restrictive
growth assumption.

Theorem 3. Under the assumptions of Theorem 1 after replacing (HF)(ii) by the following condition:
(H)∗∗ there exists ϕ ∈ Lp(J ,R+), p > 1

q , and a nondecreasing function β : [0, ∞) →
(0, ∞), such that for any x ∈ E :

||F(ϑ, x)|| ≤ ϕ(ϑ)β(||x||), for a.e.ϑ ∈ J , (19)

then, the system (1) is controllable on J , provided that there is r > 0, such that:

r < M (||x0||+ ar + d) + MT||x1||

+M hr + MTηr +
MT2q−1β(r)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

β(r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)]. (20)
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Proof. It is sufficient to prove that there is a natural number k0, such that N(Dk0) ⊆ Dk0 .
Assume that there are xr, yr ∈ PC(J , E) with yr ∈ N(xr), ‖xr‖PC(J ,E) ≤ r ,‖yr‖PC(J ,E) > r
and ( fr)r≥1 ∈ S1

F(.,xr(.))
, such that yr satisfies (17) Notice that, by (19):

|| fr(ϑ)|| ≤ ϕ(ϑ)β(r), a.e.ϑ ∈ J .

So, if ϑ ∈ [0, ϑ1], then:

||yr(ϑ)|| ≤ M (||x0||+ ||σ(xr)||) + MT||x1||

+
Mβ(r)
Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1 ϕ(s)ds

+
Mκ

Γ(2q)

∫ ϑ

0
(ϑ− s)2q−1||uxr , fr (s))||ds

≤ M (||x0||+ ar + d) + MT||x1||

+
β(r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ

Γ(2q)
ξ||uxr , fr ||Lp([J ,E).

Notice that:

||uxr , fr ||Lp(J , E)

≤ ||W−1[xT − Cq(T − sm)σm(sm, xr(ϑ
−
m))− Kq(T − sm)σ

′
m(sm, xr(ϑ

−
m))

−
∫ T

sm
(T − s)q−1Pq(T − s) fr(s)ds]||Lp(J , E)

≤ ||W−1|| [||xT ||+ M hr + MTη r

+
Mβ(r)
Γ(2q)

∫ T

sm
(T − s)2q−1 ϕ(s)ds

≤ κ[||xT ||+ M hr + MTηr +
MT2q−1β(r)

Γ(2q)
||ϕ||L1(J ,R+)].

It follows that:

||yr(ϑ)|| ≤ M (||x0||+ ar + d) + MT||u1||

+
MT2q−1β(r)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

β(r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)].

If ϑ ∈ (ϑj sj], j = 1, 2, . . . , m, then:

||yr(ϑ)|| ≤ ||σj(ϑ, xr(ϑ
−
j ))|| ≤ h r ≤ Mr h

Let ϑ ∈ (sj, ϑj+1]. As in the case ϑ ∈ [0, ϑ1], we get:

||yr(ϑ)||

≤ Mr h + MTηr +
MT2q−1(r + 1)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

(1 + r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)].
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Then:

r < ‖yr‖PC(J ,E) ≤ M (||x0||+ ar + d) + MT||x1||

+M hr + MTηr +
MT2q−1β(r)

Γ(2q)
||ϕ||L1(J ,R+)

+
Mκ2

Γ(2q)
ξ[||xT ||+ M hr + MTηr +

β(r)MT2q−1

Γ(2q)
||ϕ||L1(J ,R+)],

which contradicts with (20).

4. Examples

Example 1. Let E = L2(0, π), J = [0, 1], s0 = 0, ϑ1 = 1
4 , s1 = 1

2 ,ϑ2 = T = 1, p = 2,
x0, x1 ∈ E are two fixed elements in E and c1, c1 are two real numbers. For any x : J → E, we
denote to the values of x(ϑ) at (y) by x(ϑ, y); ϑ ∈ J and y ∈ (0, π). Consider the fractional
partial differential equation:

cD
3
2
0,ϑx(ϑ, y) = ∂yyx(ϑ, y) + λ0ϑx(ϑ, y)) + b(y)Z(x(ϑ, y),

a.e. ϑ ∈ (0, 1
4 ] ∪ ( 1

2 , 1], y ∈ [0, π],
x(ϑ, y) = sin(ϑ)x(ϑ−1 , y), ϑ ∈ (ϑ1 s1], y ∈ (0, π),
x(0, y) = x0(y)− c1x(ϑ1, y)− c2x(ϑ2, y), y ∈ (0, π),
∂yx(0, y) = x1(y), y ∈ (0, π),

(21)

where 0 ≤ λ0 ≤ c4 < 1. We define an operator A : D(A) ⊂ E→ E as follows: Az = z′′ with:

D(A) = {z ∈ L2(0, π) : zyy ∈ L2(0, π), z(0) = z(π) = 0}.

Note that the operator A has the representation ([32], p. 1307):

Ax =
∞

∑
m=1
−m2 < x, xm > xm, x ∈ D(A), (22)

where xm(y) =
√

2 sin my, m = 1, 2, ..., is the orthonormal set of eigenfunctions of
A. In addition, A is the infinitesimal generator of a strongly continuous cosine family,
C(ϑ)ϑ∈R, which is given by:

C(ϑ)(x) =
∞

∑
m=1

cos mϑ < x , xm > xm, x ∈ E,

and the associated sine family, S(ϑ)ϑ∈R, is written as:

S(ϑ)(x) =
∞

∑
m=1

sin mϑ

m
< x , xm > xm, x ∈ E.

It is known that ||C(ϑ)|| ≤ e−π2t and ||S(ϑ)|| ≤ e−π2ϑ for t ≥ 0 [32]. Then, ||C(ϑ)|| ≤
M = e−π2

, ϑ ≥ 0. Let σ : PC(J , E)→ E be such that:

σ(x) =
j=2

∑
j=1

cj(x(ϑj)), (23)

where cj, j = 1, 2 are positive real numbers. Notice that:

||σ(x)|| ≤ ||x||
j=2

∑
j=1

cj.
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If xn ⇀ x in PC(J , E), then according to [24] (Lemma 2.5) xn(ϑj) ⇀ x(ϑj) in E, and
hence σ(xn) ⇀ σ(x) in E. This shows that (Hσ) is satisfied with a = c1 + c2.

Furthermore, let σ1 : [ϑ1, s1]× E→ E, defined as follows:

σ1(ϑ, x)(y) = c3(sin ϑ)x(ϑ−1 , y); ϑ ∈ [
1
4

,
1
2
], y ∈ (0, π). (24)

Then, (H) is satisfied with h1 = η1 = c3. So, h = η = c3.
Let F : J × L2(0, π)→ 2L2(0,π) − {φ} :

F(ϑ, ψ) = {z ∈ L2(0, π) : z(y) = λϑψ(y), 0 ≤ λ ≤ c4 < 1, ϑ ∈ J , y ∈ (0, π)}.

This multi-valued function has a non-empty convex weakly compact values and:

||F(ϑ, h)|| = sup{||z|| : z ∈ F(t.h)} ≤ c4ϑ||h||, ϑ ∈ J , h ∈ L2(0, π)

which yields that F satisfies (15) with ϕ(ϑ) = c4ϑ; ϑ ∈ J . Obviously, F verifies condition (i)
and (iii) of(HF).

Assume that Υ : L2[0, 1]→ L2[0, 1] is a bounded linear operator, such that the operator
W : L2(J , L2(J ))→ L2(J ), which is defined by:

W(u) :=
∫ 1

1
2

(1− s)
−1
4 Pq(T − s)Υu(s)ds.

is linear and bounded and has an inverse, such that there is κ > 0 with ||W−1 || ≤ κ
and ||Υ|| ≤ κ. Notice that ξ = (

∫ 1
0 (1− s)ds)

1
2 = 1√

2
and ||ϕ||L1(J ,R+) =

c4
2 . By applying

Theorem 2, problem (1) is controllable if:

e−π2
(c1 + c2 + 2c3) +

e−π2

Γ( 3
2 )

c4

2

+
e−2π2κ2
√

2Γ( 3
2 )

[ 2c3 +
c4

2Γ( 3
2 )

] < 1. (25)

By choosing small enough c1, c2, c3, and c4, we can arrive at (25).

Example 2. Let E A,J = [0, 1] be as in the previous and Z be a convex, weakly compact
subset of E with Sup{ ||z || : z ∈ Z} ≤ λ, for some λ > 0 . Let s0 = 0, sj = 2j

9 , , ϑi

= 2j−1
9 , j = 1, 2, 3, 4, ϑ5 = 1. Consider, F : J × E→ Pck(E) as a multi-valued function defined

by:

F(ϑ, ψ) = {z ∈ E : z(y) =
ye−rϑ

√
||ψ||

λ (1 +
√
||ψ||)

Z}, (26)

where r ∈ (1, ∞) Then, for every ψ ∈ E, ϑ → F(ϑ, x) is strongly measurable, and for any
ϑ ∈ J , F(ϑ, ) is upper semicontinuous from Ew to Ew. Moreover, for any natural number n, one
obtains:

sup
||ψ||≤n

||F(ϑ, ψ)|| ≤ π√
2

e−r √n = ϕn(ϑ); ϑ ∈ J .

It follows that lim inf
n→∞

‖ϕn‖L1(J , R+)

n = 0. So, (HF) is verified.

Let σ : PC(J , E)→ E with:

σ(x) =
j=4

∑
j=1

cix(ϑi), (27)
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where ci are positive real numbers. We have:

||σ(x)|| ≤ ||x||PC(J ,E)

j=4

∑
j=1

ci.

Then, (Hσ) is realized with a =
j=4
∑

j=1
ci . Furthermore, for any j = 1, 2, 3, 4, let σi :

[ϑi, si]× E→ E be such that:

σj(ϑ, x)(y) = ω(sin jϑ)x(y), (28)

where ω > 0 is a real number. Clearly, d
dt (σj(ϑ, x)) = (i cos iϑ)(x). This proves that (H) is

satisfied with hj = ω, ηj = jω, j = 1, 2, 3, 4. That is, h = 4ω and η = 16
9 ω.

Finally, let Υ : E → E, with (Υu(ϑ))(y) = m(ϑ)(u(ϑ)(y)) = m(ϑ)u(ϑ, y); ϑ ∈ J , u ∈
L2(J , E),where m : J → R is continuous. Let κ > 0 with ||W−1 || ≤ κ and ||Υ|| ≤ κ.

Then, by applying Theorem 1, the following non-instantaneous impulsive fractional
differential inclusion:

cD
3
2
0,tx(ϑ, y) ∈ ∂yyx(ϑ, y) + ye−rϑ

√
||x(ϑ)||

λ (1+
√
||x(ϑ)||)

Z + m(t)u(ϑ, y),

a.e. t ∈ ∪j=4
j=0(

2j
9 , 2j+1

9 ], y ∈ (0, π),

x(ϑ, y) = ω(sin jϑ)x(v−j , y), ϑ ∈ ( 2j−1
9 , 2j

9 ], j = 1, 2, 3, 4,

x(0, y) = x0 −
j=4
∑

j=1
cix(ϑi, y), y ∈ (0, π)

x′(0, y) = x1(y), y ∈ (0, π).

(29)

is controllable if:

M(a + h + η) +
Mκ2

Γ(2q)
ξ[M h + MTη] < 1.

That is:

e−π2
(

j=4

∑
j=1

ci + 4ω +
16
9

ω) +
e−2π2κ2
√

2Γ(3)
[ 4ω +

16
9

ω] < 1. (30)

By choosing small enough c1, c2, c3,c4, and ω , we can arrive at (30).

5. Discussion and Conclusions

In recent years, the controllability of different kinds of fractional differential equations
and inclusions have been considered by using various types of approaches. In order to
ensure that the system is controllable, usually, a suitable fixed point is applied to prove the
existence of a fixed point for the solution operator corresponding to the considered system.
In the majority of the existing results concerning the controllability, authors have assumed
that the semi-group generated the system is compact [15] or the non-linear term is Lipschitz
in the second term [10,16,17], or verifies a condition expressed in terms of a measure on non-
compactness [18–21]. Moreover, many authors have studied the controllability of systems
in the absence of impulse effects [15,17,28]. Unlike the works conducted in [10,15,21], this
paper established results concerning the controllability of semilinear differential inclusions
of order α ∈ (1, 2) in the presence of non-instantaneous impulses (problem (1)), without
hypotheses of compactness on the semi-group {C(ϑ) : ϑ ∈ R} or any condition on the
multi-valued function F involving a measure of noncompactness. We applied a fixed point
theorem for weakly sequentially closed graph multivalued operators. Therefore, this work
generalized many recent works, such as in [10,15–21]. Moreover, our technique can be
used to extend the considered problems in [24–26] to the case when the order of the system
is α ∈ (1, 2). We think that studying the controllability of some fractional differential
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equations or inclusions with non-instantaneous impulses by using numerical approach is a
good future research direction, as in [33].

6. Materials and Methods

Our technique is based on fixed point theorems for weakly sequentially closed multi-
valued functions.
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