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Abstract: The shortest path-searching with the minimal weight for multiple destinations is a crucial
need in an indoor applications, especially in supermarkets, warehouses, libraries, etc. However,
when it is used for multiple item searches, its weight becomes higher as it searches only the shortest
path between the single sources to each destination item separately. If the conventional Dijkstra
algorithm is modified to multi-destination mode then the weight is decreased, but the output
path is not considered as the real shortest path among multiple destinations items. Our proposed
algorithm is more efficient for finding the shortest path among multiple destination items with
minimum weight, compared to the single source single destination and modified multi-destinations
of Dijkstra’s algorithm. In this research, our proposed method has been validated by real-world
data as well as by simulated random solutions. Our advancement is more applicable in indoor
environment applications based on multiple items or destinations searching.

Keywords: graph; multi-destination; road network; shortest path; indoor

1. Introduction

In computer science, finding the shortest path in the complex indoor environment is a
fundamental issue [1]. The solution to this issue is to use a bi-directional graph or road
network to find the path with the minimal summation of edge weights among all reachable
paths from start to end nodes [2]. The bi-directional graph considered in this paper is either
directed or undirected, finite, simple, as well as connected [3]. The definition of a single
pair shortest path is a path that contains only one destination. In conventional problems,
the distances among the nodes are ascertained. The goal of the conventional single-source
SPP is to get the minimal cost path from the source node to the destination node. However,
the fuzzy number technique can be utilized instead in precarious environments [4]. The
problem arises when the graph contains more than one destination node [5]. The set of
destination nodes is a subset of all network nodes and it becomes a multi-destination
shortest path problem [6], which has many real-life applications, such as finding the
shortest path among multi-destination items in supermarkets, warehouses, libraries, road
networks [7], robotics industries [8], service compositions [9,10], and multicast routes [11].
The different techniques found in the literature are calculating either a multi-destination or
single-pair shortest path to solve these issues [12]. A* is an ordinary BFS algorithm that
depends on a heuristic function to demonstrate the search towards finding the shortest
path from a source node to a destination node in a grid [13]. As of now, Dijkstra’s is a
renowned path searching algorithm that is mainly used for searching the shortest path from
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a single source to a single destination introduced by Edsger W. Dijkstra in 1956. A typical
single-source single-destination, Dijkstra’s algorithm, is used for single-pair shortest path
problems [14]. It keeps up a set S of unraveled nodes, consisting of those hubs or nodes
whose ultimate shortest path between the starting node verses has ascertained as well as
labels t(i), conserving the upward bound of the smallest pathway distance among vs and
vi [15]. The node vm ∈ V/S with the minimal t(i) is continually chosen by the algorithm,
adding vm to S, as well as updating t(i) as the node vm [16]:

In the first step. Set t(vs) = 0 and t(vj) = wsj.
For other nodes S = {vs}, L = V/S
In the second step.
Chose a hub vm from L, t(vm) = minvj∈Lt

(
vj
)
,

if t(vm) = 1, then stop, else move to third step.
In the third step set.

S = S U{vm}, L = L\{vm}

if L = ø, then stop, else move to forth step.
In the fourth step.
For each vj ∈ L, update

t(vj) = min{t(vj),t(vm) + wmj (1)

Move to first step.
In the above steps, V = {v1, v1, . . . , vn} is the set of nodes, S is the set of the source

nodes, L is a list, and W = wij is the weight matrix. The above steps demonstrate the
shortest path calculation following the steps of Dijkstra’s algorithm and the final output is
expressed in Equation (1).

The Modified Dijkstra’s Multi-Source Multi-Destination (MDMSMD) algorithm is
applied for the multi-destination shortest path problem [17]. For the single-source multi-
destination problem, the conventional Dijkstra’s single-source single-destination (CDSSSD)
algorithm can be used. Although, in this network, the starting point is one node and
destinations are a set of multiple nodes as a source node (s) and multiple destination nodes
(w, x, y, z) as shown in Figure 1. As a result, it is necessary to calculate the shortest path
between s to w, s to x, s to y, and s to z.

Symmetry 2021, 13, x FOR PEER REVIEW 2 of 30 
 

 

renowned path searching algorithm that is mainly used for searching the shortest path 
from a single source to a single destination introduced by Edsger W. Dijkstra in 1956. A 
typical single-source single-destination, Dijkstra’s algorithm, is used for single-pair short-
est path problems [14]. It keeps up a set S of unraveled nodes, consisting of those hubs or 
nodes whose ultimate shortest path between the starting node verses has ascertained as 
well as labels t(i), conserving the upward bound of the smallest pathway distance among 
vs and vi [15]. The node vm ∈ V/S with the minimal t(i) is continually chosen by the algo-
rithm, adding vm to S, as well as updating t(i) as the node vm [16]:  

In the first step. Set t(vs) = 0 and t(vj) = wsj. 
For other nodes S = {vs}, L = V/S 
In the second step. 
Chose a hub vm from L, t(vm) = 𝑚𝑖𝑛 ∈ 𝑡(𝑣 ), 
if t(vm) = 1, then stop, else move to third step. 
In the third step set. 

S = S U{vm}, L = L\{vm} 

if L = ø, then stop, else move to forth step. 
In the fourth step. 
For each vj ∈ L, update 

t(vj) = min{t(vj),t(vm) + wmj (1)

Move to first step. 
In the above steps, V = {v1, v1, …, vn} is the set of nodes, S is the set of the source nodes, 

L is a list, and W = wij is the weight matrix. The above steps demonstrate the shortest path 
calculation following the steps of Dijkstra’s algorithm and the final output is expressed in 
Equation (1). 

The Modified Dijkstra’s Multi-Source Multi-Destination (MDMSMD) algorithm is 
applied for the multi-destination shortest path problem [17]. For the single-source multi-
destination problem, the conventional Dijkstra’s single-source single-destination 
(CDSSSD) algorithm can be used. Although, in this network, the starting point is one node 
and destinations are a set of multiple nodes as a source node (s) and multiple destination 
nodes (w, x, y, z) as shown in Figure 1. As a result, it is necessary to calculate the shortest 
path between s to w, s to x, s to y, and s to z. 

 
Figure 1. Bi-directional road network. 

  

Figure 1. Bi-directional road network.

From the sample road network Figure 1, the steps of CDSSSD in Figure 2 is displayed.
Figure 2a is the first step that calculates the shortest path between s and w from all
accessible paths. Figure 2b is the second step that calculates the shortest path between
s and x. Figure 2c shows the third step that calculates the shortest path between s and y,
Figure 2d also shows the shortest path between x and z. In Figure 2e, all the calculated
shortest paths among s and the destination nodes w, x, y, and z [18]. Here, the possible
number of shortest paths is four. However, the number of paths can be converted to a single
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path from a source to the last destination node of a set of destination nodes by applying
the MDMSMD. For example, a source node is s and the destination nodes are w, x, y, and
z as per Figure 1. Hence, the shortest paths are between s and w, s and x, s and y, and s
and z. The path of MDMSMD is s→ w→ x→ y→ z and has been expressed in Figure 3.
In Figure 3a–e are respectively shown the shortest path between s→ w is 10, w→ x is 9,
x→ y is 11, y→ z is 8 and s→ w→ x→ y→ z is 38. The minimum summation of edge
weights of MDMSMD is less than CDSSSD. The MDMSMD solved the multi-destination
path problem, with some limitations [19]. The MDMSMD calculates the shortest path from
each source to each destination node, the previous destination node is the next source node,
and calculates the shortest path from the next source to the next destination node until
the last destination node. This algorithm can only calculate the shortest path between one
pair at a time [20], it cannot calculate the shortest path between a source node and a set of
destination nodes at the same time.
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The objective of this research is to develop an efficient algorithm for searching the
smallest path between a given source and the multi-destination nodes. The name of this
proposed algorithm is the efficient algorithm for multi-destination shortest path problem
(EAMDSP)—it accentuates the searching area and enhances the algorithm performance.
The new concept is based on considering the outcome of the edge weights of the input graph
on searching speed to acquire the goal. Using this concept, the EAMDSP finds the nearest
destination node among the multiple destination nodes from the source node. After getting
the first nearest destination node, it becomes the next source node and again calculates the
next nearest destination node among the remaining multiple destination nodes until the
last or rest destination node. Finally, the shortest path between a source node and the last
destination node that decreases the summation of weights is achieved, which enhances
the speed of searching for the desired shortest path. The proposed algorithm acquires the
benefits of simplicity as well as the effectiveness of the computations. The outcomes of
this algorithm using a real dataset and the simulated random solution will show that the
proposed algorithm is better than the existing algorithm.

In this article, the following aims are discussed: Section 2, for the multi-destination
shortest path problem, the existing method and solution have been reviewed as well as
discussed. We propose an algorithm for searching the multi-destination shortest path in
indoor environments in Section 3. In Section 4, the performance of the proposed algorithm
is compared to the existing method and the conclusion is in Section 5.
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2. Related Work

Nowadays, many researchers are working on graphical solutions and pathfinding to
resolve crucial application issues [21–27]. Dijkstra’s algorithm is used for finding the solu-
tion to the shortest path problem in multi-destination nodes [28]. The Fibonacci heap [29,30]
has been utilized in the multi-destination Dijkstra’s algorithm and is considered an inno-
vative improvement. Searching the shortest paths by the node combination method is
introduced by Lu et al. [31] by continually integrating with the source node’s contiguous
neighbors. However, multi-destination Dijkstra’s algorithm is faster than their method. A
quicker strategy with a small number of positive integer weights is introduced by Orlin
et al. [32]. Thorup [33,34] invents an effective algorithm to solve the limitation of the Orlin
et al. method which is an integral edge weight in every direction, as well as an undirected
graph. In reality, no method has been utilized as an input of both undirected and directed
graphs [35]. The breadth-first search, as well as the Bellman-Ford algorithm, are proposed
respectively in the literature, while the graph contains all equal edge positive/negative
weights. Searching the shortest path via a topological sequence [16] in linear time is feasible
for a directed graph. An algorithm is introduced by Xu et al. [36] to effectively give a
solution to the issue, particularly for infrequent networks.

In an article by [37], calculating the path as a usual job, so for every application [38,39]
accelerate procedures perform based on the kind of data. A multi-destination feature of
Dijkstra’s algorithm is becoming compatible with recent applications [40,41]. By utilizing
an amended version of multiple destinations, Dijkstra’s algorithm is able to solve the
bi-objective multi-destination shortest path problem in the pathway network which is
introduced by Ticha et al. [7]. Their searching technique at each repetition of a process is to
choose some parts of the path for a non-dominated path to arrive at one of the destination
nodes. In the field of time schedule networks, Jin et al. [42] modified the multi-destination
method for searching for the shortest path. First, they developed a path calculation method,
then added it to the modified algorithm. Mainly, the shortest path calculation depends on
the network constraints on its edges. By considering both node weights and edge weights,
the multi-destination Dijkstra’s method enhancement is proposed by Ananta et al. [43]. For
the software-defined networks, this method transmits data packets to all destination nodes.
The limitations of multi-destination Dijkstra’s algorithm have been discussed in Section
1. This section also discussed the related algorithms, but they have some limitations such
as one is designed only for a directed graph or only works on positive edge weight and
another contains both positive and negative edge weight. The proposed algorithm has
been designed for removing their short-comings and can perform on a bi-directional graph
or road network, as well as finding the shortest path from the starting node to the multiple
destination nodes, as is required in indoor environments.

3. Algorithms

Algorithm 1 (CDSSSD) and Algorithm 2 (MDMSMD) are used as reference algo-
rithms to compare the performance of our proposed Algorithm 3. The steps of CDSSSD,
MDMSMD, and EAMDSP are provided in this section to demonstrate a clear overview.
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3.1. Algorithm: CDSSSD

Algorithm 1 Input: Graph: G (V, E, W), source node: S, set of multiple destination nodes: T
Output: Paths from source to destination nodes

1. Declare: L
2. For (i = 0; I < T.Length; i++)
3. Declare: nodes_path
4. n: = G.GetLength(0);
5. distance: = new int[n];
6. For (int k = 0; k < n; i++)
7. distance[i]: = int.MaxValue;
8. End For
9. distance[S]: = 0;
10. used: = new bool[n];
11. Previous: = new int?[n];
12. While (true)
13. minDistance: = int.MaxValue;
14. minNode: = 0;
15. For (int m = 0; m < n; m++)
16. If (!used[m] && minDistance > distance[m])
17. minDistance: = distance[m];
18. minNode: = m;
19. End If
20. End For
21. If (minDistance == int.MaxValue)
22. break;
23. End If
24. used[minNode]: = true;
25. For (int l = 0; l < n; l++)
26. If (G[minNode, l] > 0)
27. shortestToMinNode: = distance[minNode];
28. distanceToNextNode: = G[minNode, l];
29. totalDistance: = shortestToMinNode + distanceToNextNode;
30. If (totalDistance < distance[l])
31. distance[l]: = totalDistance;
32. previous[l]: = minNode;
33. End If
34. End If
35. End For
36. End While
37. If (distance[T[i]] :== int.MaxValue)
38. return null;
39. End If
40. currentNode: = T[i];
41. While (currentNode ! = null)
42. Add nodes_path->col: = currentNode.Value;
43. currentNode: = previous[currentNode.Value];
44. End While
45. col1: = S;
46. For(j = 0;j < nodes_path.Length;j++)
47. Add L->col: = nodes_path[j]
48. col1: = nodes_path[j];
49. End For
50. End For
51. Return L;
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3.2. Algorithm: MDMSMD

Algorithm 2 Input: Graph: G (V, E, W), source node: S, set of multiple destination nodes: T
Output: A path from source to destination nodes and shortest path among destination nodes

1. Declare: L
2. For (i = 0;I < T.Length;i++)
3. Declare: nodes_path
4. n: = G.GetLength(0);
5. distance: = new int[n];
6. For (int k = 0; k < n; i++)
7. distance[i]: = int.MaxValue;
8. End For
9. distance[S]: = 0;
10. used: = new bool[n];
11. Previous: = new int?[n];
12. While (true)
13. minDistance: = int.MaxValue;
14. minNode: = 0;
15. For (int m = 0; m < n; m++)
16. If (!used[m] && minDistance > distance[m])
17. minDistance: = distance[m];
18. minNode: = m;
19. End If
20. End For
21. If (minDistance == int.MaxValue)
22. break;
23. End If
24. used[minNode]: = true;
25. For (int l = 0; l < n; l++)
26. If (G[minNode, l] > 0)
27. shortestToMinNode: = distance[minNode];
28. distanceToNextNode: = G[minNode, l];
29. totalDistance: = shortestToMinNode + distanceToNextNode;
30. If (totalDistance < distance[l])
31. distance[l]: = totalDistance;
32. previous[l]: = minNode;
33. End If
34. End If
35. End For
36. End While
37. If (distance[T[i]] :== int.MaxValue)
38. return null;
39. End If
40. currentNode: = T[i];
41. While (currentNode ! = null)
42. Add nodes_path->col: = currentNode.Value;
43. currentNode: = previous[currentNode.Value];
44. End While
45. col1: = S;
46. For(j = 0;j < nodes_path.Length;j++)
47. Add L->col: = nodes_path[j]
48. col1: = nodes_path[j];
49. End For
50. S: = T[i];
51. End For
52. Return L;



Symmetry 2021, 13, 421 7 of 29

3.3. The Proposed EAMDSP

In algorithm 3, we consider that G = (V, E, W) is a graph containing N nodes (vertices),
a set of edges, and a set of weights. The vertex set V has n = |V| collection of nodes, E
contains m = |E| and is the collection of edges, as well as W, the collection of weights.

Let We ∈W be the weight of edge e = (u, v) ∈ E as u→ v for some u, v ∈ V.
The objective is to find a collection of shortest paths among vertices s ∈ V as an

assigned origin node to the collection of multi-destination nodes di ∈ D ⊆ V, i ∈ I = {1,
2,..., |D|}. For instance, wpath(s, di)

= ∑
|path(s, di)|
j wej where the path(s, di) is the weight of

path and pdi (i ∈ I) is the shortest path containing the minimal weight of wpath(s, di)
among

all accessible paths from s to di. Here, if there is no path from s to di then δpdi = ∞ else
δpdi = δpath(s,di) = min{wpath(s,di)}. Figure 1 explains the details of this scenario.

The proposed algorithm, EAMDSP, provides the shortest path from source node s ∈ V to
all destination nodes or multi-destination nodes di ∈ T ⊆ V, i ∈ I in the graph G = (V, E, W).

Firstly, find the nearest destination node from the set of destination nodes by cal-
culating the shortest path among all possible paths using Dijkstra’s single source-single
destination algorithm.

Secondly, the nearest destination node from the source node is identified by minimum
visited nodes and a minimum sum of weights between the source and each destination node.

Thirdly, after getting the first nearest destination node, it is considered as the next
source node and starts the calculation of the nearest destination node from the rest of the
destination nodes. This procedure is repeated until the last rest destination node. Getting
the visited nodes from the source to the first nearest node combines the visited nodes, and
goes for the next sources and continues until the last shortest path. The minimum sum
of weights also adds as the above-visited nodes. Finally, the path that is found from the
source to the last destination is the shortest path between the source to multi-destination
nodes with minimum visited nodes and the minimal sum of weights.

For instance, in Figure 1, the source node is s and destination nodes are sequentially
w, x, y, and z. In Figure 4, the steps of EAMDSP have been demonstrated in Figure 1, with
a sample bi-directional road network with weights and nodes. In step (a) of Figure 4, the
sum of weights calculated from s to w is 10, s to x is 9, s to y is 15, and s to z is 12, and are
found after calculating the shortest path among possible accessible paths.
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Figure 4. Graphical representation of EAMDSP.

First, each shortest path is s→ x then x becomes the source node in the next step (b)
of Figure 4. Similarly, the rest (w, y, z) are destination nodes, and again calculation on the
sum of the weights from x to w is 9, x to y is 11, and x to z is 7. Secondly, the shortest path
is x→ z and combined with the minimum visited nodes between x→ z. Furthermore, the
previous minimum visited nodes between s > x are combined with the minimum sum of
weights from s→ x to x→ z.

Now in step (c) of Figure 4, z is the source and w and y are destination nodes. Again,
the calculation is done on the shortest path between z → y and z → w. The minimum
sum of weights between z→ y is eight and z→ w is nine. the shortest path is z→ y and
combined with the minimum visited nodes between z > y. The previous minimum visited
nodes between z > y are combined with the minimum sum of weights from s > x > z to
z > y.
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In step (d) of Figure 4, calculate the shortest path between y to w and get the sum of
the weight values. Finally, the shortest path is s→ x→ z→ y→ w, and the total sum of
weights is 33.

The MDMSMD working has been discussed in Section 1. The EAMDSP calculates
the nearest destination node from the set of destination nodes that is the main difference
from the MDMSMD. In the above example, the MDMSMD path will be s→ w→ x-y-z
and the total sum of weight is 38. The CDSSSD total sum of weights is 46 from the above
example. The number of total visited nodes and the sum of minimum weights of EAMDSP
is less than the MDMSMD and the CDSSSD. As a result, EAMDSP is more efficient than
MDMSMD and CDSSSD.

Algorithm 3. Raised algorithm: EAMDSP

Input: Graph: G (V, E, W), source node: S, set of multiple destination nodes: T
Output: A path from source to destination nodes and shortest path among destination nodes

1. Declare: L1, L2, L3
2. While(T.Length>0)
3. For ( I = 0;I < T.Length;i++)
4. nodes_path: = singleSourceSingleDestinationAlgorithm(G,S,T[i])
5. For(j = 0;j < nodes_path.Length;j++)
6. length_path: = length_path + G[nodes_path [j], nodes_path[j + 1]]
7. Add L2->col1: = nodes_path[j], L2->col2: = T[i]
8. End For
9. Add L1->col1: = T[i], L1->col2: = length_path
10. End For
11. L1 sorting according to length_path
12. e_Dest_Node: = L1->col1
13. For (m = 0; m < L2.Length; m++)
14. IF L2[m]->col2== e_Dest_Node
15. Add L3->col: = L2[m]->col1
16. End IF
17. End For
18. S: = e_Dest_Node
19. Remove the e_Dest_Node value from T
20. L1: = new initialize
21. L2: = new initialize
22. End While
23. Return L3;

In the above algorithm, the variables L1 and L2 are declared as a two-dimensional
array and L3 is a one-dimensional array for data storage. The first “while” loop runs until
the last destination nodes come. The first “for” loop runs until the number of destination
nodes are exhausted. The single-source single-destination algorithm is called to find the
shortest path for visiting nodes among the source nodes to each destination node. The
second “for” loop runs until the total number of shortest paths finding is completed for
visiting nodes. Then the total path length or weight is calculated among the shortest path
of visited nodes. Store each visited node into col1 of L2 and each destination node into
col2 of L2. After that, store each destination node into col1 of L1 and path length or weight
from a source to each destination node into col2 of L1. Sorting L1 according to path length
or weight (smallest to biggest). Top each destination node from L1→ col1 first index (the
smallest distance). Another new “for” loop is started for looping until L2 length or several
destination nodes are covered. IF condition L2 [m]—>col2 == e_Dest_Node, then store
the visiting nodes from a source to a destination in L3. S: = e_Dest_Node, replace current
destination node value to source node value like the previous destination node is the next
source node. Remove each destination node value from D. Then, L1: = new initialize or
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empty and L2: = new initialize or empty. Finally return L3, where L3 contains the source to
all destination visiting nodes with the shortest path.

In Figure 5, phu is the shortest path and p′hu is an alternative path s→ u via hubs i
and j. S is a set (shady zone) of all hubs whose ultimate smallest pathway from the source s
has been ascertained.
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Theorem 1. (Exactness) The ultimate smallest path among destination nodes di ∈ D is constantly
provided by EAMDSP, for example, di.t = δpath (s, sdi), i ∈ I. The penultimate set Ti contains
several nodes, which are linked to the destination node di.

Proof. For each u ∈ V and t ∈ T assuming the algorithm found the label u.t, as well as the
smallest path’s weight, is δpath(s,u) for s→ u. It aims to prove u.t = δpath(s,u) where each
vertex u returned at the end of the EAMDSP. �

Initial case, s.t = δpath(s,s) = 0, when S = {s} for every v ∈ S which considers v.t shows
the real smallest path’s weight among s and v,

v.t = δpath(s,v) (2)

In this algorithm, −1 is used for u as a subsequent vertex to set S via path phu,
therefore, u.t = δphu. It will prove this path to be the minimum distance,

u.t = δpath(s,u) (3)

Assume the minimum distance s→ u is the alternate path p′hu instead of the path
phu. The cost of the path phu is more than the cost of the path p′hu

phu > p′hu = u.t (4)

Equation (4) is explained in Figure 2, the path p′hu, begins in S as well as at a few
points omits S to arrive at the node u that is as of now not in S. Assume (m, n) is the 1st edge
toward p′hu that departs from S. Evidently, wpath(s,m) + wpath(m,n) < δp′hu . While m ∈ S, m.t
is the cost of the minimum distance s→ m path by the inductive hypothesis, m.t = δpath(s,m)

≤ wpath(s,m), which implies m.t + w(m,n) ≤ δp′hu . The algorithm must update n.t while n is
adjacent to m, which means n.t ≤ m.t + w(m,n). The u must have the shortest value due to
the algorithm picked u, in other words, u.t ≤ n.t. To sum up these disparities, we present
the outcomes in Section 4.

4. Results and Discussion

In this section, the detailed simulation results of EAMDSP, CDSSSD, and MDMSMD
will be presented. To evaluate the proposed EAMDSP simulation performance CDSSSD
and MDMSMD simulation results on the same layout were used. The performance was
evaluated concerning the number of nodes visited and the weight or cost. Two different
scenarios, one was the car spare parts shop and another was the supermarket used for
getting the comprehensive results. In the car spare parts shop scenario, the simulations were
run in six unique phases as in four, six, eight, ten, twelve, and fifteen items searching layout.
Three shortest path algorithms named CDSSSD, MDMSMD, and EAMDSP were used on
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both scenarios in different phases for getting a different result. The results comparisons are
showed in the layout simulation, the summary table, and the graph.

Figure 6 shows the layout of a spare parts shop containing shelves (nodes) and road
networks. The road network also consists of nodes. Every node has a unique number with
longitude and latitude. The road network’s one node is connected to the neighbor node
with edge and weight value. The product/item is placed on the shelve node. The shelf
node is connected to the road network’s node with an edge and the edge has a weight
value. When searching for a product, the product’s shelf node number is considered to be
the destination node. The shortest path was calculated between the source point (starting
point) and the destination node, using the minimum the total nodes visited and their
minimum weight or cost.
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Table 1 represents the input which is the randomly selected four items. These input
items were used for the same simulation layout of three algorithms such as CDSSSD,
MDMSMD, and proposed EAMDSP.

Table 1. Selected four items and categories (input).

Item Category

Antenna cable Audio/video devices
Bumper Body components, including trim

Adjusting mechanism Braking system
Bucket seat Car seat

Figure 7a–c are car spare parts shop simulation result of EAMDSP, CDSSSD and
MDMSMD respectively, which show the shortest path among four items. Table 2 shows
the output summary data for the four-item search. EAMDSP for the shortest path between
the above four items visited 93 nodes and had a total weight of 95. However, using
CDSSSD and MDMSMD for the same items, the visited nodes were 124 and 120 and the
total cost was 136 and 125, respectively. Therefore, the proposed EAMDSP is efficient for
visited nodes and total weight. Finally, total visited nodes or total cost can be expressed
as EAMDSP < MDMSMD < CDSSSD. The detailed data for the four items are shown in
Appendix A.
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Figure 7. Simulation on a car spare parts shop scenario using EAMDSP, CDSSSD, and MDMSMD for a four-item search
(output scenario).

Table 2. Summary data of EAMDSP, CDSSSD, and MDMSMD for a four-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 93 95
2 CDSSSD 124 136
3 MDMSMD 120 125

Table 3 represents the input value, which is six items randomly selected. These input
items were used on the same simulation layout as the three algorithms CDSSSD, MDMSMD,
and EAMDSP.

Table 3. (Input) Selecting six items and category.

Item Category

Antenna assembly Audio/video devices
ABS steel pin Braking system

Back seat Car seat
Door switch Electrical switches

Distributor cap Engine components and parts
Oil gasket Engine oil systems

Figure 8a–c are car spare parts shop simulation result of EAMDSP, CDSSSD and
MDMSMD, respectively which show the shortest path among six items. Table 4 shows the
output summary data for the six-item search. EAMDSP for the shortest path between the
six items visited 129 nodes and the total weight was 131. However, when using CDSSSD
and MDMSMD for the same items, the visited nodes were 220 and 175 and the total cost was
242 and 179, respectively. Therefore, EAMDSP is efficient in terms of visited nodes and total
weight. Finally, total visited nodes, or total cost can be expressed as EAMDSP < MDMSMD
< CDSSSD.
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Table 4. Summary data of EAMDSP, CDSSSD, and MDMSMD for a six-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 129 131
2 CDSSSD 220 242
3 MDMSMD 175 179

Table 5 represents the input values of the eight items. These input items were used for
the same simulation layout using three algorithms CDSSSD, MDMSMD, and EAMDSP.

Table 5. (Input) Selecting eight items and category.

Item Category

Radio and media player Audio/video devices
Cowl screen Body components, including trim

Adjusting mechanism (adjuster star wheel) Braking system
Dashcam Cameras

Bench seat Car seat
Central locking Doors

Fan ditch Electrical switches
Engine compartment harness Wiring harnesses

Figure 9a–c are car spare parts shop simulation result of respectively EAMDSP,
CDSSSD and MDMSMD which show the shortest path among eight items. Table 6 shows
the output summary data for the eight items searched. When using EAMDSP for the
shortest path between the above eight items, 119 nodes were visited, and the total weight or
cost was 121. However, when using CDSSSD and MDMSMD for the same items, the visited
nodes were 271 and 227 and the total cost was 297 and 239, respectively. So, EAMDSP is
efficient for visited nodes and the total weight or cost. Finally, total visited nodes, or total
cost can be expressed as EAMDSP < MDMSMD < CDSSSD.
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Table 6. Summary data of EAMDSP, CDSSSD, and MDMSMD for an eight-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 119 121
2 CDSSSD 271 297
3 MDMSMD 227 239

Table 7 represents the input value of ten items. These input items were used for the
same simulation layout of three algorithms CDSSSD, MDMSMD, and EAMDSP.
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Table 7. (Input) Selecting ten items and category.

Item Category

Radiator core support Body components
Brake pad Braking system
Fan ditch Electrical switches

Camshaft follower Engine components and parts
PCV valve Engine components and parts

Oil suction filter Engine oil systems
Battery box Low voltage electrical supply system

Alarm and siren Miscellaneous
Wiring connector Miscellaneous

Glowplug Starting system

Figure 10a–c are car spare parts shop simulation result of EAMDSP, CDSSSD and
MDMSMD respectively, which show the shortest path among ten items. Table 8 shows
the output summary data for the ten-item search. When using EAMDSP for the shortest
path between the above 10 items, 164 nodes were visited and the total weight or cost was
170. However, when using CDSSSD and MDMSMD for the same items, the visited nodes
were 377 and 227, and the total cost was 414 and 236, respectively. Therefore, EAMDSP is
efficient for visited nodes and total weight or cost. Finally, total visited nodes, or total cost
can be expressed as EAMDSP < MDMSMD < CDSSSD.
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Table 8. Summary data of EAMDSP, CDSSSD, and MDMSMD for a ten-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 164 170
2 CDSSSD 377 414
3 MDMSMD 227 236

Table 9 represents the input value of twelve items. These input items were used for
the same simulation layout of three algorithms CDSSSD, MDMSMD, and EAMDSP.

Figure 11a–c are car spare parts shop simulation result of EAMDSP, CDSSSD and
MDMSMD respectively, which show the shortest path among twelve items. Table 10 shows
the output summary data for the twelve items searched. When using EAMDSP for the
shortest path between the above twelve items, 213 nodes were visited and the total weight
or cost was 220. However, when using CDSSSD and MDMSMD for the same items, the
visited nodes were 378 and 315 and the total cost was 408 and 327, respectively. Therefore,
EAMDSP is efficient for visited nodes and total weight or cost. Finally, total visited nodes,
or total cost can be expressed as EAMDSP < MDMSMD < CDSSSD.
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Table 9. (Input) Selecting twelve items and category.

Item Category

Tuner Audio/video devices
Fascia rear and support Body components

Brake backing plate Braking system
Front seat Car seat

Front Right Outer door handle Doors
Ignition switch Electrical switches

Fuel gauge Gauges and meters
Ignition magneto Ignition system

Side lighting Lighting and signaling system
Coolant temperature sensor Sensors

Sunroof glass Windows
Air conditioning harness Wiring harnessesSymmetry 2021, 13, x FOR PEER REVIEW 15 of 30 
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Table 10. Summary data of EAMDSP, CDSSSD, and MDMSMD for a twelve-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 213 220
2 CDSSSD 378 408
3 MDMSMD 315 327

Table 11 represents the input values of the selected fifteen items. These input items were
used for the same simulation layout of three algorithms CDSSSD, MDMSMD, and EAMDSP.

Table 11. (Input) Selecting fifteen items and categories.

Item Category

Front fascia and header panel Body components
Brake disc Braking system

Brake booster hose Braking system
Backup camera Cameras

Headrest Car seat
Rear left side outer door handle Doors

Switch cover Electrical switches
Odometer Gauges and meters
Distributor Ignition system

Engine bay lighting Lighting and signaling system
Shift improver Miscellaneous
Knock sensor Sensors
Starter drive Starting system

Front left side door glass Windows
Floor harness Wiring harnesses
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Figure 12a–c are car spare parts shop simulation result of EAMDSP, CDSSSD and
MDMSMD respectively, which show the shortest path among fifteen items. Table 12 shows
the output summary data for the fifteen-item search. When using EAMDSP for the shortest
path among the above fifteen items, 225 nodes were visited and the total weight or cost
was 233. However, when using CDSSSD and MDMSMD for the same items, the visited
nodes were 487 and 393 and the total cost was 525 and 409, respectively. Therefore, our
proposed shortest path algorithm EAMDSP is efficient for visited nodes and total weight
or cost. Finally, total visited nodes, or total cost can be expressed as EAMDSP < MDMSMD
< CDSSSD.
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Figure 12. Simulation on a car spare parts shop scenario using EAMDSP, CDSSSD, and MDMSMD for a fifteen-item search
(output scenario).

Table 12. Summary data of EAMDSP, CDSSSD, and MDMSMD for a fifteen-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 225 233
2 CDSSSD 487 525
3 MDMSMD 393 409

Figure 13 shows the cost-wise comparison among EAMDSP, CDSSSD and MDMSMD
as per Table 13.
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Table 13. Total cost-wise comparison among EAMDSP, CDSSSD, and MDMSMD.

SL No. Algorithm
Name Items (4) Items (6) Items (8) Items

(10)
Items
(12)

Items
(15)

1 EAMDSP 95 131 121 170 220 233
2 CDSSSD 136 242 297 414 408 525
3 MDMSMD 125 179 239 236 327 409

Figure 14 shows the visited-wise comparison among EAMDSP, CDSSSD and MDMSMD
as per Table 14.
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Figure 14. Visited nodes-wise comparison between EAMDSP, CDSSSD, and MDMSMD.

Table 14. Total visited node-wise comparison among EAMDSP, CDSSSD, and MDMSMD.

SL No. Algorithm
Name Items (4) Items (6) Items (8) Items

(10)
Items
(12)

Items
(15)

1 EAMDSP 93 129 119 164 213 225
2 CDSSSD 124 220 271 377 378 487
3 MDMSMD 120 175 227 227 315 393

In Figure 15, we present another scenario similar to a supermarket simulation scenario,
the simulations were run in three unique phases as a five, eight, and eleven-item searching
layout. Three shortest path algorithms CDSSSD, MDMSMD, and our proposed EAMDSP
were used in this scenario’s different phases for getting the different results and comparing
results shown in the layout simulation. Summary data is presented in tables and graphs.
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Figure 15. Drawing layout in the supermarket with nodes.

Table 15 represents the input value, which was randomly selected for five items.
These input items were used for the same simulation layout of three algorithms CDSSSD,
MDMSMD, and EAMDSP.

Table 15. (Input) Selecting five items and categories.

Item Category

Coffee Beverages
Dinner rolls Bread/Bakery
Vegetables Canned/Jarred goods

Laundry detergent Cleaners
Yogurt Dairy

Figure 16a–c are supermarket simulation result of respectively EAMDSP, CDSSSD
and MDMSMD which show the shortest path among five items. Table 16 shows the output
summary data for the five-item search. When using EAMDSP for the shortest path between
the above the five items, 45 nodes were visited and the total weight was 54. However,
when using CDSSSD and MDMSMD for the same items, the visited nodes were 60 and
52 and the total cost was 84 and 69, respectively. Therefore, our proposed shortest path
algorithm EAMDSP is efficient for visited nodes and total cost. Finally, total visited nodes,
or total cost can be expressed as EAMDSP < MDMSMD < CDSSSD.
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Table 16. The output summary data of EAMDSP, CDSSSD, and MDMSMD for a five-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 45 54
2 CDSSSD 60 84
3 MDMSMD 52 69

Table 17 represents the input values of the selected eight items. These input items were
used for the same simulation layout of three algorithms CDSSSD, MDMSMD, and EAMDSP.

Table 17. (Input) Selecting eight items and categories.

Item Category

Soda Beverages
Sandwich loaves Bread/Bakery

Vegetables Canned/Jarred goods
Dishwashing liquid Cleaners

Eggs Dairy
Mixes Dry/Baking goods

Vegetables Frozen foods
Pork Meat

Figure 17a–c are supermarket simulation result of respectively EAMDSP, CDSSSD
and MDMSMD which show the shortest path among eight items. Table 18 shows the
output summary data for the eight-item search. When using EAMDSP for the shortest
path between the above eight items, 58 nodes were visited and the total weight was 67.
However, when using CDSSSD and MDMSMD for the same items, visited nodes were 104
and 72 and the total cost was 150 and 95, respectively. Therefore, EAMDSP is efficient for
visited nodes and total weight. Finally, total visited nodes, or total cost can be expressed as
EAMDSP < MDMSMD < CDSSSD.
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Figure 17. Simulation on supermarket scenario using EAMDSP, CDSSSD, and MDMSMD for an eight-item search
(output scenario).

Table 18. The output summary data of EAMDSP, CDSSSD, and MDMSMD for an eight-item search.

SL No. Algorithm Name Total Visited Nodes Total Cost

1 EAMDSP 58 67
2 CDSSSD 104 150
3 MDMSMD 72 95

Table 19 represents the input values of the selected eleven items. These input items were
used for the same simulation layout of three algorithms CDSSSD, MDMSMD, and EAMDSP.
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Table 19. (Input) Selecting eleven items and categories.

Item Category

Juice Beverages
Dinner rolls Bread/Bakery

Spaghetti sauce Canned/Jarred goods
Dishwashing detergent Cleaners

Cheeses Dairy
Flour Dry/Baking goods

Individual meals Frozen foods
Lunch meat Meat

Batteries Others
Paper towels Paper goods

Shampoo Personal cares

Figure 18a–c are supermarket simulation result of respectively EAMDSP, CDSSSD
and MDMSMD which show the shortest path among eleven items. Table 20 shows the
output summary data for an eleven-item search. When using EAMDSP for the shortest
path between the above eleven items, 78 nodes were visited and the total weight was 88.
However, when using CDSSSD and MDMSMD for the same items the visited nodes were
124 and 101 and the total cost was 165 and 132 respectively. Therefore, EAMDSP is efficient
for visited nodes and total weight. Finally, total visited nodes, or total cost can be expressed
as EAMDSP < MDMSMD < CDSSSD.
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Figure 18. Simulation on supermarket scenario using EAMDSP, CDSSSD, and MDMSMD for an eleven-item search
(output scenario).

Table 20. Summary data of EAMDSP, CDSSSD, and MDMSMD for eleven items search.

SL No. Algorithm Name Total Nodes Total Cost

1 EAMDSP 78 88
2 CDSSSD 124 165
3 MDMSMD 101 132

Figure 19 shows the cost-wise comparison among EAMDSP, CDSSSD and MDMSMD
as per Table 21.

Table 21. Total cost-wise comparison between EAMDSP, CDSSSD, and MDMSMD.

SL No. Algorithm Name Items (5) Items (8) Items (11)

1 EAMDSP 54 67 88
2 CDSSSD 84 150 165
3 MDMSMD 69 95 132
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Figure 19. Cost-wise comparison between EAMDSP, CDSSSD, and MDMSMD.

Figure 20 shows the visited-wise comparison among EAMDSP, CDSSSD and MDMSMD
as per Table 22.
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Figure 20. Visited node-wise comparison between EAMDSP, CDSSSD, and MDMSMD.

Table 22. Total visited node-wise comparison between EAMDSP, CDSSSD, and MDMSMD.

SL No. Algorithm Name Items (5) Items (8) Items (11)

1 EAMDSP 45 58 88
2 CDSSSD 60 104 124
3 MDMSMD 52 78 101
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Finally, based on Figures 13, 14, 19 and 20, and Tables 13, 14, 21 and 22 it is reported
that the proposed EAMDSP demonstrates the outstanding performance on cost and number
of visited nodes compared to CDSSSD and MDMSMD.

5. Conclusions

The proposed EAMDSP algorithm was developed and implemented in indoor ap-
plications and found to be more efficient for a multi-destination search. It can be used
on any type of road network with multi-destinations for shortest path searching. In this
paper, we evaluated the EAMDSP by comparing it with CDSSSD and MDMSMD using
two different simulations of several items of searching. For a search with a large number of
products, EAMDSP demonstrated an outstanding performance compared to CDSSSD and
MDMSMD, based on the total visited nodes and weights. The output of these simulations
based on visited nodes and the minimum sum of weights is presented in tables and graphs.
This research can be a useful guide for indoor shortest-path researchers. In future work,
we might extend the application of EAMDSP from an indoor to an outdoor environment.
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Appendix A. Result Detail Data Tables

Table A1. Simulation detail data for car spare parts scenario using EAMDSP for four items search.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

1 342 102.27257 2.2528471 342 384 0 1st source
2 208 102.27257 2.252859 342 384 2
3 209 102.27257 2.2528595 342 384 1
4 210 102.27257 2.2528599 342 384 1
5 211 102.27256 2.2528603 342 384 1
6 212 102.27256 2.2528607 342 384 1
7 213 102.27256 2.2528615 342 384 1
8 214 102.27256 2.2528757 342 384 2
9 215 102.27256 2.2528774 342 384 1
10 232 102.27256 2.2528798 342 384 1

11 384 102.27256 2.2528801 342 384 1 Bumper 1st
destination

12 232 102.27256 2.2528798 384 472 1
13 233 102.27256 2.2528833 384 472 1
14 234 102.27256 2.2528868 384 472 1
15 235 102.27256 2.2528903 384 472 1



Symmetry 2021, 13, 421 22 of 29

Table A1. Cont.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

16 236 102.27256 2.2528911 384 472 1
17 253 102.27256 2.2528938 384 472 1
18 254 102.27256 2.2528971 384 472 1
19 255 102.27256 2.2529008 384 472 1
20 256 102.27256 2.2529042 384 472 1
21 257 102.27256 2.2529051 384 472 1
22 274 102.27256 2.2529077 384 472 1
23 275 102.27256 2.2529111 384 472 1
24 276 102.27256 2.2529148 384 472 1
25 277 102.27257 2.2529182 384 472 1
26 278 102.27257 2.2529192 384 472 1
27 295 102.27257 2.2529217 384 472 1
28 296 102.27257 2.2529252 384 472 1
29 297 102.27257 2.2529287 384 472 1
30 298 102.27257 2.2529323 384 472 1
31 299 102.27257 2.2529332 384 472 1
32 300 102.27257 2.2529328 384 472 1
33 301 102.27258 2.2529326 384 472 1

34 472 102.27258 2.252928 384 472 1 Antenna
cable

2nd
destination

35 301 102.27258 2.2529326 472 683 1
36 302 102.27258 2.2529323 472 683 1
37 303 102.27258 2.252932 472 683 1
38 304 102.27259 2.2529318 472 683 1
39 305 102.27259 2.2529315 472 683 1
40 306 102.27259 2.2529314 472 683 1
41 307 102.2726 2.2529311 472 683 1
42 308 102.2726 2.2529308 472 683 1
43 309 102.2726 2.2529306 472 683 1
44 310 102.2726 2.2529303 472 683 1
45 311 102.27261 2.2529301 472 683 1
46 312 102.27261 2.2529298 472 683 1
47 313 102.27261 2.2529295 472 683 1
48 314 102.27262 2.2529293 472 683 1
49 315 102.27262 2.2529291 472 683 1
50 186 102.27262 2.2529285 472 683 1
51 185 102.27262 2.252931 472 683 1
52 184 102.27263 2.2529348 472 683 1
53 183 102.27263 2.2529386 472 683 1
54 182 102.27263 2.2529423 472 683 1
55 181 102.27263 2.2529435 472 683 1
56 180 102.27263 2.252946 472 683 1
57 179 102.27263 2.2529495 472 683 1
58 178 102.27263 2.2529534 472 683 1
59 22 102.27263 2.2529585 472 683 1
60 23 102.27265 2.2529578 472 683 1
61 24 102.27266 2.2529569 472 683 2
62 25 102.27266 2.2529567 472 683 1
63 26 102.27267 2.2529567 472 683 1
64 27 102.27267 2.2529564 472 683 1
65 28 102.27267 2.2529563 472 683 1
66 29 102.27268 2.2529562 472 683 1
67 30 102.27268 2.2529559 472 683 1
68 31 102.27268 2.2529558 472 683 1
69 32 102.27269 2.2529557 472 683 1
70 33 102.27269 2.2529554 472 683 1

71 683 102.27269 2.2529501 472 683 1 Bucket seat 3rd
destination
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Table A1. Cont.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

72 33 102.27269 2.2529554 683 713 1
73 32 102.27269 2.2529557 683 713 1
74 31 102.27268 2.2529558 683 713 1
75 30 102.27268 2.2529559 683 713 1
76 29 102.27268 2.2529562 683 713 1
77 28 102.27267 2.2529563 683 713 1
78 27 102.27267 2.2529564 683 713 1
79 26 102.27267 2.2529567 683 713 1
80 25 102.27266 2.2529567 683 713 1
81 24 102.27266 2.2529569 683 713 1
82 164 102.27266 2.2529515 683 713 1
83 163 102.27266 2.2529477 683 713 1
84 162 102.27266 2.252944 683 713 1
85 145 102.27266 2.2529414 683 713 1
86 146 102.27266 2.2529411 683 713 1
87 147 102.27267 2.2529409 683 713 1
88 148 102.27267 2.2529407 683 713 1
89 149 102.27267 2.2529405 683 713 1
90 150 102.27267 2.2529404 683 713 1
91 151 102.27268 2.2529402 683 713 1
92 152 102.27268 2.25294 683 713 1

93 713 102.27268 2.2529351 683 713 1

Adjusting
mechanism

(adjuster
star wheel)

4th
destination

Total visited nodes = 93, total cost = 95.

Table A2. Simulation detail data for car spare parts Scenario using CDSSSD for four items search.

SL No. Visited
Node Longitude Latitude Source Node Destination

Node Weight Item Name

1 342 102.27257 2.2528471 342 472 0
2 208 102.27257 2.252859 342 472 2
3 209 102.27257 2.2528595 342 472 1
4 210 102.27257 2.2528599 342 472 1
5 211 102.27256 2.2528603 342 472 1
6 212 102.27256 2.2528607 342 472 1
7 213 102.27256 2.2528615 342 472 1
8 214 102.27256 2.2528757 342 472 2
9 215 102.27256 2.2528774 342 472 1
10 232 102.27256 2.2528798 342 472 1
11 233 102.27256 2.2528833 342 472 1
12 234 102.27256 2.2528868 342 472 1
13 235 102.27256 2.2528903 342 472 1
14 236 102.27256 2.2528911 342 472 1
15 253 102.27256 2.2528938 342 472 1
16 254 102.27256 2.2528971 342 472 1
17 255 102.27256 2.2529008 342 472 1
18 256 102.27256 2.2529042 342 472 1
19 257 102.27256 2.2529051 342 472 1
20 274 102.27256 2.2529077 342 472 1
21 275 102.27256 2.2529111 342 472 1
22 276 102.27256 2.2529148 342 472 1
23 277 102.27257 2.2529182 342 472 1
24 278 102.27257 2.2529192 342 472 1
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Table A2. Cont.

SL No. Visited
Node Longitude Latitude Source Node Destination

Node Weight Item Name

25 295 102.27257 2.2529217 342 472 1
26 296 102.27257 2.2529252 342 472 1
27 297 102.27257 2.2529287 342 472 1
28 298 102.27257 2.2529323 342 472 1
29 299 102.27257 2.2529332 342 472 1
30 300 102.27257 2.2529328 342 472 1
31 301 102.27258 2.2529326 342 472 1

32 472 102.27258 2.252928 342 472 1 Antenna
cable

33 342 102.27257 2.2528471 342 384 0
34 208 102.27257 2.252859 342 384 2
35 209 102.27257 2.2528595 342 384 1
36 210 102.27257 2.2528599 342 384 1
37 211 102.27256 2.2528603 342 384 1
38 212 102.27256 2.2528607 342 384 1
39 213 102.27256 2.2528615 342 384 1
40 214 102.27256 2.2528757 342 384 2
41 215 102.27256 2.2528774 342 384 1
42 232 102.27256 2.2528798 342 384 1
43 384 102.27256 2.2528801 342 384 1 Bumper
44 342 102.27257 2.2528471 342 713 0
45 208 102.27257 2.252859 342 713 2
46 207 102.27258 2.2528588 342 713 1
47 206 102.27258 2.2528583 342 713 1
48 205 102.27258 2.252858 342 713 1
49 204 102.27259 2.2528575 342 713 1
50 203 102.27259 2.2528572 342 713 1
51 202 102.27259 2.2528567 342 713 1
52 201 102.27259 2.2528565 342 713 1
53 200 102.2726 2.252856 342 713 1
54 199 102.2726 2.2528555 342 713 1
55 198 102.2726 2.2528553 342 713 1
56 197 102.27261 2.2528548 342 713 1
57 196 102.27261 2.2528543 342 713 1
58 195 102.27261 2.2528706 342 713 2
59 194 102.27262 2.2528847 342 713 2
60 193 102.27262 2.2528996 342 713 2
61 192 102.27262 2.2529086 342 713 1
62 166 102.27264 2.2529071 342 713 2
63 165 102.27265 2.2529057 342 713 2
64 119 102.27265 2.2529111 342 713 1
65 120 102.27265 2.2529138 342 713 1
66 121 102.27265 2.2529178 342 713 1
67 122 102.27265 2.2529216 342 713 1
68 123 102.27266 2.2529251 342 713 1
69 124 102.27266 2.2529265 342 713 1
70 141 102.27266 2.2529289 342 713 1
71 142 102.27266 2.2529325 342 713 1
72 143 102.27266 2.2529367 342 713 1
73 144 102.27266 2.25294 342 713 1
74 145 102.27266 2.2529414 342 713 1
75 146 102.27266 2.2529411 342 713 1
76 147 102.27267 2.2529409 342 713 1
77 148 102.27267 2.2529407 342 713 1
78 149 102.27267 2.2529405 342 713 1
79 150 102.27267 2.2529404 342 713 1
80 151 102.27268 2.2529402 342 713 1
81 152 102.27268 2.25294 342 713 1
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Table A2. Cont.

SL No. Visited
Node Longitude Latitude Source Node Destination

Node Weight Item Name

82 713 102.27268 2.2529351 342 713 1

Adjusting
mechanism

(adjuster star
wheel)

83 342 102.27257 2.2528471 342 683 0
84 208 102.27257 2.252859 342 683 2
85 207 102.27258 2.2528588 342 683 1
86 206 102.27258 2.2528583 342 683 1
87 205 102.27258 2.252858 342 683 1
88 204 102.27259 2.2528575 342 683 1
89 203 102.27259 2.2528572 342 683 1
90 202 102.27259 2.2528567 342 683 1
91 201 102.27259 2.2528565 342 683 1
92 200 102.2726 2.252856 342 683 1
93 199 102.2726 2.2528555 342 683 1
94 198 102.2726 2.2528553 342 683 1
95 197 102.27261 2.2528548 342 683 1
96 196 102.27261 2.2528543 342 683 1
97 195 102.27261 2.2528706 342 683 2
98 194 102.27262 2.2528847 342 683 2
99 193 102.27262 2.2528996 342 683 2

100 192 102.27262 2.2529086 342 683 1
101 166 102.27264 2.2529071 342 683 2
102 167 102.27264 2.2529153 342 683 1
103 168 102.27264 2.252919 342 683 1
104 169 102.27264 2.2529226 342 683 1
105 170 102.27264 2.2529264 342 683 1
106 171 102.27264 2.2529298 342 683 1
107 172 102.27264 2.2529338 342 683 1
108 173 102.27264 2.2529376 342 683 1
109 174 102.27264 2.2529413 342 683 1
110 175 102.27264 2.2529451 342 683 1
111 176 102.27264 2.2529486 342 683 1
112 177 102.27264 2.2529524 342 683 1
113 23 102.27265 2.2529578 342 683 1
114 24 102.27266 2.2529569 342 683 2
115 25 102.27266 2.2529567 342 683 1
116 26 102.27267 2.2529567 342 683 1
117 27 102.27267 2.2529564 342 683 1
118 28 102.27267 2.2529563 342 683 1
119 29 102.27268 2.2529562 342 683 1
120 30 102.27268 2.2529559 342 683 1
121 31 102.27268 2.2529558 342 683 1
122 32 102.27269 2.2529557 342 683 1
123 33 102.27269 2.2529554 342 683 1
124 683 102.27269 2.2529501 342 683 1 Bucket seat

Total visited nodes = 124, total cost = 136.

Table A3. Simulation detail data for car spare parts scenario using MDMSMD for four items search.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

1 342 102.27257 2.2528471 342 472 0 1st source
2 208 102.27257 2.252859 342 472 2
3 209 102.27257 2.2528595 342 472 1
4 210 102.27257 2.2528599 342 472 1
5 211 102.27256 2.2528603 342 472 1
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Table A3. Cont.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

6 212 102.27256 2.2528607 342 472 1
7 213 102.27256 2.2528615 342 472 1
8 214 102.27256 2.2528757 342 472 2
9 215 102.27256 2.2528774 342 472 1
10 232 102.27256 2.2528798 342 472 1
11 233 102.27256 2.2528833 342 472 1
12 234 102.27256 2.2528868 342 472 1
13 235 102.27256 2.2528903 342 472 1
14 236 102.27256 2.2528911 342 472 1
15 253 102.27256 2.2528938 342 472 1
16 254 102.27256 2.2528971 342 472 1
17 255 102.27256 2.2529008 342 472 1
18 256 102.27256 2.2529042 342 472 1
19 257 102.27256 2.2529051 342 472 1
20 274 102.27256 2.2529077 342 472 1
21 275 102.27256 2.2529111 342 472 1
22 276 102.27256 2.2529148 342 472 1
23 277 102.27257 2.2529182 342 472 1
24 278 102.27257 2.2529192 342 472 1
25 295 102.27257 2.2529217 342 472 1
26 296 102.27257 2.2529252 342 472 1
27 297 102.27257 2.2529287 342 472 1
28 298 102.27257 2.2529323 342 472 1
29 299 102.27257 2.2529332 342 472 1
30 300 102.27257 2.2529328 342 472 1
31 301 102.27258 2.2529326 342 472 1

32 472 102.27258 2.252928 342 472 1 Antenna
cable

1st
destination

33 301 102.27258 2.2529326 472 384 1
34 300 102.27257 2.2529328 472 384 1
35 299 102.27257 2.2529332 472 384 1
36 298 102.27257 2.2529323 472 384 1
37 297 102.27257 2.2529287 472 384 1
38 296 102.27257 2.2529252 472 384 1
39 295 102.27257 2.2529217 472 384 1
40 278 102.27257 2.2529192 472 384 1
41 277 102.27257 2.2529182 472 384 1
42 276 102.27256 2.2529148 472 384 1
43 275 102.27256 2.2529111 472 384 1
44 274 102.27256 2.2529077 472 384 1
45 257 102.27256 2.2529051 472 384 1
46 256 102.27256 2.2529042 472 384 1
47 255 102.27256 2.2529008 472 384 1
48 254 102.27256 2.2528971 472 384 1
49 253 102.27256 2.2528938 472 384 1
50 236 102.27256 2.2528911 472 384 1
51 235 102.27256 2.2528903 472 384 1
52 234 102.27256 2.2528868 472 384 1
53 233 102.27256 2.2528833 472 384 1
54 232 102.27256 2.2528798 472 384 1

55 384 102.27256 2.2528801 472 384 1 Bumper 2nd
destination

56 232 102.27256 2.2528798 384 713 1
57 215 102.27256 2.2528774 384 713 1
58 216 102.27256 2.2528767 384 713 1
59 217 102.27257 2.2528764 384 713 1
60 218 102.27257 2.2528761 384 713 1
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Table A3. Cont.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

61 219 102.27257 2.2528755 384 713 1
62 220 102.27258 2.2528752 384 713 1
63 221 102.27258 2.2528749 384 713 1
64 222 102.27258 2.2528744 384 713 1
65 223 102.27259 2.2528741 384 713 1
66 224 102.27259 2.2528738 384 713 1
67 225 102.27259 2.2528735 384 713 1
68 226 102.27259 2.252873 384 713 1
69 227 102.2726 2.2528727 384 713 1
70 228 102.2726 2.2528722 384 713 1
71 229 102.2726 2.2528718 384 713 1
72 230 102.27261 2.2528715 384 713 1
73 231 102.27261 2.2528712 384 713 1
74 195 102.27261 2.2528706 384 713 1
75 194 102.27262 2.2528847 384 713 2
76 193 102.27262 2.2528996 384 713 2
77 192 102.27262 2.2529086 384 713 1
78 166 102.27264 2.2529071 384 713 2
79 165 102.27265 2.2529057 384 713 2
80 119 102.27265 2.2529111 384 713 1
81 120 102.27265 2.2529138 384 713 1
82 121 102.27265 2.2529178 384 713 1
83 122 102.27265 2.2529216 384 713 1
84 123 102.27266 2.2529251 384 713 1
85 124 102.27266 2.2529265 384 713 1
86 141 102.27266 2.2529289 384 713 1
87 142 102.27266 2.2529325 384 713 1
88 143 102.27266 2.2529367 384 713 1
89 144 102.27266 2.25294 384 713 1
90 145 102.27266 2.2529414 384 713 1
91 146 102.27266 2.2529411 384 713 1
92 147 102.27267 2.2529409 384 713 1
93 148 102.27267 2.2529407 384 713 1
94 149 102.27267 2.2529405 384 713 1
95 150 102.27267 2.2529404 384 713 1
96 151 102.27268 2.2529402 384 713 1
97 152 102.27268 2.25294 384 713 1

98 713 102.27268 2.2529351 384 713 1

Adjusting
mechanism

(adjuster
star wheel)

3rd
destination

99 152 102.27268 2.25294 713 683 1
100 151 102.27268 2.2529402 713 683 1
101 150 102.27267 2.2529404 713 683 1
102 149 102.27267 2.2529405 713 683 1
103 148 102.27267 2.2529407 713 683 1
104 147 102.27267 2.2529409 713 683 1
105 146 102.27266 2.2529411 713 683 1
106 145 102.27266 2.2529414 713 683 1
107 162 102.27266 2.252944 713 683 1
108 163 102.27266 2.2529477 713 683 1
109 164 102.27266 2.2529515 713 683 1
110 24 102.27266 2.2529569 713 683 1
111 25 102.27266 2.2529567 713 683 1
112 26 102.27267 2.2529567 713 683 1
113 27 102.27267 2.2529564 713 683 1
114 28 102.27267 2.2529563 713 683 1
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Table A3. Cont.

SL No. Visited
Node Longitude Latitude Source

Node
Destination

Node Weight Item Name

115 29 102.27268 2.2529562 713 683 1
116 30 102.27268 2.2529559 713 683 1
117 31 102.27268 2.2529558 713 683 1
118 32 102.27269 2.2529557 713 683 1
119 33 102.27269 2.2529554 713 683 1

120 683 102.27269 2.2529501 713 683 1 Bucket seat 4th
destination

Total visited nodes = 120, total cost = 125.
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