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Abstract: High order and fractional PDEs have become prominent in theory and in modeling many
phenomena. In this paper, we study spatial moduli of non-differentiability for the fourth order time
fractional stochastic partial integro-differential equations (SPIDEs) and their gradient, driven by
space-time white noise. We use the underlying explicit kernels and spectral/harmonic analysis,
yielding spatial moduli of non-differentiability for time fractional SPIDEs and their gradient. On one
hand, this work builds on the recent works on delicate analysis of regularities of general Gaussian
processes and stochastic heat equation driven by space-time white noise. On the other hand, it
builds on and complements Allouba and Xiao’s earlier works on spatial uniform and local moduli of
continuity of time fractional SPIDEs and their gradient.

Keywords: time fractional SPIDEs; space-time white noise; modulus of non-differentiability; Hölder
regularity

1. Introduction

In recent years, many authors have applied fractional and higher order evolution
equations as (stochastic) models in mathematical physics, fluids dynamics, turbulence
and mathematical finance [1–19]. The time fractional stochastic partial integro-differential
equations (SPIDEs) are related to slow diffusion or diffusion in material with memory
(see [12,13,20–24] for connected deterministic PDEs, and see [25–29] for connected stochas-
tic PDEs, and see [30–32] for the associated stochastic integral equations (SIEs)). Among
others, the fourth order time fractional SPIDEs are related to Brownian-time processes
(BTPs); they form a unifying class for some different exciting processes like the iterated
Brownian motion (IBM) of Burdzy [3,7,32,33] and the Brownian-snake of Le Gall [32,34].

The fundamental kernel associated with the deterministic version of the time-fractional
SPIDE is built on the BTP [20,31,35] and extensions thereof. In this article, we give exact,
dimension-dependent, spatial moduli of non-differentiability for the important class of
stochastic equation: C

∂
β
t Uβ

=
1
2

∆Uβ + I1−β
t

(∂d+1W
∂t∂x

)
, (t, x) ∈ R̊+ ×Rd;

Uβ(0, x) = u0(x), x ∈ Rd,
(1)

where R̊+ = (0, ∞), the noise term ∂d+1W/∂t∂x is the space-time white noise correspond-
ing to the real-valued Brownian sheet W on R̊+ × Rd, d = 1, 2, 3; the time fractional
derivative of order β, C

∂
β
t
, is the Caputo fractional operator

C
∂

β
t f (t)

:=


1

Γ(1− β)

∫ t

0

f ′(τ)
(t− τ)β

dτ, if 0 < β < 1;

d
dt

f (t), if β = 1,
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and the time fractional integral of order α, Iα
t , is the Riemann-Liouville fractional integral

of order α:

Iα
t f :=

1
Γ(α)

∫ t

0

f (τ)
(t− τ)1−α

dτ, for t > 0 and α > 0,

and I0
t = I, the identity operator. Here Γ(s) =

∫ ∞
0 xs−1e−xdx, s > 0, is the Gamma function.

The initial data u0 here is assumed Borel measurable, deterministic, and that there is a
constant 0 < γ ≤ 1 such that

u0 ∈ C2k+1−2,γ
b (Rd;R), for 2k−1 < β−1 ≤ 2k, k ∈ N, (2)

where Cα,γ
b (Rd;R) denotes the set of α-continuously differentiable functions on Rd whose

α-derivative is locally Hölder continuous with exponent γ.
Of course, Equation (1) is the formal (and nonrigorous) equation. Its rigorous formu-

lation, which we work with in this paper, is given in mild form as kernel stochastic integral
equation (SIE). This SIE was first introduced and treated by [21,30,31,35–38]. We give them
below in Section 2, along with some relevant details.

The existence/uniqueness as well as sharp dimension-dependent Lp and Hölder
regularity of the linear and nonlinear noise version of Equation (1) were investigated
in [30,36–38]. These results naturally lead to the following list of motivating questions:

• Are the solutions to Equation (1) spatially continuously differentiable?
• What are the exact moduli of continuity?
• What are the exact moduli of non-differentiability?

It was studied in [39] that the exact uniform and local moduli of continuity for the
time fractional SPIDE in the time variable t and space variable x, separately. In fact, it
was established in [39] that the exact, dimension-dependent, spatio-temporal, uniform and
local moduli of continuity for the fourth order time fractional SPIDEs and their gradient.
These results give the answers to spatially continuity and exact moduli of continuity of
the solutions to Equation (1), and give partial answers to above questions. In this paper,
we are concerned with spatially differentiability of the solutions to Equation (1). We delve
into the exact moduli of non-differentiability of the process Uβ and its gradient in space. It
builds on and complements works in [39], and together answers all of the above questions.

The rest of the paper is organized as follows. In Section 2, we discuss the rigorous time-
fractional SPIDE kernel SIE (mild) formulation, spatial spectral density and spatial zero-one
laws for time fractional SPIDEs and their gradient by using the time-fractional SPIDE kernel
SIE formulation and spectral/harmonic analysis. In Section 3, we investigate the exact
spatial moduli of non-differentiability for time fractional SPIDEs and their gradient by
making use of the theory on limsup random fractals in [40]. In order to apply their results,
the Gaussian correlation inequality in [41] will also play an important role. In the final
section, the results are summarized and discussed.

2. Methodology
2.1. Rigorous Kernel Stochastic Integral Equations Formulations

For the time fractional SPIDE, as in [39], we use the density of an inverse stable Lévy
time Brownian motion to define their rigorous mild SIE formulation. This density, as shown
in [30,31,36], is the solution to the time-fractional PDE: C

∂
β
t Uβ

=
1
2

∆Uβ, (t, x) ∈ R̊+ ×Rd;

Uβ(0, x) = δ(x), x ∈ Rd,
(3)

where δ(x) is the usual Dirac delta function. This solution is the transition density of a
d-dimensional β-inverse-stable-Lévy-time Brownian motion (β-ISLTBM), starting from
x ∈ Rd, Bx

Aβ
:= {Bx(Aβ(t)), t ≥ 0}, in which the inverse stable Lévy motion Aβ of index
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β ∈ (0, 1/2] acts as the time clock for an independent d-dimensional Brownian motion Bx

(see [14,30,42,43]), given by:

K(β,d)
t;x,y =

∫ ∞

0
KBMd

s;x,y K
Aβ

t;0,sds, (4)

where KBMd
s;x,y = −|x−y|2/2s

(2πs)d/2 and K
Aβ

t;0,s = tβ−1s−1−1/βgβ(ts−1/β). Here, gβ(u) is the density

of a stable subordinator and its Laplace transform is e−sβ
. In the case β = 1/2, the kernel

K(β,d)
t;x is the density of the Brownian-time Brownian motion (BTBM) as in [20,21,32]; and

when β ∈ {1/2k; k ∈ N}, the kernel K(β,d)
t;x,y is the density of k-iterated BTBM as detailed

in [30,31].
Let b : R → R be Borel measurable. The nonlinear drift-diffusion time-fractional

SPIDE is C
∂

β
t Uβ

=
1
2

∆Uβ + I1−β
t

[
b(Uβ) + a(Uβ)

∂d+1W
∂t∂x

]
, (t, x) ∈ R̊+ ×Rd;

Uβ(0, x) = u0(x), x ∈ Rd.
(5)

Then, the rigorous time-fractional SPIDE kernel SIE (mild) formulation is the stochastic
integral equation

Uβ(t, x) =
∫
Rd

K(β,d)
t;x,y u0(y)dy∫

Rd

∫ t

0
K(β,d)

t−s;x,y[b(Uβ(s, y))dsdy + a(Uβ(s, y))W(ds× dy)]
(6)

(see p. 530 in [32], and Definition 1.1 and Equation (1.11) in [36]). Of course, the mild
formulation of (1.1) is then obtained by setting a ≡ 1 and b ≡ 0 in Equation (5).

Notation 1. Positive and finite constants (independent of x) in Section i are numbered as ci,1 , ci,2 , ....

We conclude this section by citing the following spatial Fourier transform of the
β-time-fractional (including the β = 1/2 BTBM case) kernels from Lemma 2.1 in [39].

Lemma 1. (Spatial Fourier transforms) Let K(β,d)
t;x,y be the β-time-fractional kernel, and let 0 <

β < 1. The spatial Fourier transform of the β-time-fractional kernel is given by

K̂(β,d)
t;x,ξ = (2π)−

d
2 e−i〈x,ξ〉Eβ

(
− |ξ|

2

2
tβ
)

, (7)

where

Eβ(u) =
∞

∑
k=0

uk

Γ(1 + βk)
(8)

is the well known Mittag-Leffler function. Here, the following symmetric form of the spatial Fourier
transform has been used: f̂ (ξ) = (2π)−d/2

∫
Rd f (u) e−iξ·udu.

2.2. Spatial Spectral Density for Time Fractional SPIDEs and Their Gradient

Our spatial results are crucially depend on the following Lemma. In this lemma, (a) is
Lemma 4.1 in [39], and (b) follows from (4.27) in [39].

Lemma 2. (Spatial spectral density). Let t ∈ R̊+ be fixed and 0 < β ≤ 1/2, and assume that
u0 = 0 in Equation (1).
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(a) Let d = 1, 2, 3. The centered Gaussian random field {Uβ(t, x), x ∈ Rd} is stationary with
spectral density

Sβ(t, ξ) = (2π)−d
∫ t

0
E2

β

(
− |ξ|

2

2
(t− r)β

)
dr, ∀ξ ∈ Rd. (9)

(b) Let d = 1. The centered Gaussian random field {∂xUβ(t, x), x ∈ R} is stationary with
spectral density

S̃β(t, ξ) = ξ2Sβ(t, ξ), ∀ξ ∈ R. (10)

2.3. Spatial Zero-One Laws for Time Fractional SPIDEs and Their Gradient

We establish spatial zero-one laws for time fractional SPIDEs and their gradient to
have moduli of non-differentiability, which may be of independent interest. Fix t ∈ R̊+. For
compact rectangle Ispace ⊂ Rd, x ∈ Rd and h ∈ R+, we consider Mβ(x, h) = supy∈Ispace :|y|≤1

|Uβ(t, x + hy)−Uβ(t, x)| and Vβ(x, h) = supy∈Ispace :|y|≤1 |∂x+hyUβ(t, x + hy)− ∂xUβ(t, x)|.

Proposition 1. Let t ∈ R̊+ be fixed and β ∈ (0, 1/2], and assume that u0 = 0 in Equation (1).
(a) Suppose d = 1, 2, 3. For any compact rectangle Ispace ⊂ Rd, there exists a constant

0 ≤ C2,1 ≤ ∞ such that

lim inf
h→0+

γ1(h) inf
x∈Ispace

Mβ(x, h) = C2,1 a.s. (11)

where

γ1(h) =
{

(h| log(h)|−1/3)−1/2; if 0 < β < 1/2,
(h| log(h)|2/3)−1/2; if β = 1/2.

(12)

(b) Suppose d = 1. For any compact rectangle Ispace ⊂ R, there exists a constant 0 ≤ C2,2 ≤
∞ such that

lim inf
h→0+

γ2(h) inf
x∈Ispace

Vβ(x, h) = C2,2 a.s. (13)

where

γ2(h) =
{

(h| log(h)|−1)−1/2; if 0 < β < 1/2,
h−1/2; if β = 1/2.

(14)

Remark 1. Equation (11) establishes zero-one law for the minimum oscillation infx∈Ispace Mβ(x, h)
of the sample function x 7→ Uβ(t, x) over the compact rectangle Ispace. Equation (13) establishes
zero-one law for the minimum oscillation infx∈Ispace Vβ(x, h) of the sample function x 7→ ∂xUβ(t, x)
over the compact rectangle Ispace.

Remark 2. From the proof below, Equations (11) and (13) hold for any γ1(h) and γ2(h) whenever
γi(h)h| log(h)|1/2 → 0, i = 1, 2, respectively. Here, Equations (12) and (14) come from Theorem 1
below for convenience.

Proof of Proposition 1. Since the proof of Equation (13) is similar to Equation (11), we
only prove Equation (11). Let Ω1 := O(0, 1) ⊂ Rd and for n ≥ 2, Ωn := O(0, n) \O(0, n−
1) ⊂ Rd such that Ω1, Ω2, ..., are mutually disjoint, where the following notation is used:
O(λ, r) = {z ∈ Rd : ‖z− λ‖ ≤ r}. For n ≥ 1 and (t, x) ∈ R+ ×Rd, let

ξn(t, x) = ξn(β; t, x) :=
∫

Ωn

∫ t

0
K(β,d)

t−r;x,zW(dr× dz),

Then ξn = {ξn(t, x), (t, x) ∈ R+ ×Rd}, n = 1, 2, ..., are independent Gaussian fields.
By Equation (6), we express

Uβ(t, x) =
∞

∑
n=1

ξn(t, x), (t, x) ∈ R+ ×Rd.
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Equip Ispace = [0, 1]d with the canonical metric

dξn(x, y) = (E[ξn(t, x)− ξn(t, y)]2)1/2, x, y ∈ Ispace, (15)

and denote by N(dξn , Ispace, δ) the smallest number of dξn -balls of radius δ > 0 needed to
cover Ispace. Since {Uβ(t, x), x ∈ Rd} is a stationary Gaussian random field with spectral
density Sβ(t, ξ), by the definition of spectral density, one has

dξn(x, y) =
(

2
∫

Ωn
(1− cos(〈(x− y), ξ〉))Sβ(t, ξ)dξ

)1/2

≤ |x− y|
( ∫

Ωn
|ξ|2Sβ(t, ξ)dξ

)1/2

=: |x− y|Kn, x, y ∈ Rd.

(16)

To obtain the last inequality, in the integral we bound 1− cos(〈u, v〉) by |u|2|v|2/2 for
u, v ∈ Rd. Then, by Theorem 4.1 in Meerschaert et al. [44], one has

sup
x,y∈Ispace :|y|≤h

|ξn(t, x + y)− ξn(t, x)|
τ(h)

≤ c2,3 a.s., (17)

where τ(h) = h
√
| log(h)|. Set

XM(t, x) =
M

∑
n=1

ξn(t, x), (t, x) ∈ R+ ×Rd.

Then, by Equation (17), one has

lim
h→0+

sup
x,y∈Ispace :|y|≤h

γ1(h)|XM(t, x + y)− XM(t, x)| = 0 a.s. (18)

Therefore, the random variable

lim inf
h→0+

γ1(h) inf
x∈Ispace

Mβ(x, h) (19)

is measurable with respect to the tail field of {ξn}∞
n=1 and hence is constant almost surely.

This implies Equation (11).

3. Results
3.1. Extremes for Time Fractional SPIDEs and Their Gradient

Without loss of generality, we again assume that u0 = 0, and the random field solution
Uβ is given by Equation (1). Fix an arbitrary t > 0 throughout this subsection. Our spatial
results are depend on the following the following small ball probability estimates for time
fractional SPIDEs and their gradient.

Lemma 3. Let t ∈ R̊+ be fixed and 0 < β ≤ 1/2, and assume that u0 = 0 in Equation (1).
(a) Suppose d = 3. Then there exist positive and finite constants c3,1 and c3,2 depending only

on β such that for all x0 ∈ [0, 1]3, r > 0 and u ∈ (0, 1),

exp
(
−

c3,1 r3

(φ−1
β (u2))3

)
≤ P(Mβ(x0, r) ≤ u) ≤ exp

(
−

c3,2 r3

(φ−1
β (u2))3

)
. (20)
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(b) Suppose d = 1. Then there exist positive and finite constants c3,3 and c3,4 depending only
on β such that for all x0 ∈ [0, 1], r > 0 and u ∈ (0, 1),

exp
(
−

c3,3 r

φ−1
β (u2)

)
≤ P(Vβ(x0, r) ≤ u) ≤ exp

(
−

c3,4 r

φ−1
β (u2)

)
. (21)

In the above, φ−1
β (u) = inf{v : φβ(v) > u} is the right-continuous inverse function of φβ, which

is defined on (0, ∞) by

φβ(u) =
{

u; if 0 < β < 1/2,
u| log(u)|; if β = 1/2.

(22)

Proof. It follows from Lemma 4.4 in [39] that for every fixed t > 0, the time-fractional
SIPDE solution {Uβ(t, x); x ∈ R3} is spatially strongly locally nondeterministic. Namely,
for every M > 0, there exists a finite constant K > 0 (depending on t and M) such that for
every n ≥ 1 and for every x, y1, ..., yn ∈ [−M, M]3,

Var[Uβ(t, x)|Uβ(t, y1), ..., Uβ(t, yn)] ≥ K min
1≤j≤n

φβ(|x− yj|), (23)

where y0 = 0 and the function φβ is defined in Equation (22). Also, it follows from Lemma
4.4 in [39] that

E[(Uβ(t, x)−Uβ(t, y))2] � φβ(|x− y|); ∀x, y ∈ [−M, M]3. (24)

Thus, by Theorem 3.1 in [45] or Lemma 2.2 in [46], Equations (23) and (24) yield
Equation (20).

Similarly, since, by (4.31) and (4.33) in [39], Equations (23) and (24) also hold for ∂xUβ

instead of Uβ, one has Equation (21) holds. This completes the proof.

We also need the following lemma, which is Theorem 1.1 in [41].

Lemma 4. Let G′ = (G′1, G′2) be an Rn-valued normal random vector with mean vector 0, where
G1 = (X1, ..., Xk)

′, G2 = (Xk+1, ..., Xn)′ and 1 ≤ k < n. Then ∀x > 0,

P(‖G‖∞ ≤ x) ≤ ρP(‖G1‖∞ ≤ x)P(‖G2‖∞ ≤ x), (25)

where ‖x‖∞ denotes the maximum norm of a vector x and

ρ =

(
det(E[G1G′1])det(E[G2G′2])

det(E[GG′])

)1/2

. (26)

We also need the following lemma, which is Lemma 2.4 in [47].

Lemma 5. Let A = (aij, 1 ≤ i, j ≤ 2p) be a positive semidefinite matrix given by

A =

(
A11 A12
A21 A22

)
,

where A11 and A22 are two p× p matrices. Put Si = ∑
2p
j=p+1 |aij| for 1 ≤ i ≤ p and = ∑

p
j=1 |aij|

for p + 1 ≤ i ≤ 2p. Assume the following conditions are satisfied:
(i) There is a constant δ such that for all 1 ≤ i ≤ 2p,

Si < δ. (27)
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(ii) There exists a finite constant B > 0 such that for all 1 ≤ i ≤ 2p,

det(A(i))

det(A)
≤ B, (28)

where A(i) is the submatrix of A obtained by deleting the ith row and ith column.
Then

det(A) ≥ e−2δBpdet(A11)det(A22). (29)

3.2. Spatial Moduli of Non-Differentiability for Time Fractional SPIDEs and Their Gradient

We investigate the exact spatial moduli of non-differentiability for time fractional
SPIDE Uβ(t, x) and the gradient process ∂xUβ(t, x).

Theorem 1. (Spatial moduli of non-differentiability) Let t ∈ R̊+ be fixed and 0 < β ≤ 1/2, and
assume that u0 = 0 in Equation (1).

(a) Suppose d = 3. For any compact rectangle Ispace ⊂ R3,

lim inf
h→0+

γ1(h) inf
x∈Ispace

Mβ(x, h) = c3,5 a.s. (30)

Consequently, the sample paths of Uβ(t, x) are almost surely nowhere differentiable in all
directions of x.

(b) Suppose d = 1. For any compact rectangle Ispace ⊂ R,

lim inf
h→0+

γ2(h) inf
x∈Ispace

Vβ(x, h) = c3,6 a.s. (31)

Consequently, the sample paths of ∂xUβ(t, x) are almost surely nowhere differentiable in x.

Remark 3. The following are some remarks on Theorem 1.

• Equations (30) and (31) describe the uniform minimal oscillations of the sample functions
of Uβ(t, x) and ∂xUβ(t, x), respectively. To be precise, Equation (30) implies the size of
the minimum oscillation infx∈Ispace Mβ(x, h) of the sample function x 7→ Uβ(t, x) over the
compact rectangle Ispace is γ1(h) (up to a constant factor). Equation (31) implies the size of
the minimum oscillation infx∈Ispace Vβ(x, h) of the sample function x 7→ ∂xUβ(t, x) over the
compact rectangle Ispace is γ2(h) (up to a constant factor).

• Together with the Khinchin-type law of the iterated logarithm and the uniform modulus of
continuity in [39], they provide complete information on the regularity properties of Uβ(t, x)
and ∂xUβ(t, x).

Proof of Theorem 1. Since the proof of Equation (31) is similar to Equation (30), we only
prove Equation (30). To prove Equation (30), we claim first the following two inequalities:

lim inf
h→0+

γ1(h) inf
x∈Ispace

Mβ(x, h) ≥ c3,7 a.s. (32)

and
lim inf
h→0+

γ1(h) inf
x∈Ispace

Mβ(x, h) ≤ c3,8 a.s. (33)

where c3,7 < c3,8 and c3,8 > (c3,1 /2)1/6. It follows from Equations (32), (33) and (11) that
Equation (30) holds and thereby we complete the proof.

It remains to prove Equations (32) and (33). We prove Equation (32) first. Without loss
of generality, we assume Ispace = [0, 1]3.
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Fix an arbitrary θ > 1. For n ∈ Z+, let hn = θ−n and ρn = θ4n. For i = (i1, i2, i3) ∈ Z3
+

and n ≥ 1, we define two sets An and An,i as follows:

An = {h ∈ (0, 1) : hn+1 < h ≤ hn},
An,i = {x = (x1, x2, x3)

′ ∈ I : iρ−1
n < x ≤ (i + 1)ρ−1

n },

where 1 is a vector with elements 1. Observe that for all h ∈ (0, 1), there exists a set An
such that h ∈ An, and for all x ∈ I, there exists a set An,i such that x ∈ An,i. Let xi,n := iρ−1

n
be a point in An,i, i ∈ [0, ρn]3 ∩Z3

+. Note that

φ−1
β (u) ∼

{
u; if 0 < β < 1/2,
u(log(1/u))−1; if β = 1/2

(34)

as u→ 0. Thus, by Equations (20) and (34), one has

P
(

γ1(hn) min
i∈[0,ρn ]3∩Z3

+

Mβ(xi,n, hn) ≤ c3,7

)
≤ ∑

i∈[0,ρn ]3∩Z3
+

P(Mβ(xi,n, hn) ≤ c3,7 γ1(hn)
−1)

≤ θ
−(c3,2 /c6

3,7
)n.

Hence, the sum of above probabilities with respect to n is finite and hence, by Borel-
Cantelli lemma, one has

lim inf
n→∞

γ1(hn) min
i∈[0,ρn ]3∩Z3

+

Mβ(xi,n, hn) ≥ c3,7 a.s. (35)

It follows from Theorem 4.1 in Meerschaert et al. [44] that

lim sup
n→∞

γ1(hn) sup
x∈[0,2]3

Mβ(x, hn) = 0 a.s. (36)

Since the function x 7→ γ1(x) is decreasing for x ∈ (0, 1), one has

lim inf
h→0+

γ1(h) inf
x∈[0,1]3

Mβ(x, h)

≥ lim inf
n→∞

inf
h∈An

min
i∈[0,ρn ]3∩Z3

+

inf
x∈An,i

γ1(h)Mβ(x, h)

≥ lim inf
n→∞

min
i∈[0,ρn ]3∩Z3

+

inf
x∈An,i

(γ1(hn+1)/γ1(hn))γ1(hn)Mβ(x, hn)

≥ lim inf
n→∞

min
i∈[0,ρn ]3∩Z3

+

(γ1(hn+1)/γ1(hn))γ1(hn)Mβ(xi,n, hn)

− lim sup
n→∞

max
i∈[0,ρn ]3∩Z3

+

sup
x∈An,i

(γ1(hn+1)/γ1(hn))γ1(hn)|Mβ(x, hn)−Mβ(xi,n, hn)|

≥ lim inf
n→∞

min
i∈[0,ρn ]3∩Z3

+

γ1(hn)Mβ(xi,n, hn)

−2 lim sup
n→∞

sup
x∈[0,2]3

γ1(hn)Mβ(x, hn).

(37)

It follows from Equations (35)–(37) that Equation (32) holds.
Next we prove Equation (33). For convenience, a typical parameter (“space point”)

x = (x1, x2, x3) ∈ R3 is sometimes also written as 〈xi〉, or 〈c〉, if x1 = x2 = x3 = c.
Denote by buc ≤ u < buc + 1 the integer part of u ∈ R+. For each n ≥ 1, we denote
hn = 2−n, Θ = Θn = h2

n, ϑ = ϑn = | log(hn)|−1, Dn = bϑ−1h−2
n c, Sn = {1, ..., Dn}, and

Tn = {i = (i1, i2, i3)′ ∈ Z3
+ : ik ∈ {1, ..., bϑ−1c}, k = 1, 2, 3}. For each i ∈ Sn, we define

xi,n = iϑ〈Θ〉.
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We define Yi,n, for i ∈ Sn, to be 1 or 0 according as the random variable

max
〈k`〉∈Tn

γ1(hn)|Uβ(t, xi,n + ϑ〈k`Θ〉)−Uβ(t, xi,n)| ≤ c3,8

is or not. Define Sn := ∑i∈Sn Yi,n . For each n ≥ 1, the mean pn := E[Yi,n ] is the same for all
i ∈ Sn, and that, by Equation (20), one has uniformly over i ∈ Sn, as n→ ∞,

pn = P(Yi,n = 1) = P(Y1,n = 1)

≥ P
(

γ1(hn)Mβ(xi,n , Θ) ≤ c3,8

)
≥ exp((c3,1 /c6

3,8
) log(hn)).

(38)

We need only show that Sn > 0 for infinitely many n. We want to estimate

Var(Sn) = ∑
i,j∈Sn

Cov(Yi,n , Yj,n). (39)

Put Λ = Λn = ϑ−12. We make the following claim: ∀τ > 0, whenever |i− j| ≥ Λ,

P(Yi,n = 1, Yj,n = 1) ≤ (1 + τ)(P(Y1,n = 1))2. (40)

Before we prove Equation (40), we complete the proof of Equation (33) and thereby of
Theorem 1.

It follows from Equation (39) that for all τ > 0, whenever i, j ∈ Sn satisfy |j− i| ≥ Λ,
then Cov(Yi,n , Yj,n) ≤ τE[Yi,n ]E[Yi,n ]. Thus, by Equation (38),

Var(Sn) ≤ τD2
n p2

n + ∑
i,j∈Sn :|i−j|≤Λ

Cov(Yi,n , Yj,n).

For the remaining covariance, use the fact that all Yi,n ’s are either 0 or 1. In particular,
Cov(Yi,n , Yj,n) ≤ E[Yi,n ] = pn. Thus

Var(Sn) ≤ τD2
n p2

n + Dn pnΛ.

Combining this with the Chebyshev’s inequality, we obtain:

P(Sn = 0) ≤ Var(Sn)

(E[Sn])2 ≤ τ +
Λ

Dn pn
(41)

since E[Sn] = Dn pn. Noting c3,8 > (c3,1 /2)1/6, one has c3,1 /c6
3,8

< 2. Thus, by Equation (38),

Λ/(Dn pn) ≤ h
2−c3,1 /c6

3,8
n | log(hn)|13 → 0. Hence, by Equation (41) and the arbitrariness of

τ, we see that P(Sn = 0)→ 0 as n→ ∞. Finally

P(Sn > 0 i.o.) > lim sup
n→∞

P(Sn > 0) = 1.

This yields

lim inf
n→∞

min
i∈Sn

max
〈k`〉∈Tn

γ1(hn)|Uβ(t, xi,n + ϑ〈k`Θ〉)−Uβ(t, xi,n)| ≤ c3,8 a.s. (42)

Thus,

lim inf
n→∞

inf
x∈[0,1]3

max
〈k`〉∈Tn

γ1(hn)|Uβ(t, x + ϑ〈k`Θ〉)−Uβ(t, x)| ≤ c3,8 a.s. (43)
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Note that

lim inf
n→∞

inf
x∈[0,1]3

γ1(hn)Mβ(x, hn)

≤ lim inf
n→∞

inf
x∈[0,1]3

max
〈k`〉∈Tn

sup
〈k`−1〉≤〈u`〉≤〈k`〉

γ1(hn)|Uβ(t, x + ϑ〈u`Θ〉)−Uβ(t, x)|

≤ lim inf
n→∞

inf
x∈[0,1]3

max
〈k`〉∈Tn

γ1(hn)|Uβ(t, x + ϑ〈k`Θ〉)−Uβ(t, x)|

+ lim sup
n→∞

sup
x∈[0,1]3

max
〈k`〉∈Tn

sup
〈k`−1〉≤〈u`〉≤〈k`〉

γ1(hn)|Uβ(t, x + ϑ〈u`Θ〉)−Uβ(t, x + ϑ〈k`Θ〉)|

≤ lim inf
n→∞

inf
x∈[0,1]3

max
〈k`〉∈Tn

γ1(hn)|Uβ(t, x + ϑ〈k`Θ〉)−Uβ(t, x)|

+ lim sup
n→∞

sup
x∈[0,2]3

sup
〈|y` |〉≤ϑ〈Θ〉

γ1(hn)|Uβ(t, x + y)−Uβ(t, x)|.

(44)

It follows from Theorem 4.1 in Meerschaert et al. [44] that

lim sup
n→∞

sup
x∈[0,2]3

sup
〈|y` |〉≤ϑ〈Θ〉

γ1(hn)|Uβ(t, x + y)−Uβ(t, x)| = 0 a.s. (45)

Hence, by Equations (43)–(45), Equation (33) holds.
Therefore, it remains to prove Equation (40). Since, it follows from Lemma 2 that

{Uβ(t, x), x ∈ R3} is stationary, one can define σ(y) = E[(Uβ(t, x + y)−Uβ(t, x))2]. With
Fi,n(x) = Uβ(t, xi,n + x)−Uβ(t, xi,n), x ∈ [0, 1]3, one has for i, j ∈ Sn and x, y ∈ [0, 1]3,

E[Fi,n (x)Fj,n (y)]

=
1
2
(−σ((xj,n − xi,n ) + (y− x)) + σ((xj,n − xi,n )− x) + σ((xj,n − xi,n ) + y)− σ(xj,n − xi,n )).

(46)

Put ∇σ = (∂σ/∂h1, ∂σ/∂h2, ∂σ/∂h3), alm = (∂2σ/(∂hl∂hm))((xj,n − xi,n) + η3(y −
η1x + η2x)) (1 ≤ l, m ≤ 3) and the matrix Ω = (alm)3×3, where η1, η2, η3 ∈ [0, 1]. We use
Taylor expansion to see that

E[Fi,n(x)Fj,n(y)]
= (∇σ((xj,n − xi,n) + (y− η1x))−∇σ((xj,n − xi,n)− η2x))x′

= (y− η1x + η2x)Ω x′.
(47)

In the sequel, for ease of exposition, we arrange all points in Tn according to the
following rule: for two points 〈k`〉 = (k1, k2, k3), 〈m`〉 = (m1, m2, m3) ∈ Tn, we define
〈k`〉 ≺ 〈m`〉 if there exists 1 ≤ ` ≤ 3 such that k1 = m1, ..., k`−1 = m`−1, k` < m` with
convention k0 = m0 = 0. Fix i, j ∈ Sn. Then, we consider Gaussian random vectors
G1 := (Fi,n(ϑ〈k`Θ〉), 〈k`〉 ∈ Tn)′ and G2 := (Fj,n(ϑ〈m`Θ〉), 〈m`〉 ∈ Tn)′ and G = (G′1, G′2)

′.
With Σ the covariance matrix of G, we have

Σ =

(
Σ1 Σ2
Σ′2 Σ1

)
,

where Σ1 = E[G1G′1] and Σ2 = E[G2G′2]. Put g(hn) = c3,8 γ1(hn)−1. By Lemma 4, we have

P
(

max
〈k`〉∈Tn

|Fi,n(ϑ〈k`Θ〉)| ≤ g(hn), max
〈m`〉∈Tn

|Fj,n(ϑ〈m`Θ〉)| ≤ g(hn)
)

≤ ρP
(

max
〈k`〉∈Tn

|Fi,n(ϑ〈k`Θ〉)| ≤ g(hn)
)
P
(

max
〈m`〉∈Tn

|Fj,n(ϑ〈m`Θ〉)| ≤ g(hn)
)

,
(48)

where

ρ =
(det(Σ1)det(Σ1)

det(Σ)

)1/2
.

We will make use of Lemma 5 (with p = ϑ−3) to consider the determinant of (2ϑ−3)×
(2ϑ−3) matrix Σ. We first verify that the positive semidefinite matrix Σ satisfies Conditions
(i)-(ii) of Lemma 5.
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For i, j ∈ Sn, 〈k`〉, 〈m`〉 ∈ Tn and 1 ≤ u, v ≤ 3, we put λu = ϑΘ((j− i) + η3(mu −
η1ku + η2ku)), ãuv = ∂2σ(〈λ`〉)/∂λu∂λv, fu = ϑΘ(mu − η1ku + η2ku), and gu = ϑΘku.
Noting |ãuv| ≤ c3,9 |λu|−1/2|λv|−1/2 if u 6= v, and |ãuu| ≤ c3,10 |λu|−1 if u = v, it is easy to
verify that for all 1 ≤ u, v ≤ 3 and i, j ∈ Sn with |j− i| ≥ Λ,

| fu ãuvgv| ≤ c3,11 ϑ11h2
n. (49)

It follows from Equations (47) (with x = ϑ〈k`Θ〉, y = ϑ〈m`Θ〉 and h = 〈h`〉) and (49)
that for 〈k`〉, 〈m`〉 ∈ Tn and i, j ∈ Sn with |j− i| ≥ Λ,

a〈k`〉,〈m`〉 = |E[Fi,n(ϑ〈k`Θ〉)Fj,n(ϑ〈m`Θ〉)]|
= ϑ2 | (〈m`Θ〉 − η1〈k`Θ〉+ η2〈k`Θ〉)Ω 〈k`Θ〉′ |

≤
3

∑
u=1

3

∑
v=1
| fu ãuvgv|

≤ c3,12 ϑ11h2
n.

(50)

Thus, by Equation (50),

∑
〈k`〉∈Tn

∑
〈m`〉∈Tn

a〈k`〉,〈m`〉 ≤ c3,12 ϑ5h2
n. (51)

This verifies Condition (i) in Lemma 5 with δ = c3,12 ϑ5h2
n.

In order to verify Condition (ii) in Lemma 5, we make use of the following fact on the
conditional variance

Var
(

Fi,n(ϑ〈k`Θ〉)|Fu,n(ϑ〈m`Θ〉), 〈m`〉 6= 〈k`〉, 〈m`〉 ∈ Tn, u ∈ {i, j}
)
=

det(Σ)
det(Σ(l))

, (52)

where Fi,n(ϑ〈k`Θ〉) is the lth point in Uβ according to the above mentioned rule. Thus, by
Equation (23), one has

det(Σ)
det(Σ(l))

≥ Var
(

Uβ(t, ϑ〈k`Θ〉)|Uβ(t, ϑ〈m`Θ〉), 〈m`〉 6= 〈k`〉, 〈m`〉 ∈ Tn

)
≥ c3,13 ϑh2

n. (53)

This verifies Condition (ii) with B = (c3,13 ϑh2
n)
−1.

Applying Lemma 5 with p = ϑ−3, δ = c3,12 ϑ5h2
n and B = (c3,13 ϑh2

n)
−1, we obtain

det(Σ) ≥ e−2δBp(det(Σ1))
2. (54)

This, together with Equation (54), yields that

ρ ≤ eδBp. (55)

Notice that δBp → 0 as n → ∞. This, together with Equations (55) and (48), yields
that Equation (40) holds. The proof of Theorem 1 is completed.

4. Conclusions

In this article, we have presented that the solutions to the fourth order time fractional
SPIDEs and their gradient, driven by space-time white noise, are almost surely nowhere
differentiable in all directions of space variable x. We have established the exact spatial
moduli of non-differentiability, and been concerned with the small fluctuation behavior,
with delicate analysis of regularities, for the above class of equations and their gradient.
They complement Allouba’s earlier works on the spatio-temporal Hölder regularity of time
fractional SPIDEs and their gradient. Together with the Khinchin-type law of the iterated
logarithm and the uniform modulus of continuity, they provide complete information on
the regularity properties of time fractional SPIDEs and their gradient in space.



Symmetry 2020, 13, 380 12 of 13

Funding: This work was supported by Zhejiang Provincial Natural Science Foundation of China
under grant No. LY20A010020 and National Natural Science Foundation of China under grant No.
11671115.

Acknowledgments: The author wishes to express his deep gratitude to a referee for his/her valuable
comments on an earlier version which improve the quality of this paper.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

Abbreviations
The following abbreviations are used in this manuscript:

SPDE Stochastic partial differential equation
SPIDEs Stochastic partial integro-differential equations
SIE Stochastic integral equation
BTP Brownian-time process
IBM Iterated Brownian motion

References
1. Allouba, H.; Nane, E. Interacting time-fractional and ∆ν PDEs systems via Brownian-time and Inverse-stable-Lévy-time Brownian

sheets. Stoch. Dyn. 2013, 13, No. 1. [CrossRef]
2. Baeumer, B.; Meerschaert, M.; Nane, E. Brownian subordinators and fractional Cauchy problems. Trans. Am. Math. Soc. 2009, 361,

3915–3930. [CrossRef]
3. Bañnuelos, R.; DeBlassie, D. The exit distribution of iterated Brownian motion in cones. Stoch. Process. Appl. 2006, 116, 36–69.

[CrossRef]
4. Beghin, L.; Orsingher, E. Iterated elastic Brownian motions and fractional diffusion equations. Stoch. Process. Appl. 2009, 119,

1975–2003. [CrossRef]
5. Caputo, M. Linear models of dissipation whose Q is almost frequency independent. Part II. Geophys. J. R. Astr. Soc. 1967, 13,

529–539. [CrossRef]
6. Carr, P.; Cousot, L. A PDE approach to jump-diffusions. Quant. Finance 2011, 11, 33–52. [CrossRef]
7. DeBlassie, R. Iterated Brownian motion in an open set. Ann. Appl. Probab. 2004, 14, 1529–1558. [CrossRef]
8. Fulger, D.; Scalas, E,; Germano, G. Monte Carlo simulation of uncoupled continuous-time random walks yielding a stochastic

solution of the space-time fractional diffusion equation. Phys. Rev. E 2008, 77, 021122. [CrossRef] [PubMed]
9. Funaki, T. Probabilistic construction of the solution of some higher order parabolic differential equation. Proc. Jpn. Acad. Ser. A

Math. Sci. 1979, 55, 176–179. [CrossRef]
10. Germano, G.; Politi, M.; Scalas, E.; Schilling, R.L. Stochastic calculus for uncoupled continuous-time random walks. Phys. Rev. E

2009, 79, 066102. [CrossRef]
11. Gorenflo, R.; Mainardi, F. Fractional diffusion processes: Probability distribution and continuous time random walk. Lect. Notes

Phys. 2003, 621, 148–166.
12. Kulish, V.V.; Lage, J.L. Application of fractional calculus to fluid mechanics. J. Fluids Eng. 2002, 124, 803–806. [CrossRef]
13. Lunardi, A.; Sinestrari, E. An inverse problem in the theory of materials with memory. Nonlinear Anal. 1988, 12, 1317–1355.
14. Mainardi, F.; Luchko, Y.; Pagnini, G. The fundamental solution of the space-time fractional diffusion equation. Fract. Calc. Appl.

Anal. 2001, 4, 153–192.
15. Meerschaert, M.M.; Benson, D.A.; Scheffler, H.P., Baeumer, B. Stochastic solution of space-time fractional diffusion equations.

Phys. Rev. E 2002, 65, 041103. [CrossRef] [PubMed]
16. Mijena, J.B.; Erkan, N. Space-time fractional stochastic partial differential equations. Stoch. Process. Appl. 2015, 125, 3301–3326.

[CrossRef]
17. Mueller, C.; Tribe, R. Hitting probabilities of a random string, Electron. J. Probab. 2002, 7, 10–29.
18. Mueller, C.; Wu, Z. Erratum: a connection between the stochastic heat equation and fractional Brownian motion and a simple

proof of a result of Talagrand. Electron. Commun. Probab. 2012, 17, 10. [CrossRef]
19. Orsingher, E.; Beghin, L. Fractional diffusion equations and processes with randomly varying time. Ann. Probab. 2009, 37, 206–249.

[CrossRef]
20. Allouba, H. Brownian-time processes: the PDE connection II and the corresponding Feynman-Kac formula. Trans. Amer. Math.

Soc. 2002, 354, 4627–4637. [CrossRef]
21. Allouba, H.; Zheng, W. Brownian-time processes: the PDE connection and the half-derivative generator. Ann. Probab. 2001, 29,

1780–1795.
22. D’Ovidio, M.; Orsingher, E.; Toaldo, B. Time-changed processes governed by space-time fractional telegraph equations. Stoch.

Anal. Appl. 2014, 32, 1009–1045. [CrossRef]

http://doi.org/10.1142/S0219493712500128
http://dx.doi.org/10.1090/S0002-9947-09-04678-9
http://dx.doi.org/10.1016/j.spa.2005.07.003
http://dx.doi.org/10.1016/j.spa.2008.10.001
http://dx.doi.org/10.1111/j.1365-246X.1967.tb02303.x
http://dx.doi.org/10.1080/14697688.2010.531042
http://dx.doi.org/10.1214/105051604000000404
http://dx.doi.org/10.1103/PhysRevE.77.021122
http://www.ncbi.nlm.nih.gov/pubmed/18352002
http://dx.doi.org/10.3792/pjaa.55.176
http://dx.doi.org/10.1103/PhysRevE.79.066102
http://dx.doi.org/10.1115/1.1478062
http://dx.doi.org/10.1103/PhysRevE.65.041103
http://www.ncbi.nlm.nih.gov/pubmed/12005802
http://dx.doi.org/10.1016/j.spa.2015.04.008
http://dx.doi.org/10.1214/ECP.v17-1774
http://dx.doi.org/10.1214/08-AOP401
http://dx.doi.org/10.1090/S0002-9947-02-03074-X
http://dx.doi.org/10.1080/07362994.2014.962046


Symmetry 2020, 13, 380 13 of 13

23. Garra, R.; Orsingher, E.; Polito, F. Fractional diffusions with time-varying coefficients. J. Math. Phys. 2015, 56, 093301. [CrossRef]
24. Meerschaert, M.M.; Scheffler, H.P. Limit theorems for continuous time random walks with infinite mean waiting times. J. Appl.

Probab. 2004, 41, 623–638. [CrossRef]
25. Chen, Z.-Q.; Kim, K.-H.; Kim, P. Fractional time stochastic partial differential equations. Stoch. Process. Appl. 2015, 125, 1470–1499.

[CrossRef]
26. Meerschaert, M.M.; Sikorskii, A. Stochastic Models for Fractional Calculus; de Gruyter Stud. Math. 43, De Gruyter: Berlin, German,

2012.
27. Temam, R. Infinite-Dimensional Dynamical Systems in Mechanics and Physics. Second edition; Springer: New York, NY, USA, 1997.
28. Tudor, C.A. Analysis of Variations for Self-Similar Processes-A Stochastic Calculus Approach; Springer: Switzerland, Switzerland, 2013.
29. Tudor, C.A.; Xiao, Y. Sample path properties of the solution to the fractional-colored stochastic heat equation. Stoch. Dyn. 2017,

17, 1750004. [CrossRef]
30. Allouba, H. Time-fractional and memoryful ∆2k

SIEs on R+ ×Rd: how far can we push white noise? Illinois J. Math. 2013, 57,
919–963. [CrossRef]

31. Allouba, H. Brownian-time Brownian motion SIEs on R+ ×Rd: ultra regular direct and lattice-limits solutions and fourth order
SPDEs links. Discrete Contin. Dyn. Syst. 2013, 33, 413–463. [CrossRef]

32. Allouba, H. A Brownian-time excursion into fourth-order PDEs, linearized Kuramoto-Sivashinsky, and BTPSPDEs on R+ ×Rd.
Stoch. Dyn. 2006, 6, 521–534. [CrossRef]

33. Burdzy, K.; Khoshnevisan, D. The level sets of iterated Brownian motion. SÉMinaire Probab. XXIX Lect. Notes Math. 1995, 1613,
231–236.

34. Le Gall, J.-F. The Brownian snake and solutions of ∆u = u2 in a domain. Probab. Theory Relat. Fields 1995, 102, 393–432. [CrossRef]
35. Allouba, H. SPDEs law equivalence and the compact support property: applications to the Allen-Cahn SPDE. C. R. Acad. Sci.

Paris Sér. I Math. 2000, 331, 245–250. [CrossRef]
36. Allouba, H. L-Kuramoto-Sivashinsky SPDEs in one-to-three dimensions: L-KS kernel, sharp Hölder regularity, and Swift-

Hohenberg law equivalence. J. Differ. Equations 2015, 259, 6851–6884. [CrossRef]
37. Allouba, H. Uniqueness in law for the Allen-Cahn SPDE via change of measure. C. R. Acad. Sci. Paris Sér. I Math. 2000, 330,

371–376. [CrossRef]
38. Allouba, H. Different types of SPDEs in the eyes of Girsanov’s theorem. Stoch. Anal. Appl. 1998, 16, 787–810. [CrossRef]
39. Allouba, H.; Xiao, Y. L-Kuramoto-Sivashinsky SPDEs v.s. time-fractional SPIDEs: exact continuity and gradient moduli, 1/2-

derivative criticality, and laws. J. Differ. Equations 2017, 263, 15521610. [CrossRef]
40. Khoshnevisan D.; Peres Y.; Xiao Y. Limsup random fractals. Electr. J. Probab. 2000, 5, 1–24. [CrossRef]
41. Shao Q.-M. A Gaussian correlation inequality and its applications to the existence of small ball constant. Stoch. Process. Appl.

2003, 107, 269–287. [CrossRef]
42. Mainardi, F. Fractional Calculus and Waves in Linear Viscoelasticity; Imperial College Press: London, UK, 2010.
43. Meerschaert, M.M.; Nane, E.; Vellaisamy, P. Fractional Cauchy problems on bounded domains. Ann. Probab. 2009, 37, 979–1007.

[CrossRef]
44. Meerschaert M.M.; Wang W.; Xiao Y. Fernique type inequality and moduli of continuity for anisotropic Gaussian random fields.

Trans. Amer. Math. Soc. 2013, 365, 1081–1107. [CrossRef]
45. Xiao Y. Strong local nondeterminism and the sample path properties of Gaussian random fields. In Asymptotic Theory in Probability

and Statistics with Applications; Lai, T.L., Shao, Q.M., Qian, L., Eds.; Higher Education Press: Beijing, China, 2007; pp. 136–176.
46. Wang W.; Su Z.; Xiao Y. The moduli of non-differentiability of Gaussian random fields with stationary increments. Bernoulli 2020,

26, 1410–1430. [CrossRef]
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