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Abstract: Accurate prediction of photovoltaic power is conducive to the application of clean energy
and sustainable development. An improved whale algorithm is proposed to optimize the Support
Vector Machine model. The characteristic of the model is that it needs less training data to sym-
metrically adapt to the prediction conditions of different weather, and has high prediction accuracy
in different weather conditions. This study aims to (1) select light intensity, ambient temperature
and relative humidity, which are strictly related to photovoltaic output power as the input data;
(2) apply wavelet soft threshold denoising to preprocess input data to reduce the noise contained in
input data to symmetrically enhance the adaptability of the prediction model in different weather
conditions; (3) improve the whale algorithm by using tent chaotic mapping, nonlinear disturbance
and differential evolution algorithm; (4) apply the improved whale algorithm to optimize the Support
Vector Machine model in order to improve the prediction accuracy of the prediction model. The
experiment proves that the short-term prediction model of photovoltaic power based on symmetry
concept achieves ideal accuracy in different weather. The systematic method for output power
prediction of renewable energy is conductive to reducing the workload of predicting the output
power and to promoting the application of clean energy and sustainable development.

Keywords: photovoltaic power generation; accurate prediction; different weather conditions; im-
proved whale algorithm; Support Vector Machine

1. Introduction

With the continuous consumption of coal, oil, natural gas and other resources, energy
depletion and environmental pollution are becoming more serious [1]. Solar energy has the
characteristics of being green, clean and renewable, which have been widespread concerns,
and the urgent demand of environmental protection has promoted the rapid growth of
global solar energy system [2–4]. Photovoltaic (PV) power generation is an efficient way
to utilize solar energy, and the PV power generation proportion is increasing in line with
reductions in cost and improvements in technology [5]. PV output power has fluctuation and
uncertainty [6–8]; these characteristics bring difficulties to the optimal dispatching of power
system and are not conductive to the stability of renewable energy power system [9–11]. The
adverse impacts of PV power generation limit the improvement of the grid connection rate
of PV power generation, and are not conducive to the application of clean energy. Accurate
prediction of PV power is conducive to the safe operation of renewable energy power systems,
and is beneficial for the application of clean energy [12–14].

Most of the studies for short-time PV power prediction are based on the statistical
analysis of historical data [15]. PV prediction models include the linear model, nonlinear
model and combination model. The linear model infers changing trends in PV historical
data, and then predicts the PV output power. Reikard [16] used autoregressive models

Symmetry 2021, 13, 212. https://doi.org/10.3390/sym13020212 https://www.mdpi.com/journal/symmetry

https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0003-2488-7921
https://doi.org/10.3390/sym13020212
https://doi.org/10.3390/sym13020212
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/sym13020212
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/2073-8994/13/2/212?type=check_update&version=1


Symmetry 2021, 13, 212 2 of 26

to predict PV power, and achieved better results. Li et al. [17] argued that the linear
model was simple to implement, but had poor flexibility and low prediction accuracy.
The combination model is used to combine different prediction models in order. The
results of different prediction models are combined in the final result of combination
model. Liu et al. [18] proposed a variable weight combination prediction model which
integrates three different neural networks, and the prediction result of the combined model
is more accurate. Combined prediction method can integrate the advantages of each
prediction method in specific conditions, but the prediction model and prediction process
are more complicated.

The nonlinear models include Artificial Neural Network (ANN), Extreme Learning
Machine (ELM) and Support Vector Machines (SVM). The models are trained by PV histor-
ical data. Then, the input data and trained model are used for prediction. The advantages
of the nonlinear models are relative simplicity and high accuracy. Zhu et al. [19] proposed
an adaptive Back Propagation (BP) neural network model, which can adapt to the changes
of time and external environment by updating the training data. Priyadarshi et al. [20]
proposed an ANN method which applies the calculated astronomical variables to predict
the PV output power with certainty and probability. Li et al. [21] proposed a deep belief
network model, and realized the prediction of PV power generation in different seasons.
The experiment proves that the model achieves better prediction accuracy. Ni et al. [22]
considered the uncertainty of model and noise and proposed an optimal prediction interval
method based on the ELM for PV power generation prediction. J. Wang et al. [23] proposed
an ELM model which can update data automatically to predict PV power, and the model
improves the prediction accuracy through continuous learning. Ni et al. [24] combined the
upper and lower bound estimation method with the ELM to form the PV power generation
interval prediction model, and used a heuristic algorithm to optimize the model, which
achieved better effect. Neural network and ELM models have better prediction accuracy,
but neural network and ELM models require a large amount of training data. Prediction
accuracy will decrease when the amount of training data is small.

SVM requires less training data, and many studies have applied SVM to predict PV
power. The method proposed by Huang et al. [25] classified the PV power generation
historical data firstly, then used support vector regression (SVR) to learn the classified
data. Compared with simple SVR, the prediction accuracy of the method is enhanced.
Bae et al. [26] proposed an SVM regression model that considers multiple meteorological
factors. First, the meteorological data is clustered, and then the SVM is trained to predict the
clustered data. The above SVM models improve prediction accuracy, but the parameters of
SVM are not optimized, so the performance of the model cannot be maximized.

The regression performance of SVM is very sensitive to parameters. Chen et al. [27]
argued that SVM parameters had an important impact on regression performance. They
focus on maximizing the prediction ability of SVM, and demonstrate that its parameters
should be optimized. Many studies have optimized the parameters of prediction models by
using intelligent algorithms, and achieved better results [28,29]. Eseye et al. [30] proposed
a model which consisted of wavelet, optimization algorithm and SVM. The parameters
of SVM were optimized by optimization algorithm and wavelet was applied to process
bad data. The prediction accuracy was improved compared with other seven prediction
strategies. The prediction model proposed by Lin and Pai [31] consisted of least squares
vector regression and seasonal decomposition. The genetic algorithm was applied to
optimize the model and achieved better accuracy. Shang and Wei [32] proposed a PV
power generation prediction method which consisted of feature selection and support
vector regression. The best candidate input is selected by feature selection and the SVM is
optimized by the heuristic algorithm. The prediction accuracy of the method was enhanced.
Lin et al. [33] improved the moth to fire algorithm by using the mutation operator to increase
population diversity. The improved algorithm was applied to optimize the PV prediction
model. Experiments show that the optimized model achieves sufficient accuracy. A genetic
algorithm optimizing the SVM (GASVM) model is proposed by VanDeventer et al. [34] for
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PV power prediction at a residential level and the root mean square error (RMSE) and
mean absolute percentage error (MAPE) parameters of GASVM are reduced compared
with the traditional SVM.

Prior studies have achieved better prediction accuracy in a single weather condition,
but these studies lack consideration of different weather conditions and cannot guarantee
that the proposed prediction models have better performance in different weather con-
ditions. There is no unified method of PV prediction in different weather conditions. In
the research of prediction model optimization, there is a lack of in-depth research on the
selection and improvement of the algorithm. Therefore, an improved whale algorithm
(IMWOA) optimizing SVM model (IMWOA-SVM) for PV power prediction is proposed in
this study. SVM has advantages of greater efficiency and less demand for training data, so
it is more suitable as the prediction model when the training data is less. SVM prediction
accuracy is improved when the parameters are optimized by the intelligent algorithm. The
advantages of the whale optimization algorithm (WOA) include less codes, fast execution
speed and higher optimization accuracy, which make it suitable for SVM optimization [35].
However, the WOA algorithm also has the disadvantage of falling into a local optimal
solution, which affects the optimization effect [36–38]. In addition, the objective of this
study is to propose a high-precision PV power prediction method, symmetrically enhance
the adaptability of prediction method to different weather, reduce the amount of training
data required by prediction methods, reduce the adverse effects of PV power fluctuations
on the grid and promote the application of clean energy. Therefore, the WOA is improved
by a variety of methods in this study. Furthermore, the parameters of SVM are optimized
by IMWOA. For enhancing the prediction stability of IMWOA-SVM in different weather
conditions, wavelet threshold denoising is applied to preprocess the input data. The results
of the experiment prove that the IMWOA has stable optimization ability, and the predic-
tion model based on symmetry concept can achieve ideal prediction accuracy in different
weather conditions. This study helps to enhance the stability of renewable energy power
systems and is of great significance to sustainable development.

The work and innovation of this study include: (1) The IMWOA-SVM model is
proposed. The proposed model requires less training data, can symmetrically adapt to
various weather conditions, and has better prediction accuracy. (2) Wavelet soft threshold
denoising is applied to preprocess the input data. The interference signal from the input
data is reduced, and the prediction model has better prediction accuracy in various complex
conditions. (3) IMWOA is proposed by combining WOA with tent chaos initialization,
mutation disturbance and the differential evolution algorithm (DE), which significantly
enhances the ability of IMWOA to search for the optimal solution and escape from the
local optimal solution. (4) IMWOA is used to optimize SVM photovoltaic prediction model.
IMWOA has better global search ability and improves the comprehensive performance of
the PV prediction model.

This study is structured as follows. The Section 2 is the prediction model and its
improvement. The Section 3 is the input data preprocessing and experimental arrangement.
The Section 4 is the discussion of experimental results. Lastly, Section 5 are given.

2. Prediction Model and Its Improvement

This section firstly introduces the SVM regression model and the basic principle of
WOA, then introduces the improvement methods of WOA, and finally verifies the excellent
performance of IMWOA through the test function.

2.1. Support Vector Machine

SVM is often applied to solve classification and regression problems [39]. SVM can
achieve better prediction accuracy than other prediction models when the amount of
training data is limited. The principle of SVM is introduced as follows.
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xi is the input data, and yi is the output data. SVM attempts to fit (xi, yi) by a regression
equation, and the expression of regression equation is shown in Formula (1). ω and b are
the model parameters to be determined.

f (x) = ωTx + b (1)

However, the actual regression problems often cannot be solved by the linear regression
model represented by Formula (1). Many regression problems are nonlinear. Therefore, it
is necessary to construct a nonlinear function ϕ(x) and transform the nonlinear problem
into linear problem in the high-dimensional space. So, the Formula (1) can be converted
as follows [40].

f (x) = ωT ϕ(x) + b (2)

The goal of the SVM regression model is to make the deviation of f (x) and y minimize.
However, a slight deviation ε between f (x) and y is tolerated for improvement of the
generalization ability of SVM. After transformation, the optimization objective of SVM is
expressed as Formula (3).

min
ω,b

1
2‖ω‖

2 + C
m
∑

i=1
fε( f (xi)− yi)

fε(z) =
{

0 |z| ≤ ε

|z| − ε |z| > ε

(3)

C is the penalty factor, m is the amount of training data, ε is the threshold of a penalty
function. When the difference between the predicted value and the actual value is greater
than ε, a penalty term is introduced. When the difference between the predicted value and
the actual value is less than ε, the penalty term is zero.

After introducing the relaxation variable ζi and ζ∗i , Formula (3) is equivalent to
Formula (4).

min 1
2‖ω‖

2 + C
m
∑

i=1

(
ζi + ζ∗i

)
s.t.


f (xi)− yi − ε = ζi
yi − f (xi)− ε = ζ∗i
ζi ≥ 0, ζ∗i ≥ 0

(4)

Formula (4) is a linear constrained optimization problem. By introducing the Lagrange
multiplier to construct the Lagrange function, constraint conditions can be eliminated.
Based on Formula (4), the Lagrange function of the optimization problem is obtained as
shown in Formula (5) by introducing coefficient c, c∗, u and u∗.

L(ω, b, c, c∗, ζ, ζ∗, u, u∗) = 1
2‖ω‖

2 + C
m
∑

i=1
(ζ + ζ∗i ) +

m
∑

i=1
ci( f (xi)− yi − ε− ζi)

−
m
∑

i=1
uiζi −

m
∑

i=1
u∗i ζ∗i +

m
∑

i=1
c∗i (yi − f (xi)− ε− ζ∗i )

(5)

i = 0, 1, 2, . . . , m. If the partial derivative of L(ω, b, c, c∗, ζ, ζ∗, u, u∗) to ω, b, ζi and ζ∗i is 0,
the Formula (6) can be obtained by substituting the obtained relation into Formula (4).

max
c,c∗

m
∑

i=1
yi(c∗i − ci)− ε(c∗i + ci)− 1

2

m
∑

i=1

m
∑

j=1
(c∗i − ci)(c∗j − cj)xT

i xj

m
∑

i=1
(c∗i − ci) = 0

0 ≤ ci, c∗i ≤ C

(6)

Furthermore, the dual problem of Formula (6) can be obtained as shown in Formula (7).

f (x) =
m

∑
i=1

(c∗i − ci)xT
i x + b (7)
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Then, the kernel function is used for the nonlinear regression problem as shown in
Formula (8).

K f (x, xi) = exp(−|x− xi|
2σ

) (8)

So, the nonlinear regression equation can be expressed as Formula (9).

f (x) =
m

∑
i=1

(c∗i − ci)K f (x, xi) + b (9)

The values of the radius of the kernel function and the penalty factor determine the
regression ability of the SVM, and the optimal combination of parameters helps the SVM
to achieve the best prediction performance. So, IMWOA is applied to optimize these two
parameters to achieve the best prediction performance.

2.2. Whale Optimization Algorithm

The WOA is a novel heuristic algorithm [41]. Since it was proposed, it has been widely
studied due to its superior performance [42–44]. The search process is mainly divided into
three steps.

2.2.1. Surround the Prey

In this stage, humpback whales look for prey and surround them. The prey is the
optimal solution of optimization problem, and it is unknown. So, the WOA will regard
the current optimal solution as the optimal solution. The whale population will update
its position according to the position of the target prey. This behavior can be converted
as follows [45].

Db = |CwPbest(t)− P(t)|
P(t + 1) = Pbest(t)− AwDb

(10)

Pbest(t) is the current optimal solution, which is constantly updated with the increase in
iterations. P(t) is the position of the individual whale. t is the current number of iterations.
Aw and Cw are coefficients defined by Formulas (11) and (12).

Aw = 2cr− c (11)

Cw = 2r (12)

r is a random number, the value range is [0,1]. c is a vector that changes linearly from 2 to 0.

2.2.2. Bubble Net Predation

For description of the bubble net predation strategy, the following two mechanisms
are designed in WOA.

Contraction and encirclement mechanism: The mechanism is realized by decreasing
the value of c in Formula (11). The variation range of Aw decreases with the decrease in c,
which causes the whale population to gradually converge to the optimal individual.

Spiral update position: This method establishes a spiral trajectory according to the
distance between the whale and the optimal solution to simulate the spiral motion of the
individual whale. The spiral trajectory is defined by the Formula (13).

D′b = |Pbest(t)− P(t)|
P(t + 1) = D′bebr cos(2πr) + Pbest(t)

(13)

b is the constant that defines the shape of the helix.
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Shrinking and encircling prey and spiral swimming are simultaneous, Therefore, when
the individual whale is updated, there is a 50% probability of contraction encirclement and
50% probability of spiral swimming. The expression is shown as Formula (14).

P(t + 1) =
{

Pbest(t)− AwDb rand < 0.5
D′bebr cos(2πr) + Pbest(t) rand ≥ 0.5

(14)

rand is a random number between 0 and 1.

2.2.3. Hunting for Prey

In this stage, the humpback whales hunt for prey without knowing the position
of it. At this time, the reference used to update the whale position is not the optimal
individual position, but the individual position randomly selected in the humpback whale
population. This mechanism strengthens the random search of WOA. The update Formula
for humpback whales in the hunt phase is shown as Formula (15).

Dr = |CwPr(t)− P(t)|
P(t + 1) = Pr(t)− AwDr

(15)

Pr(t) is the individual whale randomly selected in the humpback whale population.
Figure 1 shows the overall process of the WOA algorithm through pseudo code. It

can be seen that the update process of the algorithm is concise and clear. The author did
not add complex mutation and evolution processes to the WOA. Only Aw and Cw keep
changing with the number of iterations. These advantages cause the WOA to have less code
and faster running speed, and also cause the WOA to have great room for improvement.
Although the WOA algorithm is relatively simple, its search ability is not inferior to other
optimization algorithms. Because the value of Aw changes with the number of iterations,
different Aw values will guide the WOA to perform different update behaviors. At first,
when the value of Aw is large, the WOA has a higher probability of selecting the humpback
whale position randomly selected as the update reference, which enhances the global
search capability of the WOA. As the iteration progresses, Aw gradually decreases, and
the WOA is more likely to choose the current optimal individual whale to update the
whale population, which improves the search accuracy of WOA. Based on the advantages
of the WOA discussed above, this study selects WOA as the optimization algorithm of
SVM prediction model. To make up for the deficiency of WOA and further enhance the
performance of the WOA, this study makes some improvements to the WOA and proposes
the IMWOA.

2.3. Improved Whale Optimization Algorithm

This section will introduce the improvement methods of the WOA, including population
initialization based on tent map, mutation disturbance to the optimal individual and combina-
tion with differential evolution algorithms. Finally, the optimization performance of IMWOA
is tested by several test functions and another five algorithms are used for comparison with
IMWOA, including the ant lion algorithm (ALO), particle swarm optimization algorithm
(PSO), moth to fire algorithm (MFO), multiverse algorithm (MVO) and WOA.

2.3.1. Tent Mapping Initialization

Initialization determines the distribution and the fitness of the initial population. The
distribution of the initial population generated by random generation method, which is
the default initialization method, is poor in the solution space. The initial population
can achieve better spatial distribution when the tent mapping is applied for initialization.
The individual position of the IMWOA is initialized by tent mapping in this study. The
expression of the tent mapping is shown as follows [46].
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f (xt+1) =

{
xt
u 0 ≤ xt ≤ u
(1−xt)

u u < xt ≤ 1
(16)

xt is the chaotic map sequence generated, u is the control parameter.
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return Pbest 

Figure 1. Pseudo code of the WOA.

When u = 0.5, the obtained chaotic sequences have approximately uniform distribu-
tion density. So, the expression of the tent mapping is converted to Formula (17).

f (xt+1) =

{
2xt 0 ≤ x ≤ 0.5
2(xt − 1) 0.5 < x ≤ 1

(17)

The steps to initialize the IMWOA population by tent mapping are as follows:

(1) Generate x0 randomly, which represents the initial values of chaotic variables, and
make x0 not equal to 0.5.

(2) Generate the chaotic mapping sequence iteratively according to the method of For-
mula (17), and if the chaotic variable enters a cycle, proceed to step (4).

(3) Judge the end condition. When the end condition is satisfied, proceed to step (5).
(4) Disturb x0 and regenerate chaotic sequences.
(5) Map the obtained chaotic value into the solution space of the optimization problem

to form the initial IMWOA population.

2.3.2. Variation Disturbance of Optimal Position

It can be seen from Formula (14) that the optimal individual is assumed to be the
prey, which constantly affects the updating of other individuals in the population. This
mechanism can bring many advantages to WOA. However, when the iteration number
is small, this mechanism causes the WOA quickly enter the local search phase without
finding enough excellent solutions, and makes the algorithm fall into local optimum.
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Therefore, adding nonlinear mutation disturbance to the optimal individual causes the
optimal individual to change with a certain probability, so the ability of IMWOA to escape
from the local optimal solution is enhanced. The expression of variation disturbance factor
is shown in Formula (18).

V = (1− t
Max_t

) tan((0.5− a)π) (18)

t is the current number of iterations, Max_t is the maximum number of iterations, a is a ran-
dom number in the range of [0,1]. The variation range of random disturbance also gradually
decreases, which ensures that the local search accuracy of IMWOA will not be affected.

2.3.3. Differential Evolution Algorithm

The DE algorithm includes mutation, crossover and selection. New individuals are
generated by mutation and crossover, and individuals with high fitness are retained by
selection. Adding the DE to the IMWOA can further enhance the diversity of solutions and
enhance the fitness of the IMWOA population.

1. Mutation: Select one individual in the population as the current individual X∗, and
then select three individuals except X∗ randomly. First, two randomly selected
individuals are subjected to a vector difference operation, and then the result is
subjected to a vector sum operation with the third individual to generate a mutant
individual. The Formula is shown as follows [47].

Xmut = random(Minsc, Maxsc)× (X1(t)− X2(t)) + X3(t) (19)

Xmut is a new individual produced by mutation, X1, X2 and X3 are three randomly
selected individuals, random(Minsc, Maxsc) is a random number in the range of
[Minsc, Maxsc].

2. Crossover: Crossover individual is composed of some elements of the current indi-
vidual and mutation individual. The crossover Formula is shown in (20).

Ui,j =

{
X∗i,j randi,j ≤ CR or j = Irand

Xmut
i,j otherwise

(20)

Ui,j is the j-th element of crossover individual. CR is the probability vector that
controls the crossover. randi,j is used to generate j dimensional random number
vectors. Irand is the control parameter to ensure the occurrence of crossover.

3. Selection: Compare the fitness values of X∗ and Ui, and retain the individuals with high
fitness into the next generation population. The selection Formula is shown in (21).

Xi(t + 1) =
{

Xi(t) i f f obj(Ui(t)) ≤ f obj(Xi(t))
Ui(t) otherwise

(21)

f obj(x) is the fitness value of x.

The optimization process of IMWOA is as follows, and Figure 2 shows the flow chart
of IMWOA.

(1) Initialize IMWOA parameters, including iteration number, solution dimension, popu-
lation size, decision variable matrix size, cross probability, etc.

(2) Generate the initial population of IMWOA based on the chaotic tent map, and calcu-
late the fitness value.

(3) Update the position and fitness of the whale population. The renewal process includes
mutation disturbance to the optimal individual.

(4) Carry the mutation and crossover operations of differential evolution algorithm to
generate crossover individuals.
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(5) Select the individuals between the cross individuals and the original individuals
according to the fitness to form the next generation.

(6) Judge the end condition. If the end condition is met, output the optimal solution. Else,
proceed to step (3).
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2.4. IMWOA Performance Test

In this section, the IMWOA is tested by several test functions. The test function
includes monotone function and non-monotone function, which can test the optimization
performance of the IMWOA comprehensively. Table 1 shows the expressions of the test
functions. The comparative experiments are made with several representative and widely
used optimization algorithms, including MVO, PSO, MFO, ALO and WOA to show the
performance of the IMWOA. Table 2 includes some special settings of algorithm parameters.
Furthermore, the undeclared parameters are the default values. Table 3 shows the statistical
test results, which are the average values for three sets of test results.
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Table 1. Test functions.

Expression Dim Range Optimum

F1(x) = ∑n
i=1 x2

i 10 [−100, 100] 0
F2 (x) = ∑n

i=1|xi|+ ∏n
i=1|xi| 10 [−10, 10] 0

F3(x) = ∑dim
i=1 (∑i

j=1 xj)
2 10 [−100, 100] 0

F4(x) = ∑ ([1 : dim].× [x.ˆ4]) + rand 10 [−1.28, 1.28] 0

F5(x) = −20 exp(−0.2
√

1
n ∑n

i=1 x2
i )− exp( 1

n ∑n
i=1 cos(2∏ xi)) + 20 + e 10 [−32, 32] 0

Table 2. Special parameter setting table.

Algorithm Parameter Value

ALL
Number of iterations 300

Number of search agent 50

IMWOA
Minsc 0.20
Maxsc 0.80

CR 0.20

PSO
C1 1.49
C2 1.49

Maxsc and Minsc are the upper and lower bounds of random(0, 1) in Formula (19), respectively. CR is the
parameter that controls the occurrence of crossover in Formula (20). C1 and C2 are learning factors of PSO.

Table 3. Statistical table of test results.

Function Index IMWOA WOA ALO MVO PSO MFO

F1
Mean 0 0 0 0.0145 0 0
RMSE 0 0 0 0.0145 0 0

F2
Mean 0 0 1.54 0.0428 0.136 0
RMSE 0 0 2.14 0.0429 0.0912 0

F3
Mean 0 227 0.458 0.209 0.00801 0.591
RMSE 0 228 0.675 0.238 0.00941 0.828

F4
Mean 0 0 0.0222 0.00211 0.0126 0.00717
RMSE 0 0 0.0245 0.0223 0.0160 0.00753

F5
Mean 0 0 0.385 0.964 0.0450 0
RMSE 0 0 0.667 1.18 0.0632 0

The test results are shown in Table 3, and all data less than 0.001 in the table are
counted as 0. The optimization values of the IMWOA are obviously better than those of
the other five algorithms. All the optimization values of the IMWOA are zero, but there are
some errors in other algorithms, which shows that the IMWOA has excellent global search
ability. The RMSE of the IMWOA is zero, which indicates that the optimization ability of
the IMWOA is very stable. The IMWOA optimization value and RMSE are both better than
the WOA, which proves that the improvement measures adopted can effectively enhance
the optimization performance of the IMWOA. Moreover, for individual test functions (F3),
the WOA has the problem of falling into local optimum, while the IMWOA avoids similar
problems, which shows that the improved method can effectively enhance the performance
of the IMWOA to escape from local optimal solution. In the same conditions, the IMWOA
has the best optimization accuracy and stability, whether it has a monotone function or
non-monotone function, which proves that the performance of IMWOA is excellent and
that the improvement measures adopted in this study are reasonable and effective.

3. Input Data Preprocessing and Experimental Arrangement

Many meteorological factors have an impact on the PV power, and different mete-
orological factors have different effects on it. In this section, the Pearson coefficient is
first applied to analyze the relationship between different meteorological factors and PV
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power. The meteorological factors strictly related to the PV output power are selected as the
prediction input data. Then, wavelet denoising is used to denoise the input data to remove
the noise in it, and the input data is normalized. Finally, the experimental arrangement
is described.

3.1. Selection of Input Data

PV output power is closely related to meteorological factors including light intensity,
ambient temperature, relative humidity, etc. Figure 3 shows the variation curve of the PV
output power from 8 to 18 h in sunny and cloudy weather conditions. Sunny and cloudy
weather are typical weather with representative characteristics, and the PV output power
presents great differences in these two types of weather. In sunny weather, the changes of
the meteorological factors are slow and the PV output power presents a regular parabola. In
cloudy weather conditions, the meteorological factors have a greater fluctuation, resulting
in PV output power also presenting a greater volatility, and the overall output power being
low. Therefore, the external meteorological factors determine the PV power and they can
be applied to accurately predict the PV power. Ignoring the key meteorological parameters
will increase the prediction deviation. However, considering too many meteorological
factors will greatly increase the workload of prediction, and excessive consideration of
irrelevant factors will also reduce the prediction accuracy. So, accurately measuring the
correlation between various meteorological factors and PV power and selecting the ap-
propriate factors as the input data of the prediction model is important to enhance the
prediction accuracy. The Pearson correlation coefficient is selected to measure the correla-
tion between meteorological factors and PV output power. The expression of the Pearson
coefficient is shown in (22).

ρx,y =
n∑ xy−∑ x∑ y√

n∑ x2 − (∑ x)2
√

n∑ y2 − (∑ y)2
(22)

x and y are variables with correlation. n is the total number of data. In this problem, x is
the weather factor, y is the output power of photovoltaic power generation, and ρx,y is the
correlation coefficient.
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Table 4 shows the meaning of the Pearson coefficient. It indicates positive correlation
when ρX,Y is greater than zero, it indicates no linear correlation when ρX,Y is equal to zero,
and it indicates negative correlation when ρX,Y is less than zero.
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Table 4. Meaning of Pearson correlation coefficient

ρX,Y Degree of Relevance

[0.8,1.0] Extremely strong
[0.6,0.8] Strong
[0.4,0.6] Moderate
[0.2,0.4] Weak
[0.0,0.2] Extremely weak

The correlation coefficients between PV power and the meteorological factors includ-
ing light intensity, diffuse intensity, ambient temperature, wind speed and humidity are
calculated. The test data are from a PV power station in Australia. Table 5 shows the
calculation results of the correlation coefficient.

Table 5. Correlation coefficient table of meteorological factors and photovoltaic power.

Month Light Intensity Diffuse Temperature Wind Speed Humidity

1 0.992 0.350 0.521 0.199 −0.590
2 0.994 0.449 0.521 0.262 −0.563
3 0.989 0.321 0.426 −0.053 −0.373
4 0.996 0.212 0.627 0.428 −0.596
5 0.995 0.256 0.696 0.580 −0.698
6 0.990 0.326 0.500 0.512 −0.731

Mean 0.993 0.319 0.549 0.321 −0.591
Relevance Extremely strong Weak Moderate Weak Moderate

The correlation coefficient of wind speed and PV power remains at a low level, and
the average correlation coefficient of six months is 0.321, showing a weak correlation.
Moreover, the correlation coefficient fluctuates greatly among different months. The
maximum correlation coefficient is 0.580, and the minimum correlation coefficient is−0.053,
indicating that the correlation is extremely unstable. So, it is not suitable to select wind
speed as the input data. The correlation coefficient of light intensity and PV power remains
at a high value. The average correlation coefficient of six months is 0.993, the maximum
and minimum correlation coefficient are 0.996 and 0.989, showing an extremely strong and
stable correlation. So, it is appropriate to select the light intensity to predict the PV power.
According to the same analysis method, the environmental temperature and humidity
present stable moderate correlation with PV power, diffuse radiation and PV output power
present stable weak correlation. In this study, the light intensity, ambient temperature and
humidity are selected as input data considering the accuracy and complexity of the model.

3.2. Denoising and Normalization of Input Data

Light intensity, ambient temperature and relative humidity should be continuous and
slowly changing signals, but, when affected by measurement conditions and other factors,
these signals contain a lot of noise, which causes the measurement waveform to show
the characteristics of fluctuation. The accuracy of the prediction model will be adversely
affected if these data with noise are used for the training of the prediction model. So, it is
necessary to take measures to reduce the noise in input data.

There are many data denoising methods, and many studies have also examined
various data denoising methods [48], among which wavelet threshold denoising is widely
used [49]. The signal containing noise is decomposed by wavelet. The decomposed signal
has a larger signal wavelet coefficient and a smaller noise wavelet coefficient. Comparing
the obtained wavelet coefficients with the threshold value, the wavelet coefficient that
is higher than the threshold value is considered as the signal, and should be retained.
Furthermore, the wavelet coefficient that is lower than the threshold value is considered
as noise, and should be removed. Setting an appropriate threshold can achieve ideal
denoising effect. Figure 4 shows the flow chart of wavelet threshold denoising, and the
steps are shown below.
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(1) Decompose the original signal and obtain the wavelet coefficients.
(2) Set threshold and threshold function.
(3) Denoise the wavelet coefficients by threshold to filter the noise information in the signal.
(4) Reconstruct the processed wavelet coefficients to obtain the denoised signal.
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The threshold denoising of wavelet denoising has a decisive impact on the denoising
effect of the signal. Threshold denoising involves the selection of the threshold and
threshold function. The selection of the threshold is complex and related to many aspects,
and the default setting is generally used. There are two types of threshold functions.
The first type is a hard threshold function, which sets the signal that is lower than the
threshold to zero and keeps the signal that is higher than the threshold unchanged. The
hard threshold function can cause the signal to retain more original information. However,
the signal will break obviously near the threshold and the signal continuity is poor. The
second type is a soft threshold function which processes the signal that is higher than the
threshold by adding or subtracting the threshold value and sets the signal that is lower than
the threshold to zero. The soft threshold function causes the denoised signal to become
smoother and more continuous. Practice has proved that the prediction model trained
by the signal processed by the soft threshold function has higher prediction accuracy.
Therefore, this study applies the soft threshold function to preprocess the prediction input
data. For intuitively reflecting the denoising effect of the soft threshold function, the data
of daytime temperature, humidity and light intensity are intercepted for wavelet soft
threshold denoising. Figure 5 shows the effect picture of wavelet soft threshold denoising.

The first picture is the temperature curve, the second one is the humidity curve, and the
third one is the light intensity curve. The red line in Figure 5 represents the data denoised by
wavelet soft threshold and the blue line is the original data. Since there are many noise signals
in the original temperature and humidity data, the signal denoised by wavelet undergoes
obvious changes compared to the original signal. However, the light intensity signal changes
gently and contains less noise, so the signal after wavelet denoising undergoes no obvious
change compared to the original signal. It can be found that the input signal without denoising
contains high-frequency noise, and the signal waveform contains many turning points and
fluctuates greatly. After wavelet soft threshold denoising, the waveform is smoother, many
abrupt points are eliminated, and the real data are restored, which is beneficial for improving
prediction accuracy. In this study, the training and testing input data are processed by wavelet
soft threshold denoising to improve the prediction accuracy.
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As shown in Figure 5, different meteorological factors have different units, and the
variation range of the signals is also very different. So, they cannot be directly used for
model training and prediction, and they need to be normalized. The normalization Formula
is shown in Formula (23).

Vn =
V −Vmin

Vmax −Vmin
(23)

Vn is the normalized data, V is the non-normalized data, Vmax is the maximum value of the
data, Vmin is the minimum value of the data.

In this study, the data of temperature, humidity, light intensity, PV power are normalized.

3.3. Experimental Arrangement

The prediction model of IMWOA-SVM was tested in sunny and cloudy weather
conditions based on the data from Desert Knowledge Australia (DKA) Solar Center in
Australia, and the prediction results were compared with five SVM models, and ELM and
BP neural networks, respectively. Two days’ data of randomly selected typical weather are
used for training, and one day’s randomly selected data are used for testing. The prediction
period is from 8:00 to 18:00 in the daytime. Figure 6 shows the prediction flow chart of
IMWOA-SVM, and the steps of using IMWOA-SVM to predict PV power are as follows.

(1) Select training data and testing data in sunny and cloudy weather, respectively.
(2) Preprocess training input data and testing input data by wavelet soft threshold denoising.
(3) Normalize training and testing data.
(4) Initialize the parameters of the IMWOA-SVM photovoltaic output power prediction model.
(5) Train the prediction model by training data. Apply the IMWOA to optimize the SVM.

Test the prediction model by the test data.
(6) Obtain the optimal prediction model of PV power. Predict the PV power.
(7) Normalize the prediction output power inversely and output the experimental results.

In the process of model optimization, the mean square error (MSE) of the prediction
power and the actual power is used as the objective function of IMWOA optimization. The
definition of MSE is shown in Formula (24).

MSE =
1
n

n

∑
i=1

(P∗i − Pi)
2 (24)

P∗i is the predicted PV power, Pi is the actual PV power, n is the number of sample points.
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Besides MSE, some other indexes are applied to evaluate the prediction results more
comprehensively, including mean absolute error (MAE), root mean squared error (RMSE),
R-square (R2) and mean absolute percentage error (MAPE). The definitions of these evalua-
tion indexes are shown in Formula (25).

MAE = 1
n

n
∑

i=1

∣∣P∗i − Pi
∣∣

RMSE =

√
1
n

n
∑

i=1
(P∗i − Pi)

2

R2 = 1−

n
∑

i=1
(P∗i −Pi)

2

n
∑

i=1
(Pi−Pi)

2

MAPE = 1
n

n
∑

i=1

∣∣∣ P∗i −Pi
Pi

∣∣∣× 100%

(25)

It should be noted that the larger R2 is and the smaller the MSE, MAE, RMSE and
MAPE are, the better the prediction results can track the actual output power.

4. Experimental Results and Discussion

In this section, the experiment results will be analyzed and discussed. The discussion
is divided into two parts: the first part is the discussion of the experiment results in sunny
weather, and the second part is the discussion of the experiment results in cloudy weather.
In each weather condition, the IMWOA-SVM is first compared with other five models,
including the ALO-SVM, MFO-SVM, MVO-SVM, PSO-SVM and WOA-SVM, and then
compared with the BP neural network and ELM.
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4.1. Prediction Results in Sunny Weather
4.1.1. Comparison with Other SVM Models

The IMWOA-SVM prediction model and the other five SVM models were tested with
PV data of sunny weather and Figure 7 shows the test results.
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Figure 7. Prediction results of SVM models in sunny weather.

The red line in Figure 7 represents the predicted power curve of IMWOA-SVM, the
black line is the actual power curve, and other curves are shown in the legend. The PV
power changes smoothly in sunny weather, showing a parabola type of high in the middle
and low sections in both sides. The prediction results of the algorithm optimizing the
SVM model can generally describe the trend of PV power. The prediction results of the
ALO-SVM, MFO-SVM and WOA-SVM have some deviations with the actual power, and
the prediction results of the IMWOA-SVM, MVO-SVM and PSO-SVM models are basically
consistent with the actual power. In order to further intuitively show the difference of
prediction accuracy, Figure 8 shows the accumulated value of absolute error of model
prediction results in sunny weather.
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The accumulated absolute error gradually increases over the course of a day. The
accuracy of ALO-SVM, MFO-SVM, WOA-SVM is poor, the accumulated error increases
rapidly, and the accumulated error reaches more than 20 kW. The prediction accuracy of
IMWOA-SVM, MVO-SVM, PSO-SVM is high. Although the accumulated error is also
increasing, it has been kept at a low level and finally stabilized at 5 kW. The curve is
relatively straight without an obvious mutation point, which shows that the prediction
performance is stable. The accumulated absolute error of IMWOA-SVM is almost the same
as that of MVO-SVM. The prediction accuracy of PSO-SVM is inferior to IMWOA-SVM in
the first and final stages, and slightly better in the middle stage. The accumulated error
values of the two models are roughly the same.

Figure 9 shows the statistical chart of the prediction error interval of the models in sunny
weather. The transverse axis is the maximum value of the error range, and the longitudinal
axis is the ratio of the prediction error in the corresponding error range. The more the bar
graph is concentrated to the left, the more consistent the prediction result of corresponding
model with the actual power curve, the more accurate the prediction is. Taking the IMWOA-
SVM model as an example, the absolute error of IMWOA-SVM prediction results accounts
for about 95% in the interval [0, 0.5] and about 5% in the interval [0.5, 1.0]. The absolute
error of other models accounts for less than 95% in the interval of [0, 0.5], which shows that
IMWOA-SVM has higher prediction accuracy.
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4.1.2. Comparison with BP Neural Network and ELM

Figure 10 shows the prediction results of the IMWOA-SVM, BP neural network and
ELM in sunny weather. The predicted results of the IMWOA-SVM fit the actual power
curve best. The BP neural network can also predict the change of actual power well, but
compared with the IMWOA-SVM, the error is obviously larger. The prediction results of
ELM miss a lot of detailed information, and can hardly be applied in practice.

The absolute error accumulation chart of BP and ELM is shown in Figure 11 to
intuitively display the error. The accumulated error of the IMWOA-SVM prediction results
increases slowly and the curve is relatively straight, which indicates that the IMWOA-SVM
can maintain high accuracy throughout the whole period of time. However, the error curve
of BP is gentle in the front section and warped in the tail section, which indicates that the
accuracy of BP decreases at the tail end and the prediction performance is unstable. The
accumulated error curve of ELM increases rapidly, and the front and back sections of the
curve are obviously warped, which indicates that ELM prediction results are very unstable
and the prediction accuracy is very poor.
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Table 6 is the summary evaluation table of prediction results in sunny weather. Pre-
diction results are comprehensively evaluated by MSE, RMSE, MAE, MAPE and R2. The
bold font in the table indicates the optimal value of the evaluation index. The MSE of
IMWOA-SVM is 0.069, RMSE is 0.263, MAPE is 0.047, R2 is 0.995, which reach the optimal
value. The MAE is 0.212, which is 0.009 higher than that of PSO (0.203). Overall, the
prediction result of IMWOA-SVM is the best.
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Table 6. Evaluation table of prediction results in sunny weather.

Parameter IMWOA ALO MFO MVO PSO WOA BP ELM

MSE 0.069 0.859 0.970 0.069 0.072 0.962 0.587 8.887
RMSE 0.263 0.927 0.985 0.263 0.268 0.981 0.766 2.981
MAE 0.212 0.783 0.923 0.212 0.203 0.870 0.632 2.578

MAPE 0.047 0.103 0.130 0.048 0.057 0.161 0.179 0.506
R2 0.995 0.933 0.924 0.995 0.994 0.925 0.954 0.305

In conclusion, the prediction performance of the six SVM models, the BP neural
network and the ELM is tested in this section based on the data of sunny weather. The test
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results prove that most of the SVM models are more accurate, while prediction accuracy
of BP neural network and ELM is relatively poor. The reason is that BP neural network
and ELM have a large demand for training data, while this study is based on small
training samples. The training data consists of two days’ historical data, which is far from
meeting the requirements of BP neural network and ELM for training data volume, so
their prediction performance is poor. The SVM model has the advantage of less training
data demand, so the overall prediction result is preferred, which is also the reason why
SVM is selected for PV prediction in this study. Several evaluation indexes show that the
prediction performance of IMWOA-SVM is the best.

4.2. Prediction Results in Cloudy Weather

In this section, we will test the PV prediction model in cloudy weather. The PV
output power presents great volatility and instability in cloudy weather, which brings more
difficulties to the prediction work. In such extreme conditions, the prediction performance
of the prediction model can be tested more effectively.

4.2.1. Comparison with Other SVM Models

The prediction results of SVM models in cloudy weather is shown in Figure 12.
In cloudy weather, the prediction deviations of ALO-SVM, MFO-SVM and WOA-SVM
which perform poorly in sunny weather are still relatively large, and the prediction results
of PSO-SVM and MVO-SVM with high accuracy also show obvious deviation and the pre-
diction performance declines. Only the prediction result of the IMWOA-SVM proposed can
track the actual output well. The absolute error accumulation chart of each model in cloudy
weather is shown in Figure 13 to show the change of prediction error more intuitively.
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In cloudy weather, the prediction error of prediction model generally increases due
to the violent fluctuation of actual PV power. The PSO-SVM and MVO-SVM models
with higher prediction accuracy in sunny weather have larger prediction error in cloudy
weather, and the accumulated error increases to 15 KW, which shows that the performance
of this two PV prediction model is not stable. It can achieve better prediction accuracy in
sunny weather with small disturbances, but cannot achieve ideal prediction accuracy in
cloudy weather with large disturbances. Although the prediction error of the IMWOA-
SVM proposed also increases in cloudy weather, reaching about 7 KW, the rising range
is not large and the IMWOA-SVM can still predict the changes of actual PV power. The
accumulated error curve of the IMWOA-SVM is still relatively straight, which shows
that the complex meteorological conditions of cloudy weather have little impact on the
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prediction performance of the IMWOA-SVM. It proves that the IMWOA-SVM has superior
anti-interference ability and adaptability to different weather conditions.
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Figure 14 shows the statistical chart of prediction error intervals in cloudy weather.
The proportion of the IMWOA-SVM in the minimum error range is 90%, and the prediction
accuracy is hardly affected. The prediction error of other models accounts for only 55%
in the minimum range, and the prediction results of other models generally tend to the
interval with larger error. The prediction errors become larger in complex weather, which
is consistent with the previous conclusion. The results show that the IMWOA-SVM can
achieve better prediction accuracy in both sunny and cloudy weather, which shows that
the IMWOA-SVM has high prediction accuracy and better stability.

Symmetry 2021, 13, x FOR PEER REVIEW 22 of 27 
 

 

that the complex meteorological conditions of cloudy weather have little impact on the 

prediction performance of the IMWOA-SVM. It proves that the IMWOA-SVM has supe-

rior anti-interference ability and adaptability to different weather conditions. 

Figure 14 shows the statistical chart of prediction error intervals in cloudy weather. 

The proportion of the IMWOA-SVM in the minimum error range is 90%, and the predic-

tion accuracy is hardly affected. The prediction error of other models accounts for only 

55% in the minimum range, and the prediction results of other models generally tend to 

the interval with larger error. The prediction errors become larger in complex weather, 

which is consistent with the previous conclusion. The results show that the IMWOA-SVM 

can achieve better prediction accuracy in both sunny and cloudy weather, which shows 

that the IMWOA-SVM has high prediction accuracy and better stability. 

 

Figure 14. Statistical chart of error interval in cloudy weather. 

4.2.2. Comparison with BP Neural Network and ELM 

In cloudy weather, the prediction accuracy of BP neural network is significantly re-

duced. The prediction curve of BP deviates from the actual curve, as shown in Figure 15. 

The deviation points are mainly concentrated in the actual power mutation, and only a 

few points can accurately describe the actual output power. The prediction result of ELM 

is still not ideal; the predicted curve deviates significantly from the actual curve, and lacks 

a significant amount of characteristic information on the actual power output curve. 

 

Figure 15. Prediction results of BP and ELM in cloudy weather. 

Figure 14. Statistical chart of error interval in cloudy weather.

4.2.2. Comparison with BP Neural Network and ELM

In cloudy weather, the prediction accuracy of BP neural network is significantly
reduced. The prediction curve of BP deviates from the actual curve, as shown in Figure 15.
The deviation points are mainly concentrated in the actual power mutation, and only a few
points can accurately describe the actual output power. The prediction result of ELM is
still not ideal; the predicted curve deviates significantly from the actual curve, and lacks a
significant amount of characteristic information on the actual power output curve.
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The accumulated absolute error chart of BP and ELM in cloudy weather is shown in
Figure 16. The maximum accumulated error of BP is more than 25 kW in cloudy weather,
while it is not more than 15 kw in sunny weather. The accumulated error curve of the BP
neural network and ELM increases step by step. The curve up warping mainly occurs
during the period when the actual power fluctuates greatly and, in the stable range of
actual power, the accumulated error curve is relatively gentle. It proves that the data
fluctuation has a great influence on the prediction accuracy of BP and ELM. The prediction
performance is unstable, and the adaptability to weather types is poor.

Finally, the comprehensive evaluation table of the model prediction results is given,
as shown in Table 7. The MSE of the IMWOA-SVM is 0.257, the RMSE is 0.507, the MAE
is 0.331, and the R2 is 0.979, all of which reach the optimal value. Due to the existence of
zero value in cloudy weather data, the MAPE evaluation index is not used. The evaluation
results of the IMWOA-SVM are better than other models in cloudy weather.
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Table 7. Evaluation table of prediction results in cloudy weather.

Parameter IMWOA ALO MFO MVO PSO WOA BP ELM

MSE 0.257 1.297 4.987 0.783 0.655 0.809 2.717 2.756
RMSE 0.507 1.139 2.233 0.885 0.809 0.899 1.648 1.660
MAE 0.331 0.996 2.012 0.671 0.630 0.748 1.338 1.283

R2 0.979 0.893 0.588 0.935 0.946 0.933 0.775 0.772

In conclusion, the prediction performance of the six SVM models, the BP neural
network and the ELM has been tested, in this section, with the data of cloudy weather.
The test results show that the accuracy of cloudy weather decreases compared with sunny
weather. The prediction accuracy and stability of BP neural network and ELM are not
better, and they are not suitable as the prediction model in this study. Other prediction
models based on SVM have better prediction accuracy in sunny weather, but have poor
prediction accuracy in cloudy weather, indicating that these models have poor adaptability
and poor anti-interference ability. The proposed IMWOA-SVM model can achieve ideal
prediction performance in both sunny and cloudy weather, especially in complex cloudy
weather, and it can also achieve better prediction accuracy. The experimental results prove
that the IMWOA-SVM model has better prediction accuracy and anti-interference ability,
and prove that the proposed improvement measures in this study are effective.

5. Conclusions

PV output power has the characteristic of uncertainty, which is not conductive to the
stability and security of power system. In different weather, PV power has significantly
different characteristics, which increases the difficulty of power prediction. For further
symmetrically improving the prediction accuracy of PV power in different weather con-
ditions and promoting the use of clean energy, an improved whale algorithm optimizing
SVM model is proposed in this study. The advantages of this model are that it can reduce
the demand for input data, adapt to the changes of weather conditions, and achieve ideal
prediction accuracy in complex weather conditions compared with similar prediction mod-
els. The research contents include the selection of input data, the preprocessing of data, the
improvement of the optimization algorithm and the optimization of the SVM prediction
model. The following conclusions are obtained.

(1) The PV power is determined by some meteorological factors, and it has significantly
different characteristics in different weather conditions. Through the correlation anal-
ysis, it is found that PV power has the strongest correlation with the meteorological
factors including light intensity, ambient temperature and humidity. Furthermore,
these meteorological factors can be used to accurately predict PV power.

(2) The wavelet soft threshold denoising can be applied for the pretreatment of PV input
data. It can effectively eliminate the noise contained in input data and improve the
coherence of the input data, which is beneficial to remove the adverse impact of noise
and enhance the stability of the prediction model in complex weather conditions.

(3) The BP neural network and ELM have large demand for training data. When the
training data are not sufficient, the ideal prediction accuracy cannot be achieved. SVM
has less demand for training data, and can achieve ideal prediction accuracy when
there is less training data, which is suitable for PV output power prediction models
with less training data.

(4) The optimization performance of WOA can be effectively improved through combi-
nation with the hybrid improved method. By combining the original WOA with tent
chaos initialization, mutation disturbance of the optimal individual and DE algorithm,
the comprehensive performance of the IMWOA is significantly enhanced.

(5) The IMWOA-SVM photovoltaic output power prediction model applies wavelet
denoising to process the predicted input data, and applies the hybrid improved
whale algorithm to optimize the SVM, which significantly improves comprehensive
prediction performance in different weather conditions.
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(6) The proposed IMWOA-SVM photovoltaic output power prediction model can sym-
metrically achieve the accurate prediction for PV power in different weather condi-
tions, especially in complex weather conditions. It can provide the operation and
scheduling department with reliable reference, help to improve the utilization rate of
renewable energy power generation and maintain the security of renewable energy
power systems. It is of great significance to the application of clean energy.

The input data selection method, input data preprocessing method, algorithm selec-
tion and improvement method and model optimization method proposed in this study
constitute a complete prediction method of renewable energy generation output power. It
can be applied not only to predict the PV power, but also to predict other similar renewable
energy power. It provides a reference for the optimization and improvement of prediction
models of other similar renewable energy and is expected to develop into a general method
to predict the output power of renewable energy power.

This study has limitations. In the stage of selecting input data, the linear correlation
between wind speed, temperature, humidity, light intensity, diffuse intensity and PV power
is simply analyzed, but the complex nonlinear relationship behind the data is not deeply
considered, which may cause some important data to be ignored. Future studies should
enhance the optimization of the prediction method and the selection of input data to
improve the performance of the IMWOA-SVM. In addition, this study is based on the
SVM model; more types of models should be introduced into the prediction field to further
improve the prediction accuracy in future research.
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Abbreviations

Acronyms list
ALO Ant lion optimization algorithm
DE Differential evolution algorithm
IMWOA Improved whale optimization algorithm
MAPE Mean absolute percent error
MFO Moth to fire algorithm
MSE Mean square error
PSO Particle swarm optimization algorithm
RMSE Root mean square error
SVM Support vector machine
SVR Support vector regression
WOA Whale optimization algorithm
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Nomenclature variables
a, a∗, u, u∗ Iteration variables of whale algorithm
A, Cw Iteration variables of whale algorithm
b Spiral motion constant of whale or Regression bias
C Penalty factor
C1, C2 Learning factor
CR Crossover probability
Maxsc Maximum scale factor
Max_t Maximum number of iterations
Minsc Minimum scale factor
t Current iterations
U New individuals obtained by crossing
X Individual whale population
Xbest Optimal individual of whale population
Xn New individuals obtained by mutation
Xrand Random individuals of whale population
X∗ Current individuals
xt Tent chaotic mapping sequence
ϕ(x) Nonlinear mapping function
ε Permissible deviation
ρ Pearson correlation coefficient
ξ, ξ∗ Relaxation variable
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