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Abstract: The major aim of this paper is the presentation of Aboodh transform of the Atangana–
Baleanu fractional differential operator both in Caputo and Riemann–Liouville sense by using the
connection between the Laplace transform and the Aboodh transform. Moreover, we aim to obtain
the approximate series solutions for the time-fractional differential equations with an Atangana–
Baleanu fractional differential operator in the Caputo sense using the Aboodh transform iterative
method, which is the modification of the Aboodh transform by combining it with the new iterative
method. The relation between the Laplace transform and the Aboodh transform is symmetrical.
Some graphical illustrations are presented to describe the effect of the fractional order. The outcome
reveals that Aboodh transform iterative method is easy to implement and adequately captures the
behavior and the fractional effect of the fractional differential equation.
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1. Introduction

The role of fractional differential operations in evaluating and simulating history
dependent evolution models in physics and engineering cannot be over emphasized
because of their properties [1–5]. Several definitions of fractional differential operator exist
in literature. For extensive study on fractional derivative operators, refer to [6–10].

Recently, Atangana and Baleanu presented a new fractional differential operator which
utilizes the Mittag–Leffler function as the kernel to replace the exponential function kernel
of the Caputo-Fabrizo fractional differential operator [11,12]. This is performed with the
purpose of introducing a non-local, non-singular kernel and to overcome the limitations
of other fractional differential operators. For instance, the Riemman–Liouville fractional
differential operator did not properly account for the initial condition, while the Caputo
fractional differential operator was able to resolve this issue with the initial condition but
was confronted with the limitation of singular kernel .

The use of an integral transform combined with analytical methods for the solution of
fractional differential equations in the fast convergence series form is popular among re-
searchers [13–17]. The concept of the Caputo–Fabrizio fractional derivative was extended to
the model of HIV-1 infection of CD4+ T-cell using the homotopy analysis transform method
in [18]. The fractional Caputo–Fabrizio derivative was utilized to introduce two types of
new high order derivative with their existence solutions in [19]. The authors in [20] studied
the Laplace transform, Sumudu transform, Fourier transform and Mellin transform of
the Atangana–Baleanu fractional differential operator. Moreover, the Shehu transform
was applied on the Atangana–Baleanu fractional derivative in [21], and some new related
properties are established.
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The novelty of this paper is the establishment of the Aboodh transform of the Atangana–
Baleanu fractional differential operator both in the Caputo and Riemman–Liouville sense
using the connection between the Laplace transform and the Aboodh transform. Moreover,
we validate the Aboodh transform iterative method [4] for the solution of Atangana–Baleanu
fractional differential equation.

We structure this paper as follows. Section 2 consist of the fundamental concept while,
in Section 3, we discuss the basic idea of Aboodh transform iterative method. In Section 4,
we validate the Aboodh transform iterative method for the solution of Atangana–Baleanu
fractional differential equation and provide some concluding remarks in Section 5.

2. Preliminaries

In this section, some definitions, theorems and properties that will be useful in this
paper is given.

Definition 1. The Aboodh transform of a function Q(t) with exponential order over the class of
functions [4]

C = {Q : |Q(t)| < Bepj |t|, i f t ∈ (−1)j × [0, ∞), j = 1, 2; (B, p1, p2 > 0)} (1)

is written as
A [Q(t)] =M(ψ), (2)

and defined as

A [Q(t)] =
1
ψ

∫ ∞

0
Q(t)e−ψtdt =M(ψ), p1 ≤ ψ ≤ p2. (3)

Obviously, The Aboodh transform is linear as the Laplace transform.

Definition 2. The inverse Aboodh transform of a function Q(t) is defined as [4].

Q(t) = A −1[M(ψ)]. (4)

Definition 3. Let Q(t)∈ C , then the Laplace transform is defined by the following integral [22].

Q(t) =
∫ ∞

0
Q(t)e−stdt. (5)

The Laplace transform of Q(t) is written as follows.

L[Q(t)] = Q(s). (6)

If ψ and s are unity, then Equations (3) and (5) are equal; hence, the relationships between the
Aboodh transform and the Laplace transform are symmetrical.

Theorem 1 ([23]). If Q(t) ∈ C with the Aboodh transform A [Q(t)] and Laplace transformL[Q(t)],
then the following is the case.

M(ψ) =
1
ψ
Q(ψ). (7)

Definition 4. The Mittag–Leffler function is a special function that often occurs naturally in the
solution of fractional order calculus, and it is defined as follows [24].

Eβ(Z) =
∞

∑
ρ=0

Zρ

Γ(ρβ + 1)
, β, Z ∈ C, Re(β) ≥ 0, (8)
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In generalized form [24], it is defined as follows.

Eµ
β,γ =

∞

∑
ρ=0

Zρ(µ)ρ

Γ(γ + ρβ)ρ!
, β, γ, Z ∈ C, Re(β) ≥ 0, Re(γ) ≥ 0, (9)

Moreover, we assume (µ)ρ to be the Pochhammer’s symbol.

Definition 5. Let Q ∈ H1(0, 1) and 0 < β < 1, then the Atangana–Baleanu fractional derivative
defined in the Caputo sense is given as follows [11].

ABC
0 Dβ

t Q(t) =
N(β)

1− β

∫ t

0
Q
′
(x)Eβ

(
−β(t− x)β

1− β

)
dx. (10)

Definition 6. Let Q ∈ H1(0, 1) and 0 < β < 1, then the Atangana–Baleanu fractional derivative
defined in the Riemann–Liouville sense is given as follows [11].

ABR
0 Dβ

t Q(t) =
N(β)

1− β

d
dt

∫ t

0
Q(x)Eβ

(
−β(t− x)β

1− β

)
dx, (11)

The normalization function N(β) > 0 satisfies the condition N(0) = N(1) = 1.

Theorem 2 ([11]). The Laplace transform of Atangana–Baleanu fractional derivative according to
the Caputo sense is derived as follows:

L
[

ABC
0 Dβ

t Q(t)
]
=

N(β)

1− β
× sβF(s)− sβ−1 f (0)

sβ + β
1−β

, (12)

Moreover, the Laplace transform of Atangana–Baleanu fractional derivative according to the
Riemann–Liouville sense is derived as follows.

L
[

ABR
0 Dβ

t Q(t)
]
=

N(β)

1− β
× sβF(s)

sβ + β
1−β

. (13)

Theorem 3. If Ω, β ∈ C, with Re(β) > 0, then the Aboodh transform of Eβ(Ωtβ) is derived as
the following:

M(Eβ(Ωtβ)) =
1

ψ2

(
1− Ω

ψβ

)−1
, (14)

where |Ωψ−β| < 1.

Proof of Theorem 3. Let us use the following Laplace transform formula:

L[Eβ(Ωtβ)] =
1
s
(1−Ωs−β)−1, (15)

then by using Equation (7), we have the following.

M(ψ) =
1
ψ
Q(ψ)

=
1
ψ

(
1
ψ
(1−Ωψ−β)−1

)
(16)

= ψ−2(1−Ωψ−β)−1. (17)
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Theorem 4. Let β, γ ∈ C, with Re(β) > 0, Re(γ) > 0, the Aboodh transform of tγ−1Eµ
β,µ(Ωtβ)

is derived as follows.

tγ−1Eµ
β,µ(Ωtβ) =

1
ψγ+1 (1−Ωψ−β)−µ, |Ωψ−β| < 1. (18)

Proof of Theorem 4. Let us use the Laplace transform formula:

L[tγ−1Eµ
β,γ(Ωtβ)] = s−µ(1−Ωs−β)−µ, (19)

then by using Equation (7), we have the following.

M(tγ−1Eµ
β,γ(Ωtβ)) =

1
ψ
Q(ψ) (20)

=
1
ψ

(
1

ψγ
(1−Ωψ−β)−µ

)
=

1
ψγ+1 (1−Ωψβ)µ. (21)

Theorem 5. IfM(ψ) is the Aboodh transform of Q(t) ∈ C and Q(s) is the Laplace transform of
Q(t)∈ C , then the Aboodh transform of Atangana–Baleanu fractional derivative according to the
Caputo sense is derived as follows.

M(ABC
0 Dβ

t Q(t)) =
N(β)(M(ψ)− ψ−2Q(0))

1− β + βψ−β
. (22)

Proof of Theorem 5. Using the relationship between the Aboodh transform and Laplace
transform, we obtain the following.

M(ABC
0 Dβ

t Q(t)) =
1
ψ

N(β)

1− β
× ψβQ(ψ)− ψβ−1Q(0)

ψβ + β
1−β


= ψβ

(
N(β)× M(ψ)− ψ−2Q(0)

ψβ(1− β + βψ−β)

)
(23)

= N(β)× (M(ψ)− ψ−2Q(0))
1− β + βψ−β

.

Theorem 6. Assume thatM(ψ) is the Aboodh transform of Q(t) ∈ C and Q(s) is the Laplace
transform of Q(t) ∈ C , then the Aboodh transform of Atangana–Baleanu fractional derivative
according to the Riemann–Liouville sense is derived as follows.

M(ABR
0 Dβ

t Q(t)) =
N(β)M(ψ)

1− β + βψ−β
. (24)

Proof of Theorem 6. By using the relationship between the Aboodh transform transform
and the Laplace transform, we obtain the following.

M(ABR
0 Dβ

t Q(t)) =
1
ψ

N(β)

1− β
× ψβQ(ψ)

ψβ + β
1−β
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=
1
ψ

(
N(β)Q(ψ)

1− β + βψ−β

)
(25)

=
N(β)M(ψ)

1− β + βψ−β
.

3. Aboodh Transform Iterative Method

In this section, we consider the fundamental solution of the initial value problem
using the Aboodh transform iterative method. This iterative method is a combination of
the new iterative method introduced by Daftardar–Gejji and Jafari [25] with the Aboodh
transform which is a modification of the Laplace transform [4].

Basic Idea of Aboodh Transform Iterative Method

Consider the fractional differential equation of the following:

ABC
0 Dβ

t Q(x, t) = R(Q(x, t)) +F (Q(x, t)) + Φ(x, t), 0 < β ≤ 1, (26)

that is subject to the following initial condition.

Q(x, 0) = Q0(x), (27)

ABC
0 Dβ

t is the Atangana–Baleanu fractional differential operator, Φ(x, t) is the source
term, R and F are the linear and non-linear operators. Using the Aboodh transform on
both sides of Equation (26) with the initial condition, we obtain the following.

A [Q(x, t)] =
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β
+A [R(Q(x, t)) +F (Q(x, t)) + Φ(x, t)]

)
, (28)

By simplifying further and taking the inverse Aboodh transform, we obtain the following.

Q(x, t) = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β
+A [Φ(x, t)] +A [R(Q(x, t)) +F (Q(x, t))]

)]
. (29)

The non-linear term in Equation (29) can be decompose as follows [25].

F (Q(x, t)) = F

(
∞

∑
q=0

Qq(x, t)

)

= F (Q0(x, t)) +
∞

∑
q=1

{
F

(
q

∑
j=0

Qq(x, t)

)
− F

(
q−1

∑
j=0

Qq(x, t)

)}
. (30)

Now, we define the k-th order approximate series as the following.

Q(k)(x, t) =
k

∑
m=0

Qm(x, t)

= Q0(x, t) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t), k ∈ N. (31)

Assume that the solution of Equation (26) is in a series form given as follow.

Q(x, t) = lim
k→∞

Q(k)(x, t) =
∞

∑
m=0

Qm(x, t), (32)



Symmetry 2021, 13, 2055 6 of 19

Then, substituting Equations (31) and (30) into Equation (29), we obtain the following.

∞

∑
q=0

Qq(x, t) =

A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψβ
+ Φ(x, t)+ A [R(Q0(x, t)) +F (Q0(x, t))]

)]
+

A −1

[
1− β + βψ−β

N(β)

(
A

[
∞

∑
q=1

(
R(Qq(x, t))+

{
F

(
q

∑
j=0

(x, t)

)
− F

(
q−1

∑
j=0

Qq(x, t)

)})])]
. (33)

From Equation (33), we define the following iterations.

Q0(x, t) = A −1
[

1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψβ
+ Φ(x, t)

)]
, (34)

Q1(x, t) = A −1
[

1− β + βψ−β

N(β)
(A [R(Q0(x, t)) +F (Q0(x, t))])

]
, (35)

...

Qq+1 =

A −1

[
1− β + βψ−β

N(β)

(
A

[
∞

∑
q=1

(
R(Qq(x, t))+

{
F

(
q

∑
j=0

(x, t)

)
− F

(
q−1

∑
j=0

Qq(x, t)

)})])]
,

q = 1, 2, . . . (36)

Convergence Analysis

We establish the convergence analysis of the series in Equation (32) here.

Theorem 7. Suppose that the nonlinear operator and the linear operator are from the Banach space
X relative to itself, and Q(x,t) is analytic about t. Then the infinite series defined in Equation (32)
computed by Equations (34), (35),. . . , (36) converges to the solution of Equation (26) if 0 < ρ ≤ 1,
where ρ is a nonnegative real number.

Proof. Let
{

Sq
}

be the partial sum of the series in Equation (32). Then, we have to show
that

{
Sq
}

is Cauchy sequence in X.
Consider the following.

||Sq+1(x, t)− Sq(x, t)|| = ||Qq+1(x, t)|| ≤ ρ||Qq(x, t)|| ≤ ρ2||Qq−1(x, t)|| ≤ · · · ≤ ρq+1||Q0(x, t)||.

For every q, r ∈ N (r ≤ q), the following is the case.

||Sq − Sr || = ||(Sq − Sq−1) + (Sq−1 − Sq−2) + · · ·+ (Sr+1 − Sr)||

≤ ||(Sq − Sq−1)||+ ||(Sq−1 − Sq−2)||+ · · ·+ ||(Sr+1 − Sr)||

≤ (ρq + ρq+1 + · · ·+ ρr+1)||Q0(x, t)||

≤ ρr+1(ρq−r−1 + ρq−r−2 + ρ + 1)||Q0(x, t)||

≤ ρr+1
(

1− ρq−r

1− ρ

)
||Q0(x, t)||.

However, 0 < ρ ≤ 1; therefore, ||Sq − Sr|| = 0. Hence, the sequence
{

Sq
}

is a
Cauchy sequence.
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4. Applications

Here, we consider five distinct differential equations with the Atangana–Baleanu
fractional derivative in order to validate the application of the scheme with different
initial conditions.

Example 1. Consider Equation (26) as the time-fractional gas dynamics equation:

ABC
0 Dβ

t Q +
1
2
(Q2)x − Q(1−Q) = 0, 0 < β ≤ 1. (37)

with the following initial condition.

Q0(x) = e−x . (38)

From Equation (37) and (38), we set the following.

R(Q(x, t)) = −Q,

F(Q(x, t)) =
1
2

(
Q2
)

x
+ Q2,

Q0(x, 0) = e−x.

By employing the iteration procedure described in Section 3, we obtain the following.

Q0 = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β

)]
, 0 < β ≤ 1

= A −1[ψ−2Q(x, 0)] (39)

= A −1[ψ−2e−x]

= e−x ,

Q1 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q0(x, t)) + F(Q0(x, t))])

]
= A −1

[
1− β + βψ−β

N(β)

(
A

[
Q0 −

(
1
2
(Q2

0)x + Q2
0

)])]
(40)

= A −1

[(
(1− β)ψβ + β

N(β)

)
e−x

ψ2+β

]
=

(
(1− β)ψβ + β

N(β)

)
e−x

Γ(β + 1)
,

Q2 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q1(x, t))+ {F(Q0(x, t) + Q1(x, t))− F(Q0(x, t))}])

]

= A −1

[
1− β + βψ−β

N(β)

(
A

[
Q1 +

{(
1
2
((Q0 + Q1)

2)x + (Q0 + Q1)
2
)
+
(

1
2
(Q2

0)x + Q2
0

)}])]

= A −1

[(
(1− β)ψβ + β

N(β)

)2
e−x

ψ2+2β

]
(41)

=

(
(1− β)ψβ + β

N(β)

)2
e−x

Γ(2β + 1) ,

...
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Qk = A −1

[
1− β + βψ−β

N(β)

(
A

[
R(Qk−1(x, t))+

{
F

(
k

∑
j=0

Qj(x, t)

)
+ F

(
k−1

∑
j=0

Qj(x, t)

)}])]

= A −1

[
1− β + βψ−β

N(β)

(
A

[(
(1− β)ψβ + β

N(β)

)k−1
Qk−1(x, t)

])]
(42)

= A −1

[(
(1− β)ψβ + β

N(β)

)k
e−x

ψ2+kβ

]

=

(
(1− β)ψβ + β

N(β)

)k
e−xtkβ

Γ(kβ + 1)
.

We derived the k-th approximate series solution as follows:

Q(k)(x, t) =
k

∑
m=0

Qm(x, t) = Q0(x, 0) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t)

= e−x

(
1 +

(
(1− β)ψβ + β

N(β)

)
tβ

Γ(β + 1)
+ · · ·+

(
(1− β)ψβ + β

N(β)

)k
tkβ

Γ(kβ + 1)

)

= e−x
k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
, (43)

when k→ ∞, the k-th order approximate series results in the exact solution.

Q(x, t) = lim
k→∞

Q(k)(x, t)

= e−x lim
k→∞

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
(44)

= e−xEβ

(
((1− β)ψβ + β)tβ

N(β)

)
.

When β = 1, we obtain the exact solution as follows:

= e−xE1(t)

= et−x, (45)

which is the exact solution obtained in [2]. Figure 1 reveals the effect of α and the natural behavior of the
model at distinct values of α. Moreover, Figure 2a,b is the surface plot at α = 0.5 and 1, respectively.

Figure 1. Comparison plot of the exact and approximate solutions for Example 1.
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(a) α = 0.5 (b) α = 1
Figure 2. The surface plot for Example 1.

Example 2. Consider Equation (26) as the one dimensional time-fractional biological population
model according to Verhulst law [26]:

ABC
0 Dβ

t Q = (Q2)xx + Q
(

1− 4
25

Q
)

, t > 0, 0 < β ≤ 1, (46)

with the following initial condition.

Q0(x) = e
1
5 . (47)

From Equations (46) and (47), we set the following.

R(Q(x, t)) = Q,

F(Q(x, t)) = (Q2)xx −
4
25

Q2,

Q0(x, 0) = e
1
5 x.

By employing the iteration procedure described in Section 3, we obtain the following.

Q0 = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β

)]
, 0 < β ≤ 1

= A −1[ψ−2Q(x, 0)] (48)

= A −1
[

ψ−2e
1
5 x
]

= e
1
5 x,

Q1 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q0(x, t)) + F(Q0(x, t))])

]
= A −1

[
1− β + βψ−β

N(β)

(
A

[
Q0 + (Q2

0)xx −
4
25

Q2
0

])]
= A −1

[(
(1− β)ψβ + β

N(β)

)
e

x
5

ψ2+β

]
(49)

=

(
(1− β)ψβ + β

N(β)

)
e

x
5 tβ

Γ(β + 1)
,

Q2 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q1(x, t))+ {F(Q0(x, t) + Q1(x, t))− F(Q0(x, t))}])

]
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= A −1

[
1− β + βψ−β

N(β)

(
A

[
Q1 +

{
((Q0 + Q1)

2)xx −
4
25

(Q0 + Q1)
2 − (Q2

0)xx +
4

25
Q2

0

}])]

= A −1

[(
(1− β)ψβ + β

N(β)

)2
e

x
5

ψ2+2β

]
(50)

=

(
(1− β)ψβ + β

N(β)

)2
e

x
5 t2β

Γ(2β + 1) ,

...

Qk = A −1

[
1− β + βψ−β

N(β)

(
A

[
R(Qk−1(x, t))+

{
F

(
k

∑
j=0

Qj(x, t)

)
+ F

(
k−1

∑
j=0

Qj(x, t)

)}])]

= A −1

[
1− β + βψ−β

N(β)

(
A

[(
(1− β)ψβ + β

N(β)

)k−1
Qk−1(x, t)

])]
(51)

= A −1

[(
(1− β)ψβ + β

N(β)

)k
e

x
5

ψ2+kβ

]

=

(
(1− β)ψβ + β

N(β)

)k
e

x
5 tkβ

Γ(kβ + 1)
.

We derived the k-th approximate series solution as the following:

Q(k)(x, t) =
k

∑
m=0

Qm(x, t) = Q0(x, 0) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t)

= e
x
5

(
1 +

(
(1− β)ψβ + β

N(β)

)
tβ

Γ(β + 1)
+ · · ·+

(
(1− β)ψβ + β

N(β)

)k
tkβ

Γ(kβ + 1)

)
(52)

= e
x
5

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
,

when k→ ∞, the k-th order approximate series results in the exact solution.

Q(x, t) = lim
k→∞

Q(k)(x, t)

= e
x
5 lim

k→∞

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
(53)

= e
x
5 Eβ

(
((1− β)ψβ + β)tβ

N(β)

)
,

When β = 1, we obtain the exact solution as follows.

= e
x
5 E1(t)

= e(
x
5 +t). (54)

Figure 3 reveals the effect of α and the natural behavior of the model at distinct values of α.
Moreover, Figure 4a,b are the surface plots at α = 0.5 and 1, respectively.
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Figure 3. Comparison plot of the exact and approximate solutions for Example 2.

(a) α = 0.5 (b) α = 1
Figure 4. The surface plot for Example 2.

Example 3. Consider Equation (26) as the time-fractional Fokker–Plane equation [2]:

ABC
0 Dβ

t Q +
(

4
x

Q2
)

x
−
(

x
3

Q
)

x
− (Q2)xx = 0, t > 0, 0 < β ≤ 1, (55)

with the following initial condition.

Q0(x) = x2. (56)

From Equations (55) and (56), we set the following.

R(Q(x, t)) = −
(

x
3

Q
)

x
,

F(Q(x, t)) = −(Q2)xx +
(

4
x

Q2
)

x
,

Q0(x, 0) = x2.

By employing the iteration procedure described in Section 3, we obtain the following.

Q0 = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β

)]
, 0 < β ≤ 1

= A −1[ψ−2Q(x, 0)] (57)

= A −1[ψ−2x2]

= x2,

Q1 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q0(x, t)) + F(Q0(x, t))])

]
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= A −1

[
1− β + βψ−β

N(β)

(
A

[(
x
3

Q
)

x
−
(
(Q2

0)xx +
(

4
x

Q2
0

)
x

)])]
(58)

= A −1

[(
(1− β)ψβ + β

N(β)

)
x2

ψ2+β

]
=

(
(1− β)ψβ + β

N(β)

)
x2tβ

Γ(β + 1)
,

Q2 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q1(x, t))+ {F(Q0(x, t) + Q1(x, t))− F(Q0(x, t))}])

]

= A −1

[
1− β + βψ−β

N(β)

(
A

[
x
3

Q1 +
{
((Q0 + Q1)

2)xx −
(

4
x
(Q0 + Q1)

2
)

x
− (Q2

0)xx +
(

4
x

Q2
0

)
x

}])]

= A −1

[(
(1− β)ψβ + β

N(β)

)2
x2

ψ2+2β

]
(59)

=

(
(1− β)ψβ + β

N(β)

)2
x2t2β

Γ(2β + 1)
,

...

Qk = A −1

[
1− β + βψ−β

N(β)

(
A

[
R(Qk−1(x, t))+

{
F

(
k

∑
j=0

Qj(x, t)

)
+ F

(
k−1

∑
j=0

Qj(x, t)

)}])]

= A −1

[
1− β + βψ−β

N(β)

(
A

[(
(1− β)ψβ + β

N(β)

)k−1
Qk−1(x, t)

])]
(60)

= A −1

[(
(1− β)ψβ + β

N(β)

)k
x2

ψ2+kβ

]

=

(
(1− β)ψβ + β

N(β)

)k
x2tkβ

Γ(kβ + 1)
,

We derived the k-th approximate series solution as the following:

Q(k)(x, t) =
k

∑
m=0

Qm(x, t) = Q0(x, 0) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t)

= x2

(
1 +

(
(1− β)ψβ + β

N(β)

)
tβ

Γ(β + 1)
+ · · ·+

(
(1− β)ψβ + β

N(β)

)k
tkβ

Γ(kβ + 1)

)
(61)

= x2
k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
,

when k→ ∞, the k-th order approximate series results in the exact solution.

Q(x, t) = lim
k→∞

Q(k)(x, t)

= x2 lim
k→∞

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m
tmβ

Γ(mβ + 1)
(62)

= x2Eβ

(
((1− β)ψβ + β)tβ

N(β)

)
,
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When β = 1, we obtain the exact solution as follows:

= x2E1(t)

= x2et, (63)

which is the exact solution obtained in [2]. Figure 5 reveals the effect of α and the natural behavior of the
model at distinct values of α. Moreover, Figure 6a,b is the surface plot at α = 0.5 and 1, respectively.

Figure 5. Comparison plot of the exact and approximate solutions for Example 3.

(a) α = 0.5 (b) α = 1
Figure 6. The surface plot for Example 3.

Example 4. Consider Equation (26) to be the time-fractional Klomogorov equation [2]:

ABC
0 Dβ

t Q + x2etQxx − (x + 1)Qx = xt, t > 0, 0 < β ≤ 1, (64)

which is subject to the following initial condition.

Q0(x) = x + 1. (65)

From Equations (64) and (65), we set the following.

R(Q(x, t)) = −x2etQxx + (x + 1)Qx ,

F(Q(x, t)) = 0,

Φ(x, t) = xt,

Q0(x, 0) = x + 1.

By employing the iteration procedure described in Section 3, we obtain the following.

Q0 = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β
+A [Φ(x, t)]

)]
, 0 < β ≤ 1
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= A −1

[
ψ−2Q(x, 0)+

(
1− β + βψ−β

N(β)

)
A [Φ(x, t)]

]
(66)

= A −1

[
ψ−2(x + 1)+

(
(1− β)ψβ + β

N(β)

)
x

ψ3+β

]
= (x + 1)+

(
(1− β)ψβ + β

N(β)

)
xtβ+1

Γ(β + 2)
,

Q1 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q0(x, t)) + F(Q0(x, t))])

]
= A −1

[
1− β + βψ−β

N(β)
(A [−x2et(Q0)xx + (x + 1)(Q0)x])

]
(67)

= A −1

[
1− β + βψ−β

N(β)

(
A

[
(x + 1)

(
1 +

(
(1− β)ψβ + β

N(β)

)
tβ+1

Γ(β + 2)

)])]

= (x + 1)

((
(1− β)ψβ + β

N(β)

)
tβ

Γ(β + 1)
+

(
(1− β)ψβ + β

N(β)

)2
t2β+1

Γ(2β + 2)

)
,

Q2 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q1(x, t))+ {F(Q0(x, t) + Q1(x, t))− F(Q0(x, t))}])

]

= A −1

[
1− β + βψ−β

N(β)
(A [−x2et(Q1)xx + (x + 1)(Q1)x])

]
(68)

= A −1

[
1− β + βψ−β

N(β)

(
A

[
(x + 1)

(
1− β + βψ−β

N(β)

)
tβ

Γ(β + 1)
+

(
1− β + βψ−β

N(β)

)2
t2β+1

Γ(2β + 2)

])]

= (x + 1)

((
(1− β)ψβ + β

N(β)

)2
t2β

Γ(2β + 1)
+

(
(1− β)ψβ + β

N(β)

)3
t3β+1

Γ(3β + 2)

)
,

...

Qk = A −1

[
1− β + βψ−β

N(β)

(
A

[
R(Qk−1(x, t))+

{
F

(
k

∑
j=0

Qj(x, t)

)
+ F

(
k−1

∑
j=0

Qj(x, t)

)}])]

= A −1

[
1− β + βψ−β

N(β)

(
A

[(
(1− β)ψβ + β

N(β)

)k−1

(Qk−1(x, t))x

])]
(69)

= A −1

[
(x + 1)

(
1

ψ2+kβ

(
(1− β)ψβ + β

N(β)

)k
+

1
ψ3+(k+1)β

(
(1− β)ψβ + β

N(β)

)k+1
)]

= (x + 1)

((
(1− β)ψβ + β

N(β)

)k
tkβ

Γ(kβ + 1)
+

(
(1− β)ψβ + β

N(β)

)k+1
t(k+1)β+1

Γ((k + 1)β + 2)

)
,

We derived the k-th approximate series solution as the following.

Q(k)(x, t) =
k

∑
m=0

Qm(x, t) = Q0(x, 0) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t)

= (x + 1)+ ((x + 1)− 1)
tβ+1

Γ(β + 2)

(
(1− β)ψβ + β

N(β)

)
+

(x + 1)

((
(1− β)ψβ + β

N(β)

)
tβ

Γ(β + 1)
+

(
(1− β)ψβ + β

N(β)

)2
t2β+1

Γ(2β + 2)

)
+ (70)
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(x + 1)

((
(1− β)ψβ + β

N(β)

)2
t2β

Γ(2β + 1)
+

(
(1− β)ψβ + β

N(β)

)3
t3β+1

Γ(3β + 2)

)
+

· · ·+ (x + 1)

((
(1− β)ψβ + β

N(β)

)k
tkβ

Γ(kβ + 1)
+

(
(1− β)ψβ + β

N(β)

)(k+1)
t(k+1)β+1

Γ((k + 1)β + 2)

)
,

when k→ ∞, the k-th order approximate series results in the exact solution:

Q(x, t) = lim
k→∞

Q(k)(x, t)

=
−tβ+1

Γ(β + 2)

(
(1− β)ψβ + β

N(β)

)
+ (x + 1)

(
Eβ

(
(1− β)ψβ + β

N(β)

))
+ (71)

(x + 1) lim
k→∞

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m+1
t(m+1)β+1

Γ((m + 1)β + 2)
,

When β = 1, we obtain the exact solution as follows:

=
−t2

2
+ (x + 1)

(
E1(t) + lim

k→∞

k

∑
m=0

tm+2

Γ(m + 3)

)

=
−t2

2
+ (x + 1)(2et − t− 1), (72)

which is the exact solution obtained [2]. Figure 7 reveals the effect of α and the natural behavior of the
model at distinct values of α. Moreover, Figure 8a,b is the surface plot at α = 0.5 and 1, respectively.

Figure 7. Comparison plot of the exact and approximate solutions for Example 4.

(a) α = 0.5 (b) α = 1
Figure 8. The surface plot for Example 4.
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Example 5. Consider Equation (26) as the one dimensional time-fractional biological population
model according to Verhulst law [26]:

ABC
0 Dβ

t Q = (Q2)xx +
1
4

Q, t > 0, 0 < β ≤ 1, (73)

that is subject to the following initial condition.

Q0(x) = x
1
2 . (74)

From Equations (73) and (74), we set the following.

R(Q(x, t)) =
1
4

Q,

F(Q(x, t)) = (Q2)xx,

Q0(x, 0) = x
1
2 .

By employing the iteration procedure described in Section 3, we obtain the following.

Q0 = A −1

[
1− β + βψ−β

N(β)

(
N(β)ψ−2Q(x, 0)

1− β + βψ−β

)]
, 0 < β ≤ 1

= A −1[ψ−2Q(x, 0)] (75)

= A −1
[

ψ−2x
1
2
]

= x
1
2 .

Q1 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q0(x, t)) + F(Q0(x, t))])

]
= A −1

[
1− β + βψ−β

N(β)

(
A

[
1
4

Q0 + (Q2
0)xx

])]
= A −1

[(
(1− β)ψβ + β

N(β)

)
( 1

4 )

ψ2+β
x

1
2

]
(76)

=

(
(1− β)ψβ + β

N(β)

)
( 1

4 )t
β

Γ(β + 1)
x

1
2 ,

Q2 = A −1

[
1− β + βψ−β

N(β)
(A [R(Q1(x, t))+ {F(Q0(x, t) + Q1(x, t))− F(Q0(x, t))}])

]

= A −1

[
1− β + βψ−β

N(β)

(
A

[
1
4

Q1 +
{(

(Q0 + Q1)
2
)

xx

}])]

= A −1

[(
(1− β)ψβ + β

N(β)

)2 ( 1
4 )

2

ψ2+2β
x

1
2

]
(77)

=

(
(1− β)ψβ + β

N(β)

)2 ( 1
4 tβ)2

Γ(2β + 1)
x

1
2 ,

,
...,

Qk = A −1

[
1− β + βψ−β

N(β)

(
A

[
R(Qk−1(x, t))+

{
F

(
k

∑
j=0

Qj(x, t)

)
+ F

(
k−1

∑
j=0

Qj(x, t)

)}])]
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= A −1

[
1− β + βψ−β

N(β)

(
A

[(
(1− β)ψβ + β

N(β)

)k−1
1
4

Qk−1(x, t)

])]
(78)

= A −1

[(
(1− β)ψβ + β

N(β)

)k
e

1
5 x

ψ2+kβ

]

=

(
(1− β)ψβ + β

N(β)

)k ( 1
4 tβ)k

Γ(kβ + 1)
x

1
2 ,

We derived the k-th approximate series solution as the following.

Q(k)(x, t) =
k

∑
m=0

Qm(x, t) = Q0(x, 0) + Q1(x, t) + Q2(x, t) + · · ·+ Qk(x, t)

= x
1
2

(
1 +

(
(1− β)ψβ + β

N(β)

)
1
4 tβ

Γ(β + 1)
+ · · ·+

(
(1− β)ψβ + β

N(β)

)k ( 1
4 tβ)k

Γ(kβ + 1)

)

= x
1
2

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m ( 1
4 tβ)m

Γ(mβ + 1)
, (79)

when k→ ∞, the k-th order approximate series results in the exact solution.

Q(x, t) = lim
k→∞

Q(k)(x, t)

= x
1
2 lim

k→∞

k

∑
m=0

(
(1− β)ψβ + β

N(β)

)m ( 1
4 tβ)m

Γ(mβ + 1)
(80)

= x
1
2 Eβ

(
((1− β)ψβ + β) 1

4 tβ

N(β)

)
,

When β = 1, we obtain the exact solution as the following:

= x
1
2 E1

(
1
4

t
)

= x(
1
2 )e

t
4 , (81)

which is the exact solution obtained in [4]. Figure 9 reveals the effect of α and the natural behavior of the
model at distinct values of α. Moreover, Figure 10a,b is the surface plot at α = 0.5 and 1, respectively.

Figure 9. Comparison plot of the exact and approximate for Example 5.
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(a) α = 0.5 (b) α = 1
Figure 10. The surface plot for Example 5.

5. Conclusions

In this paper, we utilized the connection between the Aboodh transform and the
Laplace transform to establish the Aboodh transform of Atangana–Baleanu fractional
differential operator. The accuracy and validity of the Aboodh transform iterative method
for fractional differential equation with Atangana–Baleanu fractional differential operator
are also presented.

The graphical illustration in Figures 1–10 is presented to validate the effectiveness of
the Aboodh transform iterative method and to capture the natural behavior of differential
equation with the Atangana–Baleanu fractional differential operator.

Finally, we conclude that Atangana–Baleanu fractional differential operator contains a
local and a singular kernel that makes the Atangana–Baleanu fractional differential operator
more suitable for real life applications and that the Aboodh transform iterative method can
adequately capture the effect and the behavior of fractional differential equations.
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