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Abstract

:

This paper describes the extended method of solving real polynomial zeros problems using the single-step method, namely, the interval trio midpoint symmetric single-step (ITMSS) method, which updates the midpoint at each forward-backward-forward step. The proposed algorithm will constantly update the value of the midpoint of each interval of the previous roots before entering the preceding steps; hence, it always generate intervals that decrease toward the polynomial zeros. Theoretically, the proposed method possesses a superior rate of convergence at 16, while the existing methods are known to have, at most, 9. To validate its efficiency, we perform numerical experiments on 52 polynomials, and the results are presented, using performance profiles. The numerical results indicate that the proposed method surpasses the other three methods by fine-tuning the midpoint, which reduces the final interval width upon convergence with fewer iterations.
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1. Introduction


The widespread application of interval arithmetic was inhibited in the past by a lack of hardware and software. Nonetheless, more real-world applications have appeared in recent years. In the twenty-first century, interval arithmetic was discovered to have substantially contributed to the steganography field, notably in improving the quality of watermarked images [1]. Interval arithmetic also plays a significant role in enhancing the power of higher performance computing, such as GPUs [2]. Furthermore, in the era of data science and artificial intelligence, many scholars and practitioners from various backgrounds have incorporated the interval analysis concepts into their existing models or methods in order to investigate uncertainty propagation in specific data or systems [3,4,5]. These applications have led to increased attention and more rigorous studies on interval methods over the recent years.



The history of simultaneous inclusion of polynomial zeros can be traced back to the Weierstrass’ function [6], where the iterative procedures for finding polynomial zeros is guaranteed to be of quadratic convergence. Numerous studies by many scholars have contributed to the development of polynomial inclusion studies over the decades. In recent years, the approach for bounding polynomial zeroes simultaneously was studied via different strategies, such as the Chebyshev-like root-finding method [7], Weierstrass root-finding method [8,9], Halley’s method [10], Ehrlich method [11,12] and also by considering various types of initial conditions to solve this problem [13]. In 2014, Proinov and Petcova [14] obtained the important result related to the semi-local convergence of the Weierstrass root finding method. Later, Cholakov and Vasileva [15] introduced and studied a new fourth-order iterative method for finding all zeros of a polynomial simultaneously to achieve semi-local convergence. Correspondingly, Kyncheva et al. [16] also transformed the convergence theorem of Newton, Halley, and Chebychev into semi-local convergence theorems for simultaneous determination of multiple polynomial zeroes with accurate initial conditions. In other respects, Proinov and Ivanov [17] elaborated in detail the analysis of any local convergence of the Sakurai–Torii–Sugiura method specifically for high-order iterative problems in finding that polynomial zeroes can be transformed into a semi-local convergence.



Among the classical schemes for finding polynomial roots in the sense of interval arithmetic are those by Gargantini, and Henrici [18], and Petkovic [19]. In 1988, Monsi and Wolfe [20] stated that instead of using the standard point single-step method [21], which involved specifics points in the algorithm, they proposed to tackle the problem by computing sets on the real line that exactly resembled the fundamental of intervals arithmetic [22]. The point iterative methods might be very efficient but somehow have many disadvantages, such as that the sequence obtained only converges for perfect initial estimates of the zeros. On the other hand, several modifications on the point total-step method using interval has improved the order of convergence and computational analysis in terms of the number of iterations, such as the interval single-step (IS1) procedure [23], and interval single-step (IS2) procedure [24]. The difference between these two methods is discussed in Section 2. Later, Salim et al. collaborated the idea of [20,21] and [24] by proving that the new extension approach known as the interval single-step (ISS2) method [25], has a superior order of convergence (R = 9) and lesser iterations generated. In 2018, Jamaludin et al. [26] showed a significant reduction in the computational time when compared to its prior modifications, somehow; the R-order of convergence was not clear and has not been discussed by the authors.



Therefore, this paper proposes an interval iterative procedure for finding polynomial zeros with superior convergence. This method imposes that the value of midpoints computed for use in the first loop are renewed in the next loop. While the standard interval single-step procedures compute the midpoint only once at each iteration, our procedure updates the midpoints at each step, leading to reduced iterations with smaller final intervals.



This paper is organized accordingly as follows. In Section 2, we first present the standard formulation of finding the root problems that lead to interval single-step procedures. This is then followed by establishing our proposed iterative procedure, and we end the section by proving its inclusion property. Next, in Section 3, the convergence analysis and numerical results are displayed, using the performance profile to compare the efficiency of the methods. The following section includes sufficient arguments based on the findings. Finally, Section 5 provides a concise conclusion.




2. Materials and Method


In this section, we will discuss the standard formulation of finding the root problem.



2.1. Interval Single-Step Method


We begin this section with the class of simultaneous methods, which leads to our proposed method. Let   p : R → R   be a polynomial of degree n:


  p  x  =  ∑  i = 0  n   a i   x i   



(1)




where    a i  ∈ R ,  i = 0 , ⋯ , n   are given and    a n  ≠ 0  . A zero of polynomials is equivalent to a root of the equation   p  x  = 0  .



If polynomial (1) has distinct zeros    x i *  , i = 1 , 2 , ⋯ , n  , then it can be written as follows:


  p  x  =  ∏  j = 1  n   x −  x j *    



(2)




by letting    a n  = 1  . It follows from (2) that any zero can be expressed as follows:


   x i *  =  x i  −   p   x i      ∏   j ≠ i     x i  −  x j *     .  



(3)




If    x j  ≈  x j *   j = 1 , ⋯ , n    so by (3), we have


   x i *  ≈  x i  −   p   x i      ∏   j ≠ i     x i  −  x j     ,     i = 1 , ⋯ , n .   








This gives us the point total-step iterative procedure defined by the following:


   x i  k + 1   =  x i  ( k )   −   p   x i  ( k )       ∏  j = 1 , j ≠ i  n    x i  ( k )   −  x j  ( k )      ,      i = 1 , ⋯ , n ; k = 0 , 1 , 2 , …  



(4)




where   x i  ( 0 )    is some initial guess. The value   x i  ( k + 1 )    can be updated one at a time or simultaneously. It is firstly mentioned by Weierstrass [6], Durand [27] and Kerner [28], which is also known as the WDK method. When compared to Newton’s method, the WDK method is much more robust, i.e., regardless of the initial assumption, it converges to the zeros approximately.



The simultaneous computation of the polynomial zeros in the sense of (4) was proposed by [21] and is known as the point single-step (PS1):


   x i  k + 1   =  x i  k   −   p   x i  k       ∏  j = 1   i − 1     x i  k   −  x j  k + 1     ∏  j = i + 1  n    x i  k   −  x j  k      , i = 1 , ⋯ , n ; k = 0 , 1 , 2 , …  



(5)







Due to its simplicity in implementation, the PS1 has been studied and extended in various ways. For example, Alefeld and Herzberger [23] improvised PS1 using the interval approach and named it the interval single-step (IS1) method. Later, the modifications of the variants were tested for five polynomials, producing a fewer number of iterations and quicker CPU time [29]. In addition, Chen et al. [30] demonstrated that adding a scaling function to IS1 outperforms the existing procedures, leading to a more significant reduction in the final interval width with fewer iterations.



An alternative expression of (5) is as follows. We first differentiate (2) with respect to x to give the following:


   p ′   x  =  ∑  i = 1  n   ∏  j ≠ i  n   x −  x j *   .  



(6)




From (2) and (6), we have the following:


     p ′   (  x i  )    p (  x i  )   =  ∑  j = 1  n   1   x i  −  x j *    =  1   x i  −  x i *    +  ∑  j ≠ i  n   1   x i  −  x j *    .  



(7)




Rearranging Equation (7), we obtain the following:


   1   x i  −  x i *    =    p ′   (  x i  )    p (  x i  )   −  ∑  j ≠ i  n   1   x i  −  x j *     








and therefore


   x i  −  x i *  =  1    p ′ (  x i  )   p (  x i  )   −  ∑  j ≠ i  n   1   x i  −  x j *      .  



(8)




Finally, we have the following equation:


   x i *  =  x i  −  1     p ′   (  x i  )    p (  x i  )   −  ∑  j ≠ i  n   1   x i  −  x j *      .  



(9)




By implementing (4) to (6) and (9), a revised point single-step (PS2) method [21] can be expressed as follows:


   x i  k + 1   =  x i  k   −   g i  k    1 −  g i  k     ∑  j = 1   i − 1    1   x i  k   −  x j  k + 1     +  ∑  j = i + 1  n   1   x i  k   −  x j  k        ,  i = 1 , … , n ; k = 0 , 1 , 2 , …  



(10)




where


   g i  k   = g   x i  k    =   p   x i  k       p ′    x i  k      .  











Incorporating the interval computation into (10), Salim [24] proposed the following iterative formula:


   X i  k + 1   =  x i  k   −   g i  k    1 −  g i  k     ∑  j = 1   i − 1    1   x i  k   −  X j  k + 1     +  ∑  j = i + 1  n   1   x i  k   −  X j  k        , i = 1 , … , n ; k = 0 , 1 , 2 , …  



(11)




where   x i  k    is the midpoint of the interval   X i  k   . Known as the alternative interval single step procedure (IS2), the R-order of convergence of the iterative procedure (11) is more than 3. The proof of this holds with the corresponding proof of the PS2 method and is almost identical. Later, Salim et al. [25] improved the corresponding R-order of convergence of the ISS2 method, which is at least 9.




2.2. Interval Trio Symmetric Single-Step (ITMSS) Method


This study proposes the interval trio midpoint symmetric single-step (ITMSS) method for bounding real zeros of a polynomial simultaneously. The proposed method will update each interval’s midpoint value of X, denoted by   m i d ( X )  , and revise the value of   g i  k    before entering the next step. Enforcing this strategy will allow us to narrow the computed bounds rigorously. The process is repeated until smaller intervals with guaranteed roots are generated, and the the stopping condition imposed on the interval width is satisfied. We denote the width of interval X as   w ( X )  . Table 1 describes the proposed algorithm in detail.



The significance of the ITMSS algorithm is that the values of    g i  k   , i = 1 , … , n   in Step 1, which are computed for use in Step 2.1, are renewed every time it completes the inner loop of Step 2. This means that we will compute the new midpoint values from the final interval width for the used in the next internal loop of Step 2, generating the updating values of    g i  k , 1   ,   g i  k , 2    , and   g i  k , 3    for every root, i, where   i = 1 , … , n  . It also has the following forward-backward-forward attractive features, where the value of summations    ∑  j = 1   i − 1    1   x i  k   −  X j  k , 1     ,   i = 2 , … , n  , which are computed in Step 2.1, will be used in Step 2.2. Hence, it will constantly update the value of the midpoint of each interval of the previous roots before entering the following steps that will always generate intervals that decrease toward the polynomial zeros.



Moreover, the value from summations    ∑  j = 1   i − 1    1   x i  k   −  X j  k , 2     , i = 2 , … , n  , which are computed in Step 2.2, will be used in Step 2.3. The iteration stops when   w (  X i  k + 1   ) < ε   for some fixed stopping criterion   ε =   10   − 16    . Otherwise, set   k = k + 1   and then subsequently    X i  k + 1   =  X i  k , 3     and    g  k + 1   =  g  k , 3    . The iteration stops when the stopping condition is satisfied. The renewing of midpoint values before computing the new   g i  k    are repeated three times in the internal loop to increase the convergence to the zeros simultaneously in each iteration, hence the name, interval trio midpoint symmetric single-step (ITMSS) method.



The following shows that the proposed method with updating the midpoint of the enclosing intervals will always generate intervals that decrease toward the polynomial zeros.



Theorem 1.

Let   p  x  =  a  ( n )    x n  +  a  ( n − 1 )    x  n − 1   + ⋯ +  a  ( 0 )     be a polynomial with n simple roots    x i *  ,  1 ≤ i ≤ n   . Inclusion intervals    X  ( 0 , j )   ∋  ξ i *  ,  1 ≤ i ≤ n  , are furthermore known for which    X  ( 0 , j )   ∩  X  0 , k   = ϕ ,  1 ≤ j ≤ k ≤ n   holds. It follows that the sequence      X  ( k )     k = 0  ∞  , 1 ≤ i ≤ n  , generated from the ITMSS Algorithm, satisfies the following:


    x i *  ∈  X  k , i   , k ≥ 0   








and


    X  0 , i   ⊃  X  1 , i   ⊃  X  2 , i   ⊃ ⋯ w i t h  lim  k → ∞     X  k , i   =  x i *     








or the sequence comes to rest at    x i *  ,  x i *    after a finite number of steps.





Proof of Theorem 1. 

Let   X = [  x ̲  ,  x ¯  ]  . By substituting


  m  (  X i  ( k )   )  =  1 2     x ̲  i  ( k )   +   x ¯  i  ( k )    =  x i *   








in this ITMSS method and considering the construction of (11), it follows immediately that the width of the inclusions for each zero is at least halved at each calculation of a new iteration. □





Theorem 1 partially holds when the polynomial has multiple roots. If we collect these multiple roots together as    x 1 *  ,  x 2 *  , ⋯ ,  x n *   , this approach must be altered so that the new calculations of the included intervals are only done for the indices   1 ≤ i ≤ n  . Theorem 1 is then only valid for simple zeros, where the included intervals are recomputed at each step. Meanwhile, the other intervals remain unchanged [21].





3. Results


In this section, we present the theoretical convergence results of the proposed method, which is then followed by numerical results on real polynomials.



3.1. Convergence Analysis


The following theorem is about the inclusion of the generated intervals    X i  k    ,   i = 1 , … , n   and their convergence to    x i *  , i = 1 , … , n  . Finally, we establish the R-order of convergence of the proposed method, and the theoretical analysis of convergence will be discussed.



Theorem 2.

Let   I  R    be the set of all closed intervals on the real line and   D i   be subset of   I  R    for   i = 1 , … , n  . If the assumptions of Theorem 1 are valid, then it follows that   0 ∉  D i  ∈ I  R    such that    p ′   x  ∈  D i  ,   i = 1 , … , n  , and then


   w  (  X i  k + 1   )  ≤  1 2   1 −   d  i I      d i   S    w   X i  k      








are satisfied. Finally, the R-Order of convergence of ITMSS is given by the following:


    O R   I T M S S ,  x *   ≥ 16 ,   i = 1 , … , n .   













Proof of Theorem 2. 

The proof that   w  (  X i  k + 1   )  ≤  1 2   1 −   d  i I    d  i S     w   X i  k      and that    X i  k   →  x i *  ,  k → ∞ ,  i = 1 , … ,  n   holds is almost identical with the corresponding proofs in [21], and is therefore omitted. It remains to be proven that R-order of convergence is at least 16.



As in the proof of Theorem [21], it may be shown that there exists    α > 0   such that for every    k ≥ 0  , the following holds:


   w i  k , 1   ≤ β    w i  k , 0    5    ∑  j = 1   i − 1    w j  k , 1   +  ∑  j = i + 1  n   w j  k , 0    ,  i = 1 , … , n  



(12)




and


   w i  k , 2   ≤ β    w i  k , 0    5    ∑  j = i + 1   i − 1    w j  k , 1   +  ∑  j = i + 1  n   w j  k , 2    ,  i = n , … , 1  



(13)




and


   w i  k , 3   ≤ β    w i  k , 0    5    ∑  j = i + 1   i − 1    w j  k , 2   +  ∑  j = i + 1  n   w j  k , 3    ,  i = 1 , … , n  



(14)




where


   w i  k , s   = 1  n − 1  α w   X i  k , s    ,   s = 0 , 1 , 2 , 3 ,   



(15)




and


  β =  1  n − 1   .  











Let the following hold:


   u i  1 , 1   =      6 ,     i = 1 , … , n − 1       11 ,     i = n       



(16)






   u i  1 , 2   =      16 ,     i = 1       11 ,     i = 2 , … , n − 1       



(17)






   u i  1 , 3   =      16 ,     i = 1 , … , n − 1       21 ,     i = n       



(18)




and for   r = 1 , 2 , 3  , with


   u i  k + 1 , r   =      16  u i  k   ,     i = 1 , … , n − 1       16  u i  k   +  5  k + 1   ,     i = n      .  



(19)







Then, by (16)–(19) for every   k ≥ 0  , we have the following:


   u i  k , 1   =      6 (  16  k − 1   ) ,     i = 1 , … , n − 1       11  (  16  k − 1   )  +  ∑  j = 0   k − 2    5  k − j    16 j  ,     i = n       



(20)




and


   u i  k , 2   =      11  (  16  k − 1   )  +  ∑  j = 0   k − 2    5  k − j    16 j  ,     i = n       11 (  16  k − 1   ) ,     i = n − 1 , … , 2        16  k   ,     i = 1       



(21)




and


   u i  k , 3   =       16  k   ,     i = 1 , … , n − 1       21  (  16  k − 1   )  +  ∑  j = 0   k − 2    5  k − j    16 j  ,     i = n      .  



(22)







Suppose without loss of generality, we have the following:


   w i  0 , 0   ≤ h < 1 ,   i = 1 , … , n .  



(23)







Then, by an inductive argument, it follows from (12)–(23) that for   i = 1 , … , n    and   k ≥ 0  , we have the following:


   w i  k , 1   ≤  h  u i  k + 1 , 1    ,  








and


   w i  k , 2   ≤  h  u i  k + 1 , 2    ,  








and


   w i  k , 3   ≤  h  u i  k + 1 , 3    .  








Hence, by (18) and Step 2.4, for every   k ≥ 0  , we have the following:


   w i  k + 1   ≤  h  4  2  k + 1     =  h  4  2 k + 2    .  








Thus, the following is true:


   w  k   ≤  h  4  2 k    =  h   16  k   .  








Then for every    k ≥ 0  , by (12)–(23),


  w   X i  k    ≤   β α    h   16  k   ,    i = 1 , … , n  



(24)




Let the following hold:


   w  k   =  max  1 ≤ i ≤ n    w   X i  k     ,  








and by (24), we have the following:


   w  k   ≤   β α    h   16  k   .  








Hence,


      R 16    w  k        =  lim  k → ∞    sup     w  k     1    16  k                =  lim  k → ∞    sup     β α    1    16  k     h            = h < 1 .     








Therefore, it follows from [21] and [31] that,    O R   I T M S S ,   x i *   ≥ 16 ,    i = 1 , … , n .   □






3.2. Numerical Experiments


We analyze the efficiency of the proposed method by comparing the computational results of the 52 test problems with the interval single-steps (IS2) method and its variants regarding the number of iterations and the largest final width of the interval generated [26,30,32]. The selected test examples are arranged starting from a real polynomial   p  x    with degree   n = 3   up to   n = 12  . Furthermore, we only consider real and simple zeros in this experiment. Next, these algorithms are implemented using MATLAB R2017b cooperated with the Intlab V12.1 toolbox, specifically for interval arithmetic developed by Rump [33]. Meanwhile, the stopping criterion used is   w  (  X i  k   )  ≤   10   − 16   ,  i = 1 , … , n  . Then, we observe the results using the performance profile to test the degree of efficiency of our algorithms. The algorithms that are considered include the following:




	
Interval single-step (IS2) method [20];



	
Interval symmetric single-step (ISS2) method [25];



	
Interval zoro-symmetric single-step (IZSS2) method [32];



	
Interval trio midpoint symmetric single-step (ITMSS) method.








We begin with setting up the initial intervals for each n in each test example into all four algorithms stated above in order to compute the number of iterations, k, and the largest final interval width,   w (  X i  k   )  . There are 52 test examples that consist of 343 starting points, multiplied by four algorithms and then multiplied by two output categories (k and w). Thus, 416 of the output findings must be assessed using a performance profile. According to Dolan and Moré [34], when a large number of tested examples are employed, such as 100, 250, 500, or 1000, the output analyzing phases become extremely tough to evaluate, motivating researchers to apply performance profile comparison. In a nutshell, a performance profile is a visualization-based analytical tool used to evaluate the results of a benchmark experiment, allowing the user to compare the performance of each solver. Therefore, it is also known as a (cumulative) distribution function of a performance indicator, where   ρ ( τ )   is the probability that a performance ratio is at most  τ  (the best possible ratio). The solver’s likelihood will prevail over the other solvers, and is represented by   ρ ( 1 )  . If we are mainly concerned about the number of triumphs, we can compare the values of   ρ ( 1 )   for each solver. Hence, the preferable solver is the one with the highest number of winning results.



The performance profiles for the number of iterations, k, and the maximum final interval width, w, are shown in Figure 1 and Figure 2, respectively. The lines indicate the methods on the graphs. From Figure 1, it is noticeable that the ITMSS method performs better than IS2, ISS2, and IZSS2, respectively. In other words, the midpoint renewing procedures require fewer iterations, and converge to the zeros in terms of the number of iterations. As previously stated, the ITMSS method has a better chance of winning and is the most preferred method of all. Note that the order of convergence for IS2 is at least 3 [24], and the graph shows that this method is the least efficient in terms of the number of iterations. Meanwhile, the order of convergence for ISS2 and IZSS2 is at least 9 and 13, respectively [25,32]. Therefore, from an overall view of Figure 1, the method’s efficiency resembles the order of convergence of the methods.





4. Discussion


In this study, we considered the polynomial zeros inclusion problem specifically by using a single-step procedure. The idea is to propose a more dynamic approach to finding the zeros. Considering that adjusting the midpoint of the intervals at every inner loop of the algorithm will encapsulate all real potential results, the interval arithmetic method’s precision is guaranteed. It fulfills the stopping condition faster without neglecting other preliminary concepts of interval arithmetic. Based on the idea, we name the proposed method as the interval trio midpoint symmetric single-step (ITMSS) method. Then, according to the order of convergence analysis, the ITMSS method has a high order of convergence of at least 16. The results show that the ITMSS method converges faster than any single-step (IS2) procedure antecedently.



Furthermore, to evaluate the performance of the ITMSS method, we conducted a numerical experiment using 52 test examples, comparing it with IS2, ISS2 and IZSS2. We visualized the numerical results using the performance profile regarding the number of iterations and the largest final interval width. From the numerical results explained above, it is evident that the ITMSS method performs better than the IS2, ISS2, and IZSS2 methods, respectively. Although the proposed method is highly likely to win in Figure 1, this is not the case with the largest final interval width findings, as shown in Figure 2.



Figure 2 shows the comparison of all four methods in terms of the largest final interval width generated when reaching the stopping condition. From the graph, the ITMSS method has a high probability of winning for most of the scenarios, but the graph shows a less satisfactory outcome in some circumstances. In certain situations, the number of iterations for the ITMSS method is equivalent to the iterations by the IZSS2 method. Furthermore, there are also situations where even the ITMSS method has the fewest number of iterations, compared to the other three methods, but the value of its largest final interval width is similar. Next, we provide the details of the above situations in the tables.



From Table 2, we selected one of the test examples   p  x  =  y 4  +  40 3   y 3  − 0.02  y 2  − 0.4 y  , which happened to have a less satisfactory outcome for ITMSS in terms of the number of iteration generated. The table displays the interval width of every iteration by comparing all of the methods under consideration. At iteration k, the largest width of the final interval is highlighted in grey. As shown in Table 2, the polynomial required four iterations to complete for the IS2 method, whereas the ISS2 method only needed three iterations. However, both IZSS2 and ITMSS methods stopped at the second iteration. This table shows that the ITMSS method yields smaller intervals than other methods. For example, the width of   i = 2   for the ITMSS method reached the stopping condition at   k = 1  ; meanwhile, other   i  t h    did not. All the   i  t h    will continually run until the next iteration. Even though the ITMSS iterates twice as compared to the IZSS2 method, from the table, this method can obtain   [  x 1 *  ,  x 1 *  ]   and   [  x 4 *  ,  x 4 *  ]  , which are essentially the roots for the first and fourth intervals, respectively. It can be seen that the largest final interval width for ITMSS is significantly smaller. This proved that the ITMSS method converges faster than other methods; it can also approximately reduce the final interval width for every iteration.



In Table 3, the polynomial   p  x  = 20000  y 8  + 16080000  y 7  + 551830000  y 6     + 10534093200  y 5  + 122028205260  y 4  + 875779839648  y 3  + 3789351757513  y 2  + 8998687954893 y + 8930298867308   gives the final interval width generated for all methods as   8.88178419700125 ×  10  − 16    . However, the ITMSS method has fulfilled the stopping conditions at   k = 1  . This observation, depending only on the largest final interval width value, does not significantly interpret the algorithm. However, indeed, the largest final interval width and the number of iterations are correlated to each other. From the overall view, the proposed algorithm can converge to the roots simultaneously and fulfill the inclusion theorem better than the other three methods. This means that the final width of the intervals generated is minimal. Hence, the ITMSS algorithm almost always converges to zero, irrespective of the initial estimates. From an overall view, imposing the value   g ( x )   and midpoint at every inner loop reduces the number of iterations and lessens the final interval width upon convergence. That is, the proposed method ensures that zero is contained within a suitably narrow final interval.




5. Conclusions


In this study, we investigated the interval iterative methods for the inclusion of polynomial zeros specifically for solving simple roots problems simultaneously. We provide the numerical results, using a performance profile to validate the efficiency of all four methods: IS2, ISS2, IZSS2 and ITMSS. Theoretically, the proposed ITMSS method has an R-order of convergence of 16, which means it can bound the zeros rigorously at a superior rate. The numerical results indicate that the ITMSS method surpassed the other three methods by fine-tuning the midpoint and decreasing the final interval width with fewer iterations. However, it is suggested that further investigations can be conducted for polynomials with complex roots or with complex coefficients while solving the complexity of the computational CPU time running by implementing the interval arithmetic technique.
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Figure 1. Comparison of methods for number of iterations, k. 
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Figure 2. Comparison of methods for final largest interval width, w. 
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Table 1. Interval trio symmetric single-step (ITMSS).






Table 1. Interval trio symmetric single-step (ITMSS).









	Step 0:
	Given initial intervals     X 1  ( 0 )   ,  X 2  ( 0 )   , … ,  X n  ( 0 )      and     X i  0   ∩  X j  0   = ∅ , i ≠ j   .



	
	Set the stopping criterion  ε 



	Step 1:
	For   k ≥ 0 ,   set     x i  k   = m i d  (  X i  ( k )   )  ,     i = 1 , … , n  . Compute    g i  k   = g  (  x i  k   )  =   p   x i  k       p ′    x i  k      .  



	Step 2.1:
	Compute



	
	   X i  k , 1   =   x i  k   −   g i  k    1 −  g i  k     ∑  j = 1   i − 1    1   x i  k   −  X j  k , 1     +  ∑  j = i + 1  n   1   x i  k   −  X j  k         ∩  X i  k   , i = 1 , … , n  ,



	
	    x i  k , 1   = m i d  (  X i  k , 1   )  ,  g  k , 1   =   p   x i  k , 1       p ′    x i  k , 1        



	Step 2.2:
	Compute



	
	    X i  k , 2   =   x i  k , 1   −   g i  k , 1    1 −  g i  k , 1     ∑  j = 1   i − 1    1   x i  k , 1   −  X j  k , 1     +  ∑  j = i + 1  n   1   x i  k , 1   −  X j  k , 2         ∩  X i  k , 1   , i = n , … , 1 ,   



	
	    x i  k , 2   = m i d  (  X i  k , 2   )  ,  g  k , 2   =   p   x i  k , 2       p ′    x i  k , 2        



	Step 2.3:
	Compute



	
	   X i  k , 3   =   x i  k , 2   −   g i  k , 2    1 −  g i  k , 2     ∑  j = 1   i − 1    1   x i  k , 2   −  X j  k , 3     +  ∑  j = i + 1  n   1   x i  k , 2   −  X j  k , 2         ∩  X i  k , 2   , i = 1 , … , n  ,



	
	    x i  k , 3   = m i d  (  X i  k , 3   )  ,  g  k , 3   =   p   x i  k , 3       p ′    x i  k , 3        



	Step 2.4:
	Set    X i  k + 1   =  X i  k , 3    



	Step 3:
	If   w (  X i  k + 1   ) < ε  , for every   i = 1 , 2 , … , n   then stop. Else, set   k = k + 1   and



	
	   g  k + 1   =  g  k , 3    , and go to Step 1.
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Table 2. Interval width of every iteration for polynomial   p  x  =  y 4  +  40 3   y 3  − 0.02  y 2  − 0.4 y  .






Table 2. Interval width of every iteration for polynomial   p  x  =  y 4  +  40 3   y 3  − 0.02  y 2  − 0.4 y  .





	
k

	
i

	
Largest Interval Width in Every Iteration




	
IS2 Method

	
ISS2 Method

	
IZSS2 Method

	
ITMSS Method






	
1

	
1

	
   9.31439152433 ×  10  − 2     

	
   2.38797944655 ×  10  − 4     

	
   2.387979446556 ×  10  − 4     

	
   2.48750330555 ×  10  − 7     




	
2

	
   1.08570553860 ×  10  − 2     

	
   1.23524990965 ×  10  − 3     

	
   1.234908302445 ×  10  − 3     

	
   2.21779953451 ×  10  − 16     




	
3

	
   3.33618893631 ×  10  − 1     

	
   4.98845687881 ×  10  − 2     

	
   1.795679442520 ×  10  − 2     

	
   6.61625643161 ×  10  − 10     




	
4

	
   1.95646289260 ×  10  − 2     

	
   1.95646289260 ×  10  − 2     

	
   1.582165843121 ×  10  − 3     

	
   6.66966482043 ×  10  − 14     




	
2

	
1

	
   4.32639438052 ×  10  − 6     

	
   1.77635683940 ×  10  − 15     

	
   1.776356839400 ×  10  − 16     

	
   0.00000000000000000   




	
2

	
   1.54184787449 ×  10  − 6     

	
   3.65010213894 ×  10  − 16     

	
   2.775557561562 ×  10  − 17     

	
   2.21779953451 ×  10  − 17     




	
3

	
   1.04796990859 ×  10  − 3     

	
   5.58678381334 ×  10  − 11     

	
   2.775557561562 ×  10  − 17     

	
   2.77555756156 ×  10  − 17     




	
4

	
   8.47766782607 ×  10  − 8     

	
   2.13209447319 ×  10  − 9     

	
   2.775557561562 ×  10  − 17     

	
0.00000000000000000




	
3

	
1

	
   1.77635683940 ×  10  − 15     

	
   1.77635683940 ×  10  − 16     

	
Already Converge

	
Already Converge




	
2

	
   1.52727551189 ×  10  − 17     

	
   3.65010213894 ×  10  − 16     




	
3

	
   1.70696790036 ×  10  − 14     

	
   2.77555756156 ×  10  − 17     




	
4

	
   2.77555756156 ×  10  − 17     

	
   2.77555756156 ×  10  − 17     




	
4

	
1

	
   1.77635683940 ×  10  − 16     

	
Already Converge




	
2

	
   1.52727551189 ×  10  − 17     




	
3

	
   2.77555756156 ×  10  − 17     




	
4

	
   2.77555756156 ×  10  − 17     
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Table 3. Interval width of every iteration for polynomial   p  x  = 20000  y 8  + 16080000  y 7  + 551830000  y 6  + 10534093200  y 5  + 122028205260  y 4  + 875779839648  y 3  + 3789351757513  y 2  + 8998687954893 y + 8930298867308  .






Table 3. Interval width of every iteration for polynomial   p  x  = 20000  y 8  + 16080000  y 7  + 551830000  y 6  + 10534093200  y 5  + 122028205260  y 4  + 875779839648  y 3  + 3789351757513  y 2  + 8998687954893 y + 8930298867308  .





	
k

	
i

	
Largest Interval Width in Every Iteration




	
IS2 Method

	
ISS2 Method

	
IZSS2 Method

	
ITMSS Method






	
1

	
1

	
   8.790842687792 ×  10  − 1     

	
   6.848788945959 ×  10  − 3     

	
   6.848788945959 ×  10  − 3     

	
   1.684182283412 ×  10  − 6     




	
2

	
   7.416880512258 ×  10  − 2     

	
   2.425248230748 ×  10  − 2     

	
   1.741756142319 ×  10  − 4     

	
   7.105427357601 ×  10  − 15     




	
3

	
   9.554594425101 ×  10  − 3     

	
   1.499200540824 ×  10  − 3     

	
   1.702508947332 ×  10  − 5     

	
   3.552713678800 ×  10  − 15     




	
4

	
   3.380631011767 ×  10  − 2     

	
   1.910729522056 ×  10  − 3     

	
   3.766384543979 ×  10  − 5     

	
   3.552713678800 ×  10  − 15     




	
5

	
   3.691891521136 ×  10  − 2     

	
   1.304172267009 ×  10  − 3     

	
   3.477536074925 ×  10  − 5     

	
   3.552713678800 ×  10  − 15     




	
6

	
   1.384620531206 ×  10  − 2     

	
   6.131183766120 ×  10  − 4     

	
   5.649886381409 ×  10  − 5     

	
   1.776356839400 ×  10  − 15     




	
7

	
   1.554485059640 ×  10  − 1     

	
   4.396253377089 ×  10  − 3     

	
   7.726031239547 ×  10  − 4     

	
   1.776356839400 ×  10  − 15     




	
8

	
   7.723378231853 ×  10  − 3     

	
   7.723378231853 ×  10  − 3     

	
   4.005897095238 ×  10  − 5     

	
   8.881784197001 ×  10  − 16     




	
2

	
1

	
   1.045554681976 ×  10  − 3     

	
   7.105427357601 ×  10  − 15     

	
   3.552713678800 ×  10  − 15     

	
   0.00000000000000   




	
2

	
   7.953034852903 ×  10  − 7     

	
   7.993605777301 ×  10  − 13     

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   




	
3

	
   1.077414779615 ×  10  − 8     

	
   5.329070518200 ×  10  − 15     

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   




	
4

	
   3.946566735635 ×  10  − 7     

	
   3.552713678800 ×  10  − 15     

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   




	
5

	
   6.842841298038 ×  10  − 7     

	
   3.552713678800 ×  10  − 15     

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   




	
6

	
   3.241325474689 ×  10  − 7     

	
   1.776356839400 ×  10  − 15     

	
   8.881784197001 ×  10  − 16     

	
   0.00000000000000   




	
7

	
   3.632269596209 ×  10  − 7     

	
   1.776356839400 ×  10  − 15     

	
   8.881784197001 ×  10  − 16     

	
   0.00000000000000   




	
8

	
   8.304468224196 ×  10  − 14     

	
   8.881784197001 ×  10  − 16     

	
   4.440892098500 ×  10  − 16     

	
   8.881784197001 ×  10  − 16     




	
3

	
1

	
   7.105427357601 ×  10  − 15     

	
   0.00000000000000   

	
   0.00000000000000   

	
Already Converge




	
2

	
   3.552713678800 ×  10  − 15     

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   




	
3

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   

	
   0.00000000000000   




	
4

	
   3.552713678800 ×  10  − 15     

	
   0.00000000000000   

	
   1.776356839400 ×  10  − 16     




	
5

	
   3.552713678800 ×  10  − 15     

	
   0.00000000000000   

	
   0.00000000000000   




	
6

	
   1.776356839400 ×  10  − 15     

	
   0.00000000000000   

	
   8.881784197001 ×  10  − 16     




	
7

	
   8.881784197001 ×  10  − 16     

	
   0.00000000000000   

	
   8.881784197001 ×  10  − 16     




	
8

	
   4.440892098500 ×  10  − 16     

	
   8.881784197001 ×  10  − 16     

	
   4.440892098500 ×  10  − 16     




	
4

	
1

	
   0.00000000000000   

	
   0.00000000000000   

	
Already Converge




	
2

	
   0.00000000000000   

	
   0.00000000000000   




	
3

	
   0.00000000000000   

	
   0.00000000000000   




	
4

	
   0.00000000000000   

	
   0.00000000000000   




	
5

	
   0.00000000000000   

	
   0.00000000000000   




	
6

	
   0.00000000000000   

	
   0.00000000000000   




	
7

	
   8.881784197001 ×  10  − 16     

	
   0.00000000000000   




	
8

	
   4.440892098500 ×  10  − 16     

	
   8.881784197001 ×  10  − 16     
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