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Abstract: There are several environmental factors such as temperature differential, moisture, oxi-
dation, etc. that affect the extended life of the modified asphalt influencing its desired adhesive
properties. Knowledge of the properties of asphalt adhesives can help to provide a more resilient and
durable asphalt surface. In this study, a hybrid of Bayesian optimization algorithm and support vector
regression approach is recommended to predict the adhesion force of asphalt. The effects of three
important variables viz., conditions (fresh, wet and aged), binder types (base, 4% SB, 5% SB, 4% SBS
and 5% SBS), and Carbon Nano Tube doses (0.5%, 1.0% and 1.5%) on adhesive force are taken into
consideration. Real-life experimental data (405 specimens) are considered for model development.
Using atomic force microscopy, the adhesive strength of nanoscales of test specimens is determined
according to functional groups on the asphalt. It is found that the model predictions overlap with
the experimental data with a high R2 of 90.5% and relative deviation are scattered around zero line.
Besides, the mean, median and standard deviations of experimental and the predicted values are
very close. In addition, the mean absolute Error, root mean square error and fractional bias values
were found to be low, indicating the high performance of the developed model.

Keywords: artificial intelligence; asphalt; adhesion; highway

1. Introduction

A resilient asphalt pavement ensures smooth vehicle movement and resists the harm-
ful effects of the environment [1,2]. The two most important factors, among the several
types of environmental factors that endanger the surface resistance of asphalt, are moisture
and oxidation [3–5]. Numerous actions have been adopted to avoid the adverse effects
of these factors on the surface of asphalt pavements. Indeed, there is no clear strategy
to provide a clear cut solution and does not differentiate the process of riding quality
loss. The differed processes of deterioration or prolonged durability are the result of
better properties due to the actions taken, which are gradually eliminated by the effects
of moisture and oxidation over the life of the asphalt pavement surface. Based on this
temporary solution, it can be concluded that providing properties developed over a longer
time can extend the durability of asphalt surfaces. In this context, it is important to become
familiar with the important properties of bituminous binders that are affected mainly by
the addition of moisture and oxidation [6–8].

During the life of the asphalt pavement surface, moisture and oxidation cause loss of
adhesion between binder and aggregate. In the presence of moisture between the asphalt
binder and the binder, the adhesive and cohesive properties of the asphalt are weakened.
Asphalt adhesion isimpaired by the action of water vapor, and the action of such steam is
defined as stripping. This release effect destroys the adhesive bonds in the asphalt binder
and at the interface between the asphalt and the surface of the aggregates. Apart from
moisture, asphalt oxidation also changes the composition of the asphalt and then influences
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the adhesion properties of the asphalt binder. Oxidation in the presence of moisture alters
the adhesive properties of asphalt, which is one of the most important property for the
surface durability of asphalt. Hence, it is necessary to deepen the knowledge about the
nature of the adhesive due to such effects [9,10].

The complex behavior of asphalt surface under various loads, surface structures and
environmental conditions makes it difficult to predict the permanent deformation of asphalt
surfaces accurately. For prediction, it was necessary to devise a mathematical relationship
between the input and related output data using an accurate as well as a straightforward
method. Over the last few years, Artificial Neural Networks (ANN) have been employed to
model material properties and behavior and to establish complicated relationships between
several other properties and attributes in many areas of construction engineering, as they
can be learned and adapted in a vivacious manner [11–13].

Since the last few decades, increased axial loads, construction errors and heavy traffic
have led to a plea for properties that are better than the original asphalt mix. Such behav-
ior of HMA depends on both loading time and temperature [14–17]. At lower or higher
temperatures, it becomes brittle and liquid, which can cause low temperature pavement
cracking and erosion, which occurs at higher temperatures, thus affecting both the qual-
ity and productivity for the pavement [2]. Rutting owing to permanent deformation is
considered as one of the primary distress in an asphalt made pavement surface. This can
be problematic under almost every climatic condition, but particularly in regions with
elevated temperatures that reduce surface age and the risk of aquaplaning and when there
is water in the place with the ruts depth.

Recently, the accumulation of some additives like: polymers and nanomaterials has
become common to improve the in-service performance of HMA mixes against distor-
tion [18–20]. Typically, the durability and effectiveness of HMA mixes increased by the use
of modified asphalt binders where unmodified bitumen may not meet certain specifications
and requirements under challenging situations. Various blends and quantity of additives
have been utilized to modify the properties of asphalt binders to resist permanent defor-
mation, low temperature cracking, fatigue cracking, moisture damage as well as oxidative
oriented aging [21–25]. Lately, the use of Nano-additives in asphalt binders has increased
speedily due to their exclusive properties like quantum possessions, structural properties
and large areas.

These days, artificial intelligence (AI) methods (e.g., ANN, SVR) are used to recognize
patterns, symbols, language, image compression, process control, process optimization
as well as in science and economy. The ANN is also a classic example of a modern
interdisciplinary subject that solves various technical problems, which cannot be solved
with conventional modelling [26,27]. In previous researches, many researchers have shown
the positive effects of using neural networks to predict the process [28–30]. The SVR is a
computational intelligence tool based on machine learning that captures either linear or
nonlinear patterns that link the descriptors to the target. Complex engineering systems can
be modeled and controlled using this method.

Herein, a hybrid model BOA-SVR (Bayesian Optimization Algorithm based Sup-
port Vector Regression) was built to estimate the bond strength of reinforced concrete.
The effects of three important variables such as conditions, binder types, and carbon Nano
tube doses on adhesive strength considered. When developing the model, a 5-fold cross-
validation was included to avoid overfitting. An approach of Bayesian optimization was
used to adjust the hyperparameters automatically, resulting in the generation of optimal
models. Subsequently, the hybrid BOA-SVR model was further analyzed using multiple
performance parameters such as coefficient of determination (R2), Pearson correlation coef-
ficient (R), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Fractional
Bias (FB). Considering the problems that commonly accompany the cost of experimentation
as well as construction delay, AI based modeling is found to be satisfactory for predicting
the adhesive force of asphalt binders.
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2. Materials and Methods
2.1. Materials

The control binder used in the study was assessed for its major properties. Each of the
modified binder was comprised of asphalt and polymer and then with or without SWCNTs.
The pragmatic asphalt possessions are listed in Table 1 which shows that the properties
were determined according to the standard test methods mentioned. The viscosity test was
carried out at 135 ◦C with a Brookfield viscometer.

Table 1. Properties of asphalt.

Property Method Values

PG Grade ASTM D6373 66–22

Viscosity (centipoise) ASTM D4402 500

Specific gravity ASTM D-70 1.02

The two polymers used in the study, SB and SBS, are the most commonly used
polymers in the industry to modify bitumen which is used in asphalt pavements [27].
The mentioned polymers offer several improved binder properties, including greater
resistance to moisture sensitivity, which is the focus of this research. [23]. In the current
study, two levels of each polymer (4% and 5%) were used. Generally, the industry uses
4–5% of SBS for asphalt modification [28], therefore same percentages of SBS/SB is adopted
for this study. In addition to these polymers, CNT was used as a nano modifier. It is
rolled up graphene sheets with highly flexible hollow carbon tubes. The formation of
the honeycomb lattice in the tube provides higher elasticity and tensile strength than
steel [29]. Two types of CNT are available: single wall carbon nanotube (SWCNTs) and
double wall carbon nanotubes (DWCNTs). The SWCNT has one-dimensional geometry
with a distinct rolling up property. SWNTs have only one layer of graphene cylinders.
The diameter of SWCNT varies between 0.7 and 3 nm. The two special and available sorts of
CNTs are single-walled carbon nanotubes (SWCNT) and double-walled carbon nanotubes
(DWCNT). With a one-dimensional geometry and clear winding properties, SWCNT has a
one-dimensional geometry with clear winding properties. There is only one cylindrical
graphene layer in SWNT. Its diameter SWCNT differs between 0.7 to 3 nm. Due to its
size, it has a huge surface area of 300 m2/g and excellent thermal and chemical stability.
Other than their unique physical properties, their chemical related properties may have
also attracted the attention of researchers in various applications. With the accumulation of
certain compounds or external atoms, the attributes of SWCNT are significantly altered.
It was used in this study with three distinct fractions of SWCNT weight (0.5%, 1.0% and
1.5%). Table 2 shows the inut and output factors as summary.

Table 2. The inut and output factors.

Input Factors Output
Factor 1 Factor 2 Factor 3

Binder Condition
(Fresh, aged and wet)

Binder types (Base, SB4,
SB5, SBS4 and SBS5) Percentage of CNT Adhesion force

2.2. Sample Preparation

At 163 ◦C, the new asphalt is heated inside a closed vessel. The binding agent
is a mixture of the anticipated percentage of SWCNT and polymer after 30 to 40 min.
Melting was passed out by moving the respective sample in a blender at a speed of 60 rpm
and at 190 ◦C. Both the rotation and temperature was based on several studies modifying
asphalt polymers and with/without nanomaterials. At 190 ◦C, the temperature used in the
study was chosen as follows the thermogravimetric curves experimental in the preceding
study indicated that the SWCNT remained unstructured.
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Based on previous research, the traditional technique of mixture separation was
used because it is more practical and applicable to plant conditions. An CNT dispersion
in the binder must be confirmed, however, as a filler (<0.075 mm) meaningfully affects
the adhesion for a respective mixture. This means that the viscosity of several different
samples is periodically evaluated, and it has been detected that after around 2 h of mixing,
the specific samples were detected with a slight change, representing a more homogeneous
state of the mixture. A polymer and SWCNT-modified sample were processed under both
dry and wet conditions. Specimens are cautiously kept in a dry place to dodge moisture
penetration. Based on the standardized procedure (AASHTO T-283), the wet sample was
prepared. At the time of production of wet conditioned samples, dry samples are stored
under vacuum for around half an hour and transferred under the water for about 72 h.
The required modified specimen is placed on a glass substrate with an approximate size of
10 × 10 × 1 mm 3 after sample preparation. If the granulates are subjected to such a binder
layer, this thickness simulates the condition of the bed in the mill during the mixing time.
These samples were finally tested using the AFM protocols [4].

2.3. Background of AFM

As part of a family of scanning probes that can be used to evaluate a wide variety of
materials, including polymers, AFM is one of a family of scanning probes that can be used
to assess a wide variety of materials, including polymers. There are numerous uses for
evaluating bitumen, including moisture hardness and imaging, as well as for evaluating
surface energy. As the scope of this research, however, only requires the measurement of
the bond or skid resistance that exists on asphalt at the nano-Newtonian scale. Using the
pointed tip on top of the flexible support, the AFM uses the tip of the flexible support to
evaluate the surface of the sample. This is done by attributing a probe to the support and
gauging the curvature or “deformation” of the support. By Hooke’s law, the support acts
as spring types of support during the deflection types of movement.

The physical parameter being tested is the force generated by various interactions.
There are three different modes of contact in between the samples and the main AFM ma-
chine. For the physical parameter being tested, the force generated by various interactions
is used. There are three different modes of contact between the specimen and the AFM
called force distance curves. The repellence between the tip and the sample is measured in
contact mode. The maximum force remains constant in relation to the sample and deflects
the console during this time. Tip with the intermittent contact type vibrates at a higher
frequency vertically between the contact surfaces of the sample. When the probe comes in
contact with the surface, the amplitude of the vibrations decreases due to the energy loss
caused by the tip. The tip could not touch the sample in non-contact mode and measures
the tensile force, which shows the Van der Waals force between the sample and the tip.

The AFM test peaks must be calibrated to obtain the tensile strength/adhesion from
the distance-force curve. Standard calibration in this study was performed by measuring
the peak constant following the peak distance in a sample with known parameters. In ad-
dition, the specific displacement of the sample is converted into a force after calculating
the peak constant. Full details on force-distance curves and their use to estimate the bond
strength of asphalt can be referred to [30,31].

2.4. Description of Proposed Model

The background of the proposed hybrid model is presented in this section. A brief
and transitory report of support vector regression computational intelligence technique
is discussed. The physical portrayal of the Bayesian optimization algorithm (BOA) is
presented as well.

2.4.1. Support Vector Regression (SVR)

A support vector machine (SVM) is usually satisfactory and can deliver very good
results in practical applications. This is mainly owing to the principle of structural risk
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minimization (SRM) in SVM technique, which may have larger and better generalizations
than the principle of empirical risk minimization (ERM) applied in mainly neural net-
works. Vapnik of AT & T Bell Laboratories has conducted extensive studies on SVM for
classification and regression since the development of SVM theory. In SVM technique the
results promise global minima, while ERM only can localize local minimum. For example,
if you train a neural network, the results will show a local minimum that is not promised
to contain a global minimum. Additionally, SVM can be adapted to complex and reliable
systems with corrupted types of data. This function offers the possibility of a more sub-
stantial generalization to SVM. This is the obstacle of its forerunner, the neural network
approach. Moreover, the tremendous development of SVM in statistical analysis stimulates
researchers to employ SVM actively in a variety of research areas. Historically, a significant
number of researches has focused on the use of SVM to document image classification
and recognition. Several works applying SVM based on intelligent transportation systems
(ITSs) are traffic-pattern recognition, vehicle detection, and head recognition. The SVM
(SVM Maintenance Vector Regression) application has also recently shown many break-
throughs and reasonable results, such as financial market forecasts, estimation of power
consumption, forecasting of electricity price and reconstruction of chaotic systems [32,33].
Except for the estimated traffic flow, there are few SVR results in the ITS time series analysis.
The mathematical improvement of SVR technique has been studied widely. Briefly, it can
be explained as follows:

The connection between input and output variables for non-linear mapping can be
calculated using Equations (1) and (2) (Sue et al., 2018):

yi = k(z) = vφ(z) + c (1)

where z = (z1, z2, . . . , zn) denotes the input value and yi ∈ Rl represents the output value.
Furthermore, v ∈ Rn, c ∈ R, and n represent the weight vector, a mathematical constant
number, and the number of the training dataset, respectively. Additionally, φ(z) is an
irregular function to assign input data to the high-dimensional feature space. To define v
and c, the following formula is employed based on the principle of SRM:

Minimize :
1
2
||v2||+ C

n

∑
i=1

(ξi − ξ∗i )

Subject to :


yi − (vφ(zi) + ci) ≤ ε + ξi
(vφ(zi) + ci)− yi ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0
(2)

where C is regularization constant defined as a penalty factor that balances the empirical
risk and the flatness of the model, ξi, ξ∗i represents slack variables, and ε is the Vapnik’s
insensitive loss function that represents the optimization performance (Wang et al., 2012).
The slack variables are zero for all data points within the ε-insensitive zone and progres-
sively increase for data points outside the zone. Vapnik (1995) defines the insensitive loss
function as:

Lε(y, k(z) =
{

0 i f |y− k(z)| ≤ ε

|y− k(z)| − ε otherwise
(3)

The solution of the optimization problem in Equation (2), introducing the Lagrangian
multipliers αi, α∗i can be written as a dual quadratic programming problem:

Maximum :
1
2

n

∑
i=1

n

∑
j=1

(αi − α∗i )
(

αj − α∗j

)
K
(
zi, zj

)
− ε

n

∑
i=1

(αi + α∗i ) + yi

n

∑
i=1

(αi − α∗i )

Subjected to :
n

∑
i=1

(αi − α∗i ) = 0 and αi, α∗i ∈ |0, P| (4)
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where K
(
zi, zj

)
= ϕ(zi).ϕ

(
zj
)

is defined as the Kernel function.
After solving Equation (4) for the values of αi, α∗i , the final form of Equation (1) can

be written as:

k(z) =
n

∑
i=1

(αi, α∗i )K
(
zi, zj

)
+ c (5)

The goal of optimizing hyperparameters in machine learning is to get the best parame-
ters that will result in high performance objectives. It works based on Bayes’ rule, as shown
in Equation (6) bellow [1].

p(w|D) =
p(D|w) p(w)

p(D)
(6)

where, w represents an unobserved quantity, p (w) is the prior distribution, p (w|D) the
posterior distribution and p (D|w) is the likelihood.

Bayes’ rule uses previous knowledge to calculate the following possibility, which means
that it deliberates the results of the previous iterations when selecting values from the
subsequent iteration. Hence, it can approach the ideal and optimal point more efficiently
than to random types of sampling.

The BOA can be employed using two sub-models; acquisition and the surrogate.
The surrogate model stochastically assesses the target function by using earlier results
which is based on Gaussian process (GP). Also, the GP over the function f (x) is specified by
the mean function (m) as well as covariance function (k), as follows:

f (x) ∼ GP
(
m(x), k

(
xi xj

))
(7)

This function relies on previous observations and can be maximized over iterations.
This is recommended by the acquisition model for an iteration using the outcomes of the
substitute model. Since the acquisition model tends to increase closer to the maximum
point measured, the maximum return uncertainty is carried over from the replacement (sur-
rogate) model. Based on the relationship between the measured value and the uncertainty,
the value is further determined and the optimization point is determined by repeating this
process and reducing the uncertainty. Mathematically, hyperparameter optimization using
BOA can be expressed by the below equation as:

x? = argmin
xεX

f (x) (8)

In this case, f (x) represents an objective score to decrease the RMSE determined on
the test set, x? symbolizes the set of hyperparameters which produces the minimal value
of the respective score, and x is any X domain represented value. In this study, BOA was
utilized because of its better efficiency [32] as compared to other existing optimization
techniques (e.g., manual, random and grid search). The process is a pragmatic, systematic
and global optimization procedure of the black box functions that do not really require
derivatives.

2.4.2. Hyperparameter Optimization Using BOA

In the SVR modelling, major three hyperparameters such as the insensitive loss
function (ε), the capacity parameter or box constraint (C) and the Gaussian width parameter
(γ) are exercised. A tolerance margin (insensitive region) is explained by the parameter
ε, while parameter C states the error weight outside of the tolerance margin. Setting a
higher C value will cause the SVR to fully reminisce the training data set besides thus will
generalize the test data set that is poorly hidden. If a lower ε value indicates noiseless
data and thus causes an over adjustment of the SVR. On the contrary, if a lower C value
or a higher value of ε can result in an underadjustment of the SVR. The value γ is equally
responsible for the under or over adjustment of forecasts. While a higher γ value leads to
an over-fit, a lower γ value leads to a prediction fiasco.
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The k-fold and cross-validation technique was utilized before to the applied BOA.
In short, the current method divided all the data equally into k subsets. Of these, one is
selected as a test subset, although the others are selected as mainly training purpose subsets.
It is repeated for k times, and therefore every subset is used precisely at least once for
testing. In general, large values of k increase generalization performance—compared to
RMSE—but increase the computational cost for calculation. Consequently, a trade-off is
necessary for individual and each user. A computational flowchart of k-fold validation and
BOA is presented in Figure 1.
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Figure 1. A flow diagram of k-fold validation and Bayesian optimization algorithm.

3. Result & Discussion
3.1. Hybrid BOA-SVR Model Development

The BOA-SVR model is developed by tuning its hyperparameters (kernel function,
C, ε, γ) since the model performance depends heavily on these parameters. K-fold cross-
validation was used to prevent overfitting. In this research, 5-fold cross-validation was
selected to protect against overfitting because it showed a low RMSE with less computa-
tional time. The kernel function type, kernel parameter value, epsilon, and value of the
box constraint were tuned using the BOA technique and the predictive accuracies of the
models assessed. Figure 2 shows the progress of the SVR hyperparameter optimization,
including the optimal point. The scores for the minimum objective observed of 2279.7 was
observed at 12 iterations. The level of accuracy was used to determine the optimal model,
applying the other parameters shown in Table 3.
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Figure 2. The progress of Bayesian optimization for tuning hyperparameters of SVR. At 12 iterations,
the minimum objective of 2279.7 was observed.

Table 3. The optimized hyperparameters for SVR model.

SVR Model Hyperparameter Values

Epsilon 8.2622
Box Constraint 138.47
Kernel function Gaussian

Kernel Scale 0.98815

Since computational intelligence models are data-dependent, the proposed BOA-SVR
models were formulated using actual experimental data obtained from the literature. It is
a remarkable aspect that both the descriptive statistics and the distribution of results
were achieved by both the experiments and the SVR model. Table 4 listed the statistical
summaries (e.g., median, interquartile range, minimum, maximum) including mean and
standard deviation.

Table 4. Statistical analysis of the dataset.

Parameters Expt. SVR

Observation 405 405
Mean 181.29 179.35

Median 154.19 156.47
Std. Deviation 82.39 70.80

Minimum 41.96 60.68
Maximum 466.93 396.84

CoefVar 45.45 39.47
SEMean 4.09 3.52

Interquartile range 111.78 101.95

The boxplot is a popular approach to displaying data distribution based on a five-digit
summary, including minimum score, first quartile (bottom), median, third quartile (top),
and maximum score. Figure 3 displays the boxplots of predicted and experimental outputs
for adhesive strength. The results specified that the shape of the distribution of experimen-
tal and predicted values was similar and all the data are right skewed. All median lines are
sent to the field, indicating that there may not be differences between records the data sets.
The box lengths (interquartile ranges) for both experimental (111.78) and predicted (101.95)
strengths were not changing much, which indicates the results were not much broadly
dispersed. Also, three outliers were observed in experimental while only one outlier was
found in predicted adhesive strength.
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Figure 3. Box plot for experimental and predicted adhesive strengths.

3.2. Evaluation of the Hybrid BOA-SVR Model

The SVR model developed in this paper is used to predict the adhesion forces in
asphalt binders. Figure 4 shows the fitted line between the experimental and the model
predicted adhesive strength with the corresponding 45◦ line. The coefficient of determina-
tion (R2), as well as adjusted coefficient of determination (adj R2) values of the fitted curve
is 90.5% which indicates a proper fit. Hence, it can be argued that the predicted results are
in good agreement with the experimental results.
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In addition, to describe the compatibility or accuracy of the model, the results of
residual analyses (relative deviation vs. experimental values, and residual vs. frequency)
are shown in Figures 5 and 6. It is worth mentioning that residual plot is a scatter plot,
and if relative deviations or residual datapoints are scattered around 0 line then the model
is acceptable. Interestingly, all of the plots indicate that the relative deviations, as well as
residual are well distributed around the zero line with low deviations, thus furthering the
validity and reliability of the model developed.

For further evaluation of the performance of the model, the predicted results are
assessed using four accuracy indices; such as: Pearson correlation coefficient (R), mean ab-
solute error (MAE), root mean square error (RMSE), and fractional bias (FB). The corre-
sponding indices are expressed as follows:

Correlation coefficient, R =

√√√√1− ∑N
i=1
(
VExp −VM

)2

∑N
i=1
(
VExp −VExp

)2 (9)
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Mean absolute error, MAE =
∑N

i=1
∣∣VExp −VM

∣∣
N

(10)

Root mean square error, RMSE =

√
∑N

i=1
(
VExp −VM

)2

N
(11)

Fractional bias, FB =
2 ∑N

i=1(VExp −VM)

∑N
i=1(VExp + VM)

(12)

where, VExp is the experimental adhesive strength, VExp is the mean experimental adhesive
strength, VM is the model predicted adhesive strength, N is the total number of data.
The results of all the performance indices for the model are shown in Table 5. High values
of Pearson correlation coefficient (>0.95) with statistical a p-value of 0.000 indicating pre-
dicted and experimental results were superimposed. All the statistical error parameters
(e.g., MAE, RMSE) were observed to be low (see Table 5 and Ref. [32]). Besides, the perfor-
mance of a model is acceptable if |FB| ≤ 0.5 and has a value of zero for an ideal model [4,5].
Thus, the results, as shown in Table 3, indicated that the predictive model used in this
study were strongly reliable in predictions. In summary, the BOA-SVR predictions are
satisfactory when the correlation coefficient and errors estimates are found to be close to 1
and low, respectively. It is clear that the models met the criteria.

Symmetry 2021, 13, x FOR PEER REVIEW 10 of 13 
 

 

 

Figure 4. Fitted line plot of experimental and predicted values. 

 

Figure 5. Residual plot of relative deviation vs. experimental adhesive strength. 

 

Figure 6. Residual plot of residual vs. frequency. 

For further evaluation of the performance of the model, the predicted results are as-

sessed using four accuracy indices; such as: Pearson correlation coefficient (R), mean ab-

solute error (MAE), root mean square error (RMSE), and fractional bias (FB). The corre-

sponding indices are expressed as follows: 

Correlation coefficient, 𝑅 = √1 −
∑ (𝑉𝐸𝑥𝑝−𝑉𝑀)2𝑁

𝑖=1

∑ (𝑉𝐸𝑥𝑝−𝑉𝐸𝑥𝑝)2𝑁
𝑖=1

 (9) 

5004003002001000

450

400

350

300

250

200

150

100

50

S 21.8256
R-Sq 90.5%
R-Sq(adj) 90.5%

Experimental

P
re

d
ic

te
d

Figure 5. Residual plot of relative deviation vs. experimental adhesive strength.

Symmetry 2021, 13, x FOR PEER REVIEW 10 of 13 
 

 

 

Figure 4. Fitted line plot of experimental and predicted values. 

 

Figure 5. Residual plot of relative deviation vs. experimental adhesive strength. 

 

Figure 6. Residual plot of residual vs. frequency. 

For further evaluation of the performance of the model, the predicted results are as-

sessed using four accuracy indices; such as: Pearson correlation coefficient (R), mean ab-

solute error (MAE), root mean square error (RMSE), and fractional bias (FB). The corre-

sponding indices are expressed as follows: 

Correlation coefficient, 𝑅 = √1 −
∑ (𝑉𝐸𝑥𝑝−𝑉𝑀)2𝑁

𝑖=1

∑ (𝑉𝐸𝑥𝑝−𝑉𝐸𝑥𝑝)2𝑁
𝑖=1

 (9) 

5004003002001000

450

400

350

300

250

200

150

100

50

S 21.8256
R-Sq 90.5%
R-Sq(adj) 90.5%

Experimental

P
re

d
ic

te
d

Figure 6. Residual plot of residual vs. frequency.

Table 5. Performance indicator of the model.

Criterion SVR

R 0.951 (p-value 0.000)
MAE 14.2602
RMSE 26.5176

FB 0.0213
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4. Conclusions

This study investigates the impact of several factors (conditions, binder types, CNT doses)
on the adhesive behavior of asphalt. A hybrid AI model using BOA-based SVR techniques
was developed for anticipating the asphalt adhesive force. A total of 405 experimental data
of asphalt adhesive force with different combination of factors were used for the model
development. Atomic force microscopy (AFM) was utilized to estimate the asphalt adhesive
force. The performance of the model was assessed utilizing the different performance
measuring indicators. From the investigation, the following bottom-lines can be considered:

1. A hybrid AI model of BOA-SVR is developed for the anticipation of adhesive force of
asphalt.

2. The mean, median and standard deviation of experimental and predicted adhesive
force seems very close. The interquartile ranges of the experimental and predicted
results are also closed which are 111.78 and 101.95, respectively.

3. The predicted results overlap with those of the laboratory tests, since the R2 and
adjusted R2 values between the experimental and predicted values are approximately
90.5%.

4. The developed model shows that the relative deviations are well dispersed around
zero line with low deviations. The residual data points also lie around the zero line,
which further validates the reliability of the proposed model.

5. The values of statistical error parameters (MAE, RMSE) were obtained to be low.
Besides, the value of fractional bias (|FB|) is found to be 0.0213, which is very close to
zero, indicating that the model is reliable and robust.
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