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Abstract: Over the past few decades, several researchers and professionals have focused on the
development and application of multi-criteria group decision making (MCGDM) methods under a
fuzzy environment in different areas and disciplines. This complex research area has become one of
the more popular topics, and it seems that this trend will be increasing. In this paper, we propose a new
MCGDM approach combining intuitionistic fuzzy sets (IFSs) and the Characteristic Object Method
(COMET) for solving the group decision making (GDM) problems. The COMET method is resistant
to the rank reversal phenomenon, and at the same time it remains relatively simple and intuitive
in practical problems. This method can be used for both symmetric and asymmetric information.
The Triangular Intuitionistic Fuzzy Numbers (TIFNs) have been used to handle uncertain data. This
concept can ensure the preference information about an alternative under specific criteria more
comprehensively and allows for easy modelling of symmetrical or asymmetrical linguistic values.
Each expert provides the membership and non-membership degree values of intuitionistic fuzzy
numbers (IFNs). So this approach deals with a different kind of uncertainty than with hesitant fuzzy
sets (HFSs). The proposed combination of COMET and IFSs required an adaptation of the matrix of
expert judgment (MEJ) and allowed to capture the behaviour aspects of the decision makers (DMs).
Therefore, we get more reliable solutions while solving MCGDM problems. Finally, the proposed
method is presented in a simple academic example.

Keywords: intuitionistic fuzzy sets; multi-criteria group decision making; the COMET method

1. Introduction

During the process of MCGDM, DMs usually use qualitative or quantitative measures or both to
assess the performance of different alternatives under certain criteria concerning the overall objective.
Individually DMs express their assessments based on the quality of the features representing the
given set of alternatives as well as their expertise. On the other hand, sometimes, it is difficult to
get exact assessment values under many real decision situations due to the presence of implicit
vagueness and uncertainty in human judgments [1,2]. Atanassov [3] extended the fuzzy sets [4] to
develop the concept of IFSs as an important extension, including non-membership function, to express
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this type of vagueness and uncertainty more accurately as compared to fuzzy sets [5]. The IFS
describes the fuzzy characteristics of things more comprehensibly. IFS has been extensively used
and widely applied to decision making problems [2,6–12]. In recent years, most of the researchers
have used the IFSs to complicated real-life MCDM problems. For example, Xu [10] investigated
fuzzy multiple attribute GDM problems where the attribute values are represented in IFNs with the
information on attribute weights provided by DMs according to one or some of the different preference
structures. Xu et al. [11] introduced a new outranking choice method to solve MCGDM problems under
interval-valued intuitionistic fuzzy conditions. Chen [6] created an inclusion-based TOPSIS method
in the interval-valued IFS framework to address MCGDM medical problems. Next, Xu and Liao [13]
presented a new way to check the consistency of an IPR and then introduced an automatic procedure
to repair the inconsistent one without the participation of the DMs, Park et al. [7] extended the
GDM VIKOR method in the presence of partially known attribute weight information under the
interval-valued intuitionistic fuzzy environment while Shena et al. [14] proposed an outranking
sorting method to solve MCGDM problems using IFSs.

The consistency level of the preference relations has a vital role in decision making during
the pairwise judgments to depict DM’s preferences [15]. Different consistency definitions have
been proposed in the context of IPRs [16,17]. For instance, Xu [18,19] proposed multiplicative
consistent IPRs with known weights of the DMs. He has also introduced an intuitionistic fuzzy
weighted averaging operator to construct a method to solve MCGDM problems. Xu et al. [19,20] have
identified the deficiency of the multiplicative transitivity condition and proposed a new definition
of the multiplicative consistency for IPRs. Besides, Gong et al. [21] presented the consistent additive
requirements of the IPR according to that of IFN preference relation. Wang [22] confirmed that
the additive consistency defined indirectly in [21] and proved that the consistency transformation
equations matrix may not always be an IPR. Wang [23] suggested linear goal programming models for
determining intuitionistic fuzzy weights from IPRs and put forward the new definitions of additive
consistency and weak transitivity for IPRs.

The triangular IFS, as an important extension of the IFS, can represent decision information from
different dimensions [24] and allows for easy modelling of symmetrical or asymmetrical linguistic
values. The triangular IFS extends the nature of the discourse of the IFS from a discrete set of points
to a continuous set [22]. The TFN and the traditional IFN can be considered as particular types of
TIFN. By adding the TFN to the IFN, TIFN makes the information given by DMs not only relevant
to a fuzzy concept of “excellent” or “good”, but also expressed more accurately [25,26]. Recently,
the research on MCDM problems in the context of TIFNs is developing. For example, Otay [27]
introduced a multi-expert fuzzy approach combining intuitionistic fuzzy data envelopment analysis
and IF-AHP (Analytic Hierarchy Process) for solving the performance evaluation problem of health care
organizations. Qin et al. [28] proposed the extended TODIM method to handle the MCGDM problems
with TIFNs. In contrast, Sainia et al. [29] proposed the triangular intuitionistic fuzzy MCDM problem
for finding the best option when the phonetic factors for the given criteria are pre-characterized.
Mishra et al. have proposed new divergence measures using interval-valued IF-TODIM method [30].

The COMET method is effective in dealing with MCDM problems [31–35] and has been widely
studied and refined since then in practical decision situations [36,37]. It is an innovative idea for
handling the solved problems of rational decision making in the presence of vagueness and uncertainty,
which always avoids the rank reversal phenomenon paradox. When the complexity of the process
is completely independent of the number of alternatives, this method is effective. It helps the DMs
to make analyses, assessments, and ranking of the alternatives in real decision-making problems.
Moreover, it is much easier for a DM to make pairwise comparisons of characteristic objects (COs)
than directly the comparison between the alternatives. Finally, the overall ranking of alternatives is
formulated on the basis of these pairwise comparisons of COs. Another advantage of the COMET
method is that, unlike methods such as MIVES [38,39], AHP [1], TOPSIS [6], DEMATEL–MAIRCA [40]
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or ELECTRE [41], it does not require explicit determination of the criteria, which will significantly
facilitate the decision-making process.

In this paper, we propose a new MCGDM metho by combining the COMET method and TIFNs.
The primary motivation for this approach is the advantages of the COMET method and IFSs. In this
approach, we use TIFNs to get the degree of membership and non-membership values in the form
of IFN for an alternative under particular criteria. It is an entirely different approach to dealing with
uncertain data than for hesitant fuzzy sets (HFSs) [42]. This change is due to the focus on another
type of possible data uncertainty. An additional methodical contribution is the possibility to task the
logical consistency of the MEJ matrix. This is a complete novelty in decision making using the COMET
method while performing pairwise judgments of all the COs by the DMs, and the MEJ obtained as
a result, which is a preference relation, can be an inconsistent matrix. To resolve this issue, MEJ is
improved to an additive consistent matrix in this paper to avoid any inconsistency in the solution to
MCGDM problems.

The rest part of the paper can be summarized as follows: Some basic concepts related to IFS, TIFN,
IPR and the additive consistency measure for IPR are introduced in Section 2. An approach based on
the COMET method is constructed in Section 3 to handle the intuitionistic fuzzy MCGDM problems in
which the assessment values of alternatives under certain criteria take the form of IFNs. A practical
example is given to make out the practicality and effectiveness of the proposed method in Section 4.
We wind up the paper with a useful comparison and some final remarks in Section 5.

2. Basic Concepts

Basic definitions of IFS, IPR and comparison method for two IFNs based on the score and accuracy
functions have to be recalled. The additive consistency measure for IPR and the concept of TIFN are
also discussed in this section.

Definition 1. An IFS Ã in X is given by Ã = {(x, µÃ(x), νÃ(x))|x ∈ X} where µÃ : X → [0, 1]
and νÃ : X → [0, 1] with the condition that 0 ≤ µÃ + νÃ ≤ 1 for every x ∈ X. The numbers µÃ(x),
νÃ(x) ∈ [0, 1] denote, respectively, the degree of membership and non-membership of the element x ∈ X to the
set Ã. For convenience, in this paper, Ã = (µÃ, νÃ) is called the intuitionistic fuzzy number (IFN) [3,43].

To develop a mechanism to compare two IFNs, Chen and Tan [44] defined score function for an
IFN as follows:

Sc(Ã) = µÃ − νÃ (1)

Afterwards, Hong and Choi [45] defined an accuracy function as

H(Ã) = µÃ + νÃ (2)

It can be easily observed that Sc(Ã) ∈ [−1, 1] and H(Ã) ∈ [0, 1]. The hesitancy degree of Ã can
be further calculated as

π(Ã) = 1− H(Ã). (3)

It can be easily observed that as higher the value of H(Ã), the lower the value of π(Ã).
Furthermore, when π(Ã) = 0, the IFN Ã is reduced to a fuzzy number µÃ.

For any two IFNs Ã = (µÃ, νÃ) and B̃ = (µB̃, νB̃), Xu and Yager [46] proposed a prioritized
comparison method for two IFNs on the basis of the aforementioned Sc(Ã) and H(Ã) as follows:

1. if Sc(Ã) < Sc(B̃), then Ã < B̃;
2. if Sc(Ã) = Sc(B̃), and

(i) H(Ã) < H(B̃), then Ã < B̃;
(ii) H(Ã) = H(B̃), then Ã = B̃.



Symmetry 2020, 12, 1382 4 of 15

Xu [18] introduced the following operations on IFSs:

Definition 2. Let two IFNs A and B in X be Ã = (µÃ, νÃ) and B̃ = (µB̃, νB̃). Then

1. kÃ = (1− (1− µÃ)
k, (νÃ)

k), k ∈ [0, 1];
2. Ã⊕ B̃ = (µÃ + µB̃ − µÃµB̃, νÃνB̃);
3. Ã⊗ B̃ = (νÃνB̃, µÃ + µB̃ − µÃµB̃).

The IPR is an effective tool that can describe the fuzzy characteristics of things more delightedly
and comprehensively, and is very helpful in dealing with vagueness and uncertainty of actual decision
making problems. Xu [19] introduced the concept of IPR which can express the hesitancy and
uncertainty more effectively in pairwise comparisons of the DMs as follows:

Definition 3. An IPR R on X = {x1, x2, ..., xn} is represented by a matrix R = (rij)n×n where rij =

(µ(xi, xj), ν(xi, xj)) for all i, j = 1, 2, ..., n [19]. For convenience, let rij be shortly written as (µij, νij), where µij
indicates the degree to which xi is preferred to xj, νij indicates the degree to which xi is not preferred to xj,
and π(xi, xj) = 1− µij − νij is denoted as an indeterminacy degree or a hesitancy degree with the conditions
µij, νij ∈ [0, 1], µij + νij ≤ 1, µij = νji, µji = νij, µii = νii = 0.5, πij = 1− µij − νij for all i, j = 1, 2, ..., n.

A significant property of preference relations is additive consistency. Wang [23] directly used
the membership degrees in the pairwise judgment matrix and proposed the additive consistent IPRs
as follows:

Definition 4. An IPR R = (rik)n×n where rik = (µ(xi, xk), ν(xi, xk)) for all i, k = 1, 2, ..., n is additive
consistent if for all i, j, k = 1, 2, ..., n, the following condition is satisfied.

µij + µjk + µki = µkj + µji + µik

Since µij = νji, νij = µji for all i, j = 1, 2, ..., n. Therefore for all i, j, k = 1, 2, ..., n, it follows from the
above equation that

νij + νjk + νki = νkj + νji + νik

Based on above definition, and the score function, Wang [23] established a result to check the
additive consistency of an IPR as

Definition 5. An IPR R = (rik)n×n is additive consistent if

S(rij) = S(rik)− S(rjk) for all i, j, k = 1, 2, ..., n. (4)

To derive a consistent IPR from an inconsistent one, Tong and Wang [47] first introduced the
rectified inconsistence IPR R̃ = (r̃ik)n×n, r̃ik = (µ̃(xi, xk), ν̃(xi, xk)) for all i, k = 1, 2, ..., n where

µ̃ij =
1

2n

(
n

∑
l=1

Sc(r̃il)−
n

∑
l=1

Sc(r̃jl)

)
+ 0.5(1− π(r̃ij)), (5)

ν̃ij =
1

2n

(
n

∑
l=1

Sc(r̃jl)−
n

∑
l=1

Sc(r̃il)

)
+ 0.5(1− π(r̃ij)), (6)

for all i, j = 1, 2, ..., n.
If µ̃ij ≥ 0 and ν̃ij ≥ 0 by using Formulae (5) and (6), then R̃ is a consistent IPR. Each IFN in

R̃, in this case, has the same hesitancy degree as that of the corresponding element in R̃. However,
when Equations (5) and (6) provide any one of the result µ̃ij < 1, µ̃ij > 0, ν̃ij < 1 or ν̃ij > 0, then R̃ will



Symmetry 2020, 12, 1382 5 of 15

not be a consistent IPR. In order to derive a consistent one from IPR R̃, Tong and Wang [47] proposed a
transformation function as follows:

d =

{
0, if µ̃ij ≥ 0, for all i, j = 1, 2, ..., n
max{|µ̃ij|, µ̃ij < 0, i, j = 1, 2, ..., n}, otherwise

(7)

Tong and Wang [47] further converted the IPR R̃ to
∼
R̄ = (

∼
r̄ ij)n×n by applying the above

transformation function, where

∼
r̄ ij = (µ̂ij, ν̂ij) =

(
µ̂ij + d
1 + 2d

,
ν̂ij + d
1 + 2d

)
(8)

for all i, k = 1, 2, ..., n.

If
∼
R̄ = (

∼
r̄ ij)n×n is additive consistent IPR, then the additive consistency rectification process will

stop otherwise it will continue until the desired result is obtained.
Dubois and Prade [48] introduced the concept of a triangular fuzzy number. In a similar way,

the concept of a TIFN is defined as follows.

Definition 6. A TIFN T̃ is an intuitionistic fuzzy subset with the following membership function and
non-membership function:

µT̃(x) =


x−t̃L

t̃M−t̃L , t̃L ≤ x ≤ t̃M

t̃U−x
t̃U−t̃M t̃M ≤ x ≤ t̃U

0, Otherwise

and

νT̃(x) =


t̃M−x

t̃M−t̃′L
, t̃′L ≤ x ≤ t̃M

x−t̃M

t̃′U−t̃M t̃M ≤ x ≤ t̃
′U

0, Otherwise

where, t̃′L ≤ t̃L ≤ t̃M ≤ t̃U ≤ t̃
′U , 0 ≤ µT̃(x) + νT̃(x) ≤ 1 and TIFN is denoted by

T̃ = (t̃L, t̃M, t̃U ; t̃′L, t̃M, t̃
′U).

Definition 7. For a TIFN Ã, we define the support of Ã as the set of all elements of X with nonzero membership
and non-membership values in Ã, or symbolically the support of Ã is defined as

S(Ã) = {x : µÃ(x) > 0 and νÃ(x) > 0}

Definition 8. For a TIFN Ã, we define the core of Ã as the set of all elements of X with membership value one
and non-membership value zero in Ã, or symbolically the core of Ã is defined as

C(Ã) = {x : µÃ(x) = 1 and νÃ(x) = 0}

3. MCDM with COMET Method Using IFSs

The COMET method is proposed to handle MCGDM problems under IFS environment which
can be described as follows. Assume that Aj (j = 1, 2, ..., m) is a discrete set of alternatives and
D = {d1, d2, ..., dk} is a set of DMs who are requested to provide their opinion about the given
alternatives under the criteria Ci (i = 1, 2, ..., n). The proposed approach can be described in five
following steps:

Step 1: Define the space of the problem as follows:
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Let T̃δ
i (1 ≤ i ≤ n) be different subsets of a family F of all TIFNs selected by a DM

dδ (δ = 1, 2, ..., k) for each criteria Ci (i = 1, 2, ..., n) where T̃δ
i = {T̃δ

i1, T̃δ
i2, ..., T̃δ

ici
}. In this way,

the following families of TIFNs for each criterion are obtained:
T̃δ

1 = {T̃δ
11, T̃δ

12, ..., T̃δ
1c1
} for criteria C1;

T̃δ
2 = {T̃δ

21, T̃δ
22, ..., T̃δ

2c2
} for criteria C2;

...
T̃δ

n = {T̃δ
n1, T̃δ

n2, ..., T̃δ
ncn} for criteria Cn.

where c1, c2, ..., cn are numbers of TIFNs in each family T̃δ
i (1 ≤ i ≤ n) for all criteria.

The core corresponding to each criterion is defined as the core of each member of the family
T̃δ

i (1 ≤ i ≤ n), i.e.,

C(C1) =
{

C(T̃δ
11), C(T̃δ

12), ..., C(T̃δ
1c1

)
}

;

C(C2) =
{

C(T̃δ
21), C(T̃δ

22), ..., C(T̃δ
2c2

)
}

;
...
C(Cn) =

{
C(T̃δ

n1), C(T̃δ
n2), ..., C(T̃δ

ncn)
}

.

Step 2: Generate the COs:
By using the Cartesian product of all TIFNs cores, all COs can be obtained as follows:
CO = C(C1)× C(C2)× ...× C(Cn)

As the result of this, the ordered set of all COs is obtained:
CO1 =

{
C(T̃δ

11), C(T̃δ
21), ..., C(T̃δ

n1)
}

;
CO2 =

{
C(T̃δ

11), C(T̃δ
21), ..., C(T̃δ

n2)
}

;
...
COs =

{
C(T̃δ

1c1
), C(T̃δ

2c2
), ..., C(T̃δ

ncn)
}

.

where s is total number of COs which can be computed by the formula s =
n
∏
i=1

ci.

Step 3: Rank and evaluate the COs:
A pairwise comparison of all the COs can be achieved by inserting the opinion each DM in the

form of IFNs. Hereafter, the MEJ is determined as follows:
CO1 CO2 · · · COs

MEJδ =

CO1

CO2
...

COs


Ãδ

11 Ãδ
12 · · · Ãδ

1s
Ãδ

21 Ãδ
22 · · · Ãδ

2s
...

...
. . .

...
Ãδ

s1 Ãδ
s2 · · · Ãδ

ss

 ,

where Ãδ
αβ(α, β = 1, 2, ..., s and δ = 1, 2, ..., k) is an IFN selected by each DM in pairwise

comparison of COα and COβ, α, β = 1, 2, ..., s and preferred the IFN (0.5, 0.5) to those when α = β.
The selection of Ãδ

αβ(α, β = 1, 2, ..., s) depends entirely on the expertise and judgment of the DMs.
The aggregated MEJ=(Ãαβ)s×s of expert judgment can be obtained by using Definition 2 where

Ãαβ = ⊕k
δ=1 Ãδ

αβ, where α, β = 1, 2, ..., s.

Step 4: Consistency measure:
A consistency check is fundamentally required in order to avoid inconsistent solutions.

Extensive studies have been done to estimate the level of the inconsistency of numerical preference
relations [20,49,50]. Saaty [51] developed a concept of the consistency ratio (CR) to measure the
inconsistency degree of numerical preference relations. He proposed that the preference relation is like
acceptable consistency if CR < 0.1; otherwise, it is inconsistent and required to return it to the DMs
again for the improvement of their preferences until acceptable. Xu and Liao [13] introduced a method
to check the consistency of an IPR and proposed an interesting procedure to improve the inconsistent
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IPR without the support of the DM. Tong and Wang [47] discussed the additive consistency criteria for
IPR. In this paper, we improve the consistency level of an inconsistent aggregated MEJ based on the
idea of additive consistency measure for IPR proposed by Tong and Wang in [47].

Now, if MEJ=(Ãαβ)s×s is not additive consistent based on Definition 5, then rectification process

as discussed in Section 2 has to be carried out. Let MEJc=(
∼
Āαβ)s×s is an additive consistent matrix as

obtained in the rectification process. To get the vertical vector SJ of the Summed Judgments, we use
the following formula:

SJ = [
1
s

s

∑
β=1

Sc(
∼
Āαβ) |α, β = 1, 2, ..., s]T (9)

Finally, to assign each CO the approximate value of preference, we find a vertical vector P whose
αth component represents the approximate preference value of COα. The vector P can be obtained by
using the following MATLAB code:

k=length(unique(SJ));
P=zeros(t,1);
for i=1:k

ind=find(SJ == max(SJ))
P(ind)=(k-i)/(k-1);
SJ(ind)= min(SJ)-1;

end

It is noted here that the Matlab code presented by Sałabun in [33] can work only for positive real
numbers. However, this Matlab code work for all real numbers.

Step 5: Inference in a fuzzy model and final ranking:
It can be easily observed that Aj =

{
a1j, a2j, ..., anj

}
, j = 1, 2, ..., m is a set of crisp number with

respect to criteria C1, C2, ..., Cn which fulfills the following conditions:
a1j ∈ [C(T̃δ

11), C(T̃δ
1c1

)];
a2j ∈ [C(T̃δ

21), C(T̃δ
2c2

)];
...
anj ∈ [C(T̃δ

n1), C(T̃δ
ncn)].

In order to get the final ranking of alternatives, we proceed further as follows:
For each j = 1, 2, ..., m,
a1j ∈ [C(T̃δ

1k1
), C(T̃δ

1(k1+1))];

a2j ∈ [C(T̃δ
2k2

), C(T̃δ
2(k2+1))];

...
anj ∈ [C(T̃δ

nkn
), C(T̃δ

n(kn+1))].
where ki = 1, 2, ..., (ci − 1), (1 ≤ i ≤ n). The group of the activated rules can be selected as:(

C(T̃δ
1k1

), C(T̃δ
2k2

), ..., C(T̃δ
nkn

)
)

;(
C(T̃δ

1k1
), C(T̃δ

2k2
), ..., C(T̃δ

n(kn+1))
)

;
...(

C(T̃δ
1(k1+1)), C(T̃δ

2(k2+1)), ..., C(T̃δ
n(kn+1))

)
.

Here, the total number of COs is 2n where 1 ≤ 2n ≤ s. Note that the group of activated rules is
the collection of all those COs where the membership and non-membership values of all the IFNs
corresponding to each element of alternative Aj (1 ≤ j ≤ m) are non-zero.
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Let the approximate preference values of the activated rules (COs) be p1, p2, ..., p2n which are
actually some values in Pα’s (1 ≤ α ≤ s). Suppose TIFN value at x ∈ Aj (1 ≤ j ≤ m) provided by each
DM dδ (δ = 1, 2, ..., k) for each criterion Ci (i = 1, 2, .., n) are represented by the IFN as

T̃δ
ij(x) = (µδ

T̃,ij(x), νδ
T̃,ij(x))

Corresponding to each aij ∈ Aj (1 ≤ i ≤ n, 1 ≤ j ≤ m), suppose T̃ij(x) is an IFN achieved by
aggregating all the IFNs T̃δ

ij(x) using Definition 2 where

T̃ij(x) = (⊕k
δ=1µδ

T̃,ij(x), ⊕k
δ=1νδ

T̃,ij(x)).

Let Ãj be IFN which is calculated as the sum of the product of fulfillment degrees of all the
activated rules and their preference values, i.e.,

Ãj = p1(T̃1k1(a1j)⊗ T̃2k2(a2j)⊗ . . .

T̃nkn(anj))⊕ p2(T̃1k1(a1j)⊗ T̃2k2(a2j)⊗ . . .

T̃n(kn+1)(anj))⊕ . . .

p2n(T̃1(k1+1)(a1j)⊗ T̃2(k2+1)(a2j)⊗ . . .

T̃n(kn+1)(anj)).

(10)

The final preference value of each alternative Aj (1 ≤ j ≤ m) is computed by as

Aj = Sc(Ãj), 1 ≤ j ≤ m.

where Sc(Ãj) (1 ≤ j ≤ m) represents the score value of each Aj (1 ≤ j ≤ m) obtained by using the
Formula (1). Finally, the final ranking order of the alternatives is obtained by sorting these preference
values. The larger the preference value, the superior the alternative Aj (1 ≤ j ≤ m). The whole
procedure is presented as the flowchart in Figure 1.

Figure 1. The flowchart of the proposed approach combining the advantages of the Characteristic
Object Method (COMET) and Triangular Intuitionistic Fuzzy Numbers (TIFNs).

4. Illustrative Example

In this section, we show the same problem as presented by Faizi et al. in [52] but with another
type of uncertainity which provide membership and non-membership values. The decision problem is
defined as the selection of the best mobile company for a factory.
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Let us consider a company whose supreme capability of using mobile units is a quantity of 1000
per month expects to select a new mobile partnership. Four firms A1, A2, A3 and A4 are possible,
and three DMs are suggested to consider two criteria C1 (fixed line rent) and C2 (rates per unit) to
decide which mobile company should be chosen. The original ranking order of the mobile companies
along with fixed line rent and rates per unit can be shown in Table 1.

Table 1. The original ranking order of the alternatives.

Alternatives C1 (LR) C2 (R/U) Bill Amount Original Rank

A1 150 1.5 1650 2
A2 50 2 2050 3
A3 250 1.25 1500 1
A4 30 2.15 2180 4

A set of TIFNs for both criteria C1 and C2 set by all the DMs are shown as in Tables 2
and 3 respectively.

Table 2. Different families of TIFNs chosen by the decision makers (DMs) for criteria C1.

DM1 {(0, 0, 180; 0, 0, 190), (0, 200, 350; 0, 200, 360), (200, 300, 380; 200, 300, 400)}
DM2 {(0, 0, 190; 0, 0, 250), (0, 200, 380; 0, 200, 390), (200, 300, 400; 200, 300, 400)}
DM3 {(0, 0, 170; 0, 0, 210), (0, 200, 370; 0, 200, 380), (200, 300, 340; 200, 300, 390)}

Table 3. Different families of TIFNs chosen by the DMs for criteria C2.

DM1 {(1100, 1200, 1600; 1000, 1200, 1700), (1200, 1800, 2500; 1100, 1800, 2600),
(1800, 2500, 2800; 1700, 2500, 3000)}

DM2 {(1050, 1200, 1500; 1000, 1200, 1600), (1100, 1800, 2700; 1000, 1800, 2900),
(1800, 2500, 3000; 1800, 2500, 3000)}

DM3 {(1150, 1200, 1400; 1000, 1200, 1600), (1300, 1800, 2900; 1100, 1800, 3000),
(1800, 2500, 2850; 1800, 2500, 2900)}

The graphical representations of TIFNs chosen by the DMs for both the criteria C1 and C2 are
shown in Figures 2 and 3, respectively.

0 50 100 150 200 250 300 350 400
0

0.5

1

Graphical representattion of TIFNs selected by the DM1 for criterion C
1

0 50 100 150 200 250 300 350 400
0

0.5

1

Graphical representattion of TIFNs selected by the DM2 for criterion C
1

0 50 100 150 200 250 300 350 400
0

0.5

1

Graphical representattion of TIFNs selected by the DM3 for criterion C
1

Figure 2. Graphs of asymmetrical TIFNs chosen by the DMs for criteria C1.
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2

Figure 3. Graphs of asymmetrical TIFNs chosen by the DMs for criteria C2.

The sets of cores of a given family of TIFNs are {30, 200, 300} and {1200, 1800, 2500} for both
the criteria C1 and C2 respectively. The optimal solution of the given MCGDM problem by using the
COMET method can be determined by taking different number of COs. Here, in this paper, we find
the optimal solution to this problem with the use of following nine COs.

CO1 = {30, 1200}, CO2 = {30, 1800},
CO3 = {30, 2500}, CO4 = {200, 1200},
CO5 = {200, 1800}, CO6 = {200, 2500},
CO7 = {300, 1200}, CO8 = {300, 1800},
CO9 = {300, 2500}.

During the pairwise comparison of all the COs, suppose the three DMs agreed to provide their
joint assessment values in the form of IFNs that are unified in the matrix MEJ. Then, the unified MEJ
can be shown as below.

MEJ=



(0.5, 0.5) (0.8, 0.1) (0.9, 0.1) (0.7, 0.2) (0.8, 0.1) (0.8, 0.2) (0.6, 0.2) (0.7, 0.1) (0.2, 0.6)
(0.1, 0.8) (0.5, 0.5) (0.8, 0.1) (0.2, 0.6) (0.6, 0.2) (0.8, 0.1) (0, 0.8) (0.7, 0.2) (0.9, 0.1)
(0.1, 0.9) (0.1, 0.8) (0.5, 0.5) (0.2, 0.7) (0.1, 0.7) (0.9, 0.1) (0, 0.8) (0.3, 0.6) (0.7, 0.3)
(0.2, 0.7) (0.6, 0.2) (0.7, 0.2) (0.5, 0.5) (0.9, 0.1) (0.8, 0.2) (0.8, 0.2) (0.7, 0.1) (0.8, 0.1)
(0.1, 0.8) (0.2, 0.6) (0.7, 0.1) (0.1, 0.9) (0.5, 0.5) (0.9, 0.1) (0.1, 0.6) (0.8, 0.1) (0.7, 0.2)
(0.2, 0.8) (0.1, 0.8) (0.1, 0.9) (0.2, 0.8) (0.1, 0.9) (0.5, 0.5) (0.3, 0.6) (0.2, 0.7) (0.6, 0.2)
(0.2, 0.6) (0.8, 0) (0.8, 0) (0.2, 0.8) (0.6, 0.1) (0.6, 0.3) (0.5, 0.5) (0.8, 0.2) (0.9, 0.1)
(0.1, 0.7) (0.2, 0.7) (0.6, 0.3) (0.1, 0.7) (0.1, 0.8) (0.7, 0.2) (0.2, 0.8) (0.5, 0.5) (0.7, 0.1)
(0.6, 0.2) (0.1, 0.9) (0.3, 0.7) (0.1, 0.8) (0.2, 0.7) (0.2, 0.6) (0.1, 0.9) (0.1, 0.7) (0.5, 0.5)



It is easy to verify that the above MEJ which is infact an IPR is not additive consistent based on
Definition 5. Therefore, the rectification process as mentioned in Section 2 has to be performed for this
MEJ. By using Equations (5) and (6), the transformation matrix MEJt can be computed as above.
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MEJt=



(0.5, 0.5) (0.600, 0.300) (0.856, 0.144) (0.461, 0.439) (0.656, 0.244) (0.933, 0.067)
(0.300, 0.600) (0.5, 0.5) (0.656, 0.244) (0.261, 0.539) (0.456, 0.344) (0.733, 0.167)
(0.144, 0.856) (0.244, 0.656) (0.5, 0.5) (0.106, 0.794) (0.250, 0.550) (0.578, 0.422)
(0.439, 0.461) (0.539, 0.261) (0.794, 0.106) (0.5, 0.5) (0.694, 0.306) (0.922, 0.078)
(0.244, 0.656) (0.344, 0.456) (0.550, 0.250) (0.306, 0.694) (0.5, 0.5) (0.728, 0.272)
(0.067, 0.933) (0.167, 0.733) (0.422, 0.578) (0.078, 0.922) (0.272, 0.728) (0.5, 0.5)
(0.339, 0.461) (0.489, 0.311) (0.694, 0.106) (0.450, 0.550) (0.494, 0.206) (0.822, 0.078)
(0.094, 0.706) (0.294, 0.606) (0.500, 0.400) (0.106, 0.694) (0.350, 0.550) (0.578, 0.322)
(−0.028, 0.828) ( 0.222, 0.778) (0.428, 0.572) (0.033, 0.867) (0.228, 0.672) (0.406, 0.394)

(0.461, 0.339) (0.706, 0.094) (0.828,−0.028)
(0.311, 0.489) (0.606, 0.294) (0.778, 0.222)
(0.106, 0.694) (0.400, 0.500) (0.572, 0.428)
(0.550, 0.450) (0.694, 0.106) (0.867, 0.033)
(0.206, 0.494) (0.550, 0.350) (0.672, 0.228)
(0.078, 0.822) (0.322, 0.578) (0.394, 0.406)
(0.5, 0.5) (0.744, 0.256) (0.867, 0.133)
(0.256, 0.744) (0.5, 0.5) (0.522, 0.278)
(0.133, 0.867) (0.278, 0.522) (0.5, 0.5)



In transformed IPR, µ91 < 0 (correspondingly, ν19 < 0). The d value for the transformed IPR can
be obtained as 0.0278 using Formula (7). According to Equation (8), we obtain the additively consistent
IPR MEJc as shown below.

MEJc=



(0.5, 0.5) (0.595, 0.311) (0.837, 0.163) (0.463, 0.442) (0.647, 0.258) (0.911, 0.090)
(0.311, 0.595) (0.5, 0.5) (0.647, 0.258) (0.274, 0.537) (0.458, 0.353) (0.721, 0.184)
(0.163, 0.837) (0.258, 0.648) (0.5, 0.5) (0.126, 0.779) (0.263, 0.547) (0.574, 0.426)
(0.442, 0.463) (0.537, 0.274) (0.779, 0.126) (0.5, 0.5) (0.684, 0.316) (0.900, 0.100)
(0.258, 0.648) (0.353, 0.458) (0.547, 0.263) (0.316, 0.684) (0.5, 0.5) (0.716, 0.284)
(0.900, 0.911) (0.184, 0.721) (0.426, 0.574) (0.100, 0.900) (0.284, 0.716) (0.5, 0.5)
(0.347, 0.463) (0.490, 0.321) (0.684, 0.126) (0.453, 0.548) (0.495, 0.221) (0.805, 0.100)
(0.116, 0.695) (0.305, 0.600) (0.500, 0.405) (0.126, 0.684) (0.358, 0.547) (0.574, 0.332)
(0.000, 0.811) (0.237, 0.763) (0.432, 0.568) (0.058, 0.848) (0.242, 0.663) (0.411, 0.400)

(0.463, 0.347) (0.695, 0.116) (0.811, 0.000)
(0.321, 0.490) (0.600, 0.305) (0.763, 0.237)
(0.126, 0.684) (0.405, 0.500) (0.568, 0.432)
(0.547, 0.453) (0.684, 0.126) (0.847, 0.058)
(0.221, 0.495) (0.547, 0.358) (0.663, 0.242)
(0.100, 0.805) (0.332, 0.574) (0.400, 0.411)
(0.5, 0.5) (0.732, 0.268) (0.847, 0.153)
(0.268, 0.737) (0.5, 0.5) (0.521, 0.290)
(0.153, 0.847) (0.290, 0.521) (0.5, 0.5)



The vector SJ is obtained by using Formula (9) as follows:

SJ = [0.4105, 0.1263,−0.2631, 0.3895, 0.0211,

−0.4105, 0.2947,−0.1684,−0.4000]T

The corresponding vector P by using the Matlab code as mentioned in Section 3 is determined as:

P = [1, 0.6250, 0.25, 0.8750, 0.50, 0.75, 0.3750, 0.125]T

The P vector actually provides the approximate preference values of all the nine COs as mentioned
above. Now, in order to calculate the preference value of first alternative A1, we proceed as follows:

There are 9 rules (COs) for the alternative A1 = {150, 1500}, but the activated rules
are CO1, CO2, CO4, CO5. The approximate preference values of corresponding COs are
p1 ∼ 1, p2 ∼ 0.6250, p3 ∼ 0.8750, p4 ∼ 0.5. The IFN Ã1 corresponding to the alternative A1 is
computed by using Formula (10) as follows:



Symmetry 2020, 12, 1382 12 of 15

Ã1 = p1 T̃11(150)⊗ T̃21(1500)⊕ p2 T̃11(150)⊗ T̃22(1500)⊕ p3T̃12(150)⊗ T̃21(1500)⊕
p4T̃12(150)⊗ T̃22(1500) = (0.8625, 0.0122)

The preference value of the alternative A1 can be determined by computing the score value of Ã1

by using Formula (1). i.e., A1 = Sc(Ã1) = 0.8502.
Similarly the preference values of the remaining alternatives can be found in the same way by

following the five steps. A sharp comparison of the ranking order of alternatives using the proposed
COMET method with the original ranking as well as the ranking obtained in [52] can be seen in Table 4.

Table 4. Comparison of the ranking obtained using intuitionistic fuzzy sets (IFSs) and hesitant fuzzy
sets (HFSs) with the original ranking.

C1 C2 Original Ranking Preference Ranking
Alternatives (LR) (R/U) Ranking Using Values Using Using

HFSs IFSs IFSs

A1 150 1.5 2 3 0.8502 3
A2 50 2 3 2 0.9069 2
A3 250 1.25 1 1 0.9849 1
A4 30 2.15 4 4 0.8479 4

From Table 4, A3 is the best alternative, followed by A2, A1, and A4, in this order. It can be easily
observed that this ranking order of the alternatives is reasonably matched with the original ranking of
alternatives as mentioned in the same table.

5. Conclusions

The uncertainty and diversity of assessment information provided by the DMs can be well
reflected and modeled using IFSs. The symmetrical and asymmetrical IFSs are very useful to express
vagueness and uncertainty more accurately as compared to fuzzy sets. Therefore, we extend the
COMET method to develope a useful technique for solving MCGDM problems with IFSs. To illustrate
the effectiveness of the COMET method using IFSs, we presented a simple numerical example and
analyzed the academic problem of selection of the best mobile company. This problem has already
been solved in [52] by using HFSs. In the problem discussed in [52], the L-R type generalized fuzzy
numbers are preferred by the DMs to get the hesitance degree values for the given set of alternatives.
Table 4 exhibits the ranking results of all the alternatives as derived by the COMET method using
IFSs and HFSs. It can be observed that the ranking orders of the alternatives obtained by the COMET
method using IFSs are exactly matched with those derived by the same method using HFSs. Therefore,
the present method is also validated. By using the COMET method with IFSs and HFSs, the ranking
of the alternatives is obtained as A3 � A1 � A2 � A4, which adequately matches as those with the
original ranking as shown in Table 4. The accuracy in the results appeared only due to the inclusion of
the idea of an additive consistent MEJ. However, some differences are also observed in the ranking
order of the alternatives A1 and A2. This is due to the increase of uncertainty level for both membership
and non-membership values given by TIFNs during computations, e.g., for alternatives A1 and A2,
the aggregated IFNs obtained as a result of aggregating all the IFNs for both criteria were equal to
(0.4195, 0.3383) and (0.5781, 0.4219), respectively. This fact may represent the observed difference
in the ranking order of both alternatives. However, it is quite reasonable that the optimal ranking is
difficult to find by increasing the level of uncertainty. From the above investigation, it can be assumed
that the order of the alternatives given by the proposed method is also stable and accurate. The main
feature of the COMET method is that it always ignores the issue of rank reversal paradox, i.e., it delivers
accurate evaluations of objects that are not subject to change by the introduction of new objects to the
original object set. For example, by inserting 5th alternative A5 = {225, 1750} in the given decision
problem, then, the original ranking of five alternatives is obtained as A3 � A1 � A5 � A2 � A4.
The preference value of A5 using the proposed method is obtained as 0.9271, which makes the new
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ranking order as A3 � A2 � A5 � A1 � A4. From both ranking orders as calculated above, it can be
easily observed that the inclusion of the new alternative A5 does not affect the ranking order of the
remaining alternatives. This observation justifies the basis of our claim. The prominent characteristic
of the proposed approach is to provide a valuable and flexible way to efficiently assist the DMs under
an uncertain environment. Furthermore, the proposed approach can be applied for both TIFNs and
IFNs, which reflects the uncertainty appropriately. In the future, we hope that the COMET method can
be applied to MCDM/MCGDM problems under more uncertain environments such as interval-valued
fuzzy sets, interval-valued intuitionistic fuzzy sets, hesitant fuzzy linguistic term sets, and so on.
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5. Roy, J.; Das, S.; Kar, S.; Pamučar, D. An extension of the CODAS approach using interval-valued intuitionistic

fuzzy set for sustainable material selection in construction projects with incomplete weight information.
Symmetry 2019, 11, 393. [CrossRef]

6. Chen, T.Y. The inclusion-based TOPSIS method with interval-valued intuitionistic fuzzy sets for multiple
criteria group decision making. Appl. Soft Comput. 2015, 26, 57–73. [CrossRef]

http://dx.doi.org/10.5937/sjm10-7223
http://dx.doi.org/10.1016/j.knosys.2011.05.007
http://dx.doi.org/10.1016/0165-0114(94)90229-1
http://dx.doi.org/10.1016/S0019-9958(65)90241-X
http://dx.doi.org/10.3390/sym11030393
http://dx.doi.org/10.1016/j.asoc.2014.09.015


Symmetry 2020, 12, 1382 14 of 15

7. Park, J.H.; Cho, H.J.; Kwun, Y.C. Extension of the VIKOR method for group decision making with
interval-valued intuitionistic fuzzy information. Fuzzy Optim. Decis. Mak. 2011, 10, 233–253. [CrossRef]

8. Wu, J.; Chiclana, F. A social network analysis trust–consensus based approach to group decision-making
problems with interval-valued fuzzy reciprocal preference relations. Knowl.-Based Syst. 2014, 59, 97–107.
[CrossRef]

9. Wu, J.; Chiclana, F. A risk attitudinal ranking method for interval-valued intuitionistic fuzzy numbers based
on novel attitudinal expected score and accuracy functions. Appl. Soft Comput. 2014, 22, 272–286. [CrossRef]

10. Xu, Z. An integrated model-based interactive approach to FMAGDM with incomplete preference information.
Fuzzy Optim. Decis. Mak. 2010, 9, 333–357. [CrossRef]

11. Xu, J.; Shen, F. A new outranking choice method for group decision making under Atanassov’s
interval-valued intuitionistic fuzzy environment. Knowl.-Based Syst. 2014, 70, 177–188. [CrossRef]

12. Faizi, S.; Sałabun, W.; Ullah, S.; Rashid, T.; Więckowski, J. A New Method to Support Decision-Making in
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