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Abstract: Dynamic multi-criteria decision-making (DMCDM) models have many meaningful
applications in real life in which solving indeterminacy of information in DMCDM s strengthens the
potential application of DMCDM. This study introduces an extension of dynamic internal-valued
neutrosophic sets namely generalized dynamic internal-valued neutrosophic sets. Based on this
extension, we develop some operators and a TOPSIS method to deal with the change of both criteria,
alternatives, and decision-makers by time. In addition, this study also applies the proposal model to
a real application that facilitates ranking students according to attitude-skill-knowledge evaluation
model. This application not only illustrates the correctness of the proposed model but also introduces
its high potential appliance in the education domain.

Keywords: generalized dynamic interval-valued neutrosophic set; hesitant fuzzy set; dynamic
neutrosophic environment; dynamic TOPSIS method; neutrosophic data analytics

1. Introduction

Multi-criteria decision-making (MCDM) in real world is often dynamic [1]. In the dynamic MCDM
(DMCDM) model, neither alternatives nor criteria are constant throughout the whole problem and do
not change over time. Besides, the DMCDM model has to cope with both dynamic and indeterminate
problems of data. For example, when ranking tertiary students during learning time in a university by
the set of criteria based on attitudes-skills-knowledge model (ASK), the criteria, students and lecturers
are changing during semesters. The lecturers’ evaluations using scores, or other ordered scales, are also
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subject to indeterminacy because of lecturers’ personal experiences and biases. Therefore, a ranking
model that can handle these issues is necessary.

In [2], Smarandache introduced neutrosophic set including truth-membership, an indeterminacy-
membership and a falsity-membership to well treat the problem of information indeterminacy. Since
then, variant forms of MCDM and DMCDM models have been proposed as in [3-15]. In order to
consider the time dimension, Wang [16] proposed the interval neutrosophic set and its mathematical
operators. Ye [9] proposed MCDM in interval-valued neutrosophic set. Dynamic MCDM for
dynamic interval-valued neutrosophic set (DIVINS) was proposed in [14]. The authors have developed
mathematical operators for TOPSIS method in DIVNSs.

In some cases, criteria, alternatives and decision-makers are changing by time. This fact requires
a new method for DMCDM using TOPSIS method in the interval-valued neutrosophic set [17] with
diversion of history data. The TOPSIS method for DIVNS in [14] did not solve the problem with
the changing criteria, alternatives, and decision-makers. Liu et al. [13] combined the theory of both
interval-valued neutrosophic set and hesitant fuzzy set to solve the MCDM problem. However,
this study did not use TOPSIS method, and it did not consider the change of criteria also. In order
to take the history data into account, Je [10] proposed two hesitant interval neutrosophic linguistic
weighted operators to ranking alternatives in dynamic environment. In short, the DMCDM model in
DIVNS based on TOPSIS method has not been addressed before.

The purpose of this paper is to deal with the change of criteria, alternatives, and decision-makers
during time. We define generalized dynamic interval-valued neutrosophic set (GDIVNS) and some
operators. Based on mathematical operators in GDIVNS (distance and weighted aggregation operators),
a framework of dynamic TOPSIS is introduced. The proposed method is applied for ranking students
of Thuongmai University, Vietnam on attributes of ASK model. ASK model is applicable for evaluation
of tertiary students’ performance, and it gives more information that support employers besides a set
of university exit benchmark. It also facilitates students to make proper self-adjustments and help them
pursue appropriate professional orientation for their future career [18-21]. This application proves the
suitability of the proposed model for real ranking problems.

This paper is structured as follows: The Section 1 is an introduction, and the Section 2 provides the
brief preliminaries for DMCDM model in both legacy environment and interval-valued neutrosophic
set. The Section 3 presents the definition of GDIVNS and some mathematical operators on this
set. The Section 4 introduces the framework of dynamic TOPSIS method in GDIVNSs environment.
The Section 5 presents the application of dynamic TOPSIS method in the problem of ranking students
based on attributes of ASK model. The Section 6 compares the result of proposed model with previous
TOPSIS model in DIVNS. The last section mentions the brief summary of this study and intended
future works.

2. Preliminary

2.1. Multi-Criteria Decision-Making Model Based on History

A dynamic multi-criteria decision-making model introduced by Campanella and Ribeiro [1] is a
DMCDM in which all alternatives and criteria are subject to change. The model gives decisions at all
periods or just at the last one. The final rating of alternatives is calculated as:

Ri(a), a € ANHTL,
Ei(a) ={ Dg(Ei-1(a),Ri(a)), a€A;NH, @
Ei1(a), a€H \A

where Ay is a set of alternatives at period ¢, Hf‘_ isa historical set of alternatives at period t — 1 (Hg‘ =),
R¢(a) is rating of alternative a at period t, and D is an aggregation operator.
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2.2. Dynamic Interval-Valued Neutrosophic Set and Hesitant Fuzzy Set

Thong et al. [14] introduced the concept of dynamic interval-valued neutrosophic set (DIVNS).

Definition 1. [14] Let U be a universe of discourse, and A be a dynamic interval-valued neutrosophic Set
(DIVNS) expressed by,

A= ([Th), T O] [ (), (0)] [F (o), Fé ()] )| e 1 @)

where Ty, Iy, Fx are the truth-membership, indeterminacy-membership, falsity-membership respectively,
T = {19, T, ..., Tk} is set of time sequence and

[T4(0), T ()] € 0,1); [14(), 1)) € [0,1) [Fh (o), F¥ ()] < [0,1)
Example 1. A DIVNS in time sequence T = {11, T2} and universal U = {x1,x2, x3} is:

x1,{([0.5,0.6],[0.1,0.3], [0.2,0.4]), ([0.4,0.55], [0.25,0.3], [0.3,0.42]))
A =1 x,(([0.7,0.81],[0.1,0.2],0.1,0.2]), ([0.72,0.8],[0.11,0.25], [0.2,0.4] )}
x3,(([0.3,0.5],[0.4,0.5], [0.6,0.7]), ([0.4,0.5], [0.5,0.6], [0.66,0.73] )}

Hesitant fuzzy set (HFS) first introduced by Torra and Narukawa [19] and Torra [20] is defined
as follows.

Definition 2. [20] A hesitant fuzzy set E on U is defined by the function hg(x). When hg(x) is applied to U,
it returns a finite subset of [0, 1], which can be represented as

E = {(x he(x))|x e U) ©)
where hg(x) is a set of some values in [0, 1].

Example 2. Let X = {x1,x,x3} be the discourse set, and hg(x1) = {0.1,0.2}, hg(xp) = {0.3} and hg(x3) =
{0.2,0.3,0.5}. Then, E can be considered as a HFS:

E = {(x1,{0.1,0.2}), {x2,{0.3}), (x3,{0.2,0.3,0.5})}

3. Generalized Dynamic Interval-Valued Neutrosophic Set

Extending DIVNS by the concept of HFS is considered how to express the criteria, alternatives,
and DMs that are changing during time criteria, alternatives and decision-makers are changing by time.

In this section, we propose the concepts of generalized dynamic interval-valued neutrosophic
set (GDIVNS) and generalized dynamic interval-valued neutrosophic element (GDIVNE) including
fundamental elements, operational laws as well as the score functions. Then, GDIVNS's theory is
applied for the decision-making model in Section 4.

Definition 3. Let U be a universe of discourse. A generalized dynamic interval-valued neutrosophic set
(GDIVNS) in U can be expressed as,

E = {(x,hg(x(t) )l € U;Vt, € ;) (4)

where Eg(x(tr)) is expressed for importing HFS into DIVNS. Zg(x(tr)) is a set of DIVNSs at period t, and
t = {t1,tp,t3,...,ts}, which denotes the possible DIVNSs of the element x € X to the set E, hE(x(t,)) can
be represented by a generalized dynamic interval-valued neutrosophic element (GDIVNE). When s = 1 and
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= Tiz(x(t) = [y]y €7},

y = ([T (x()), T (x(2))] [ (x(2)), U (x(2)) ], [FH(x()), Y (x(7))])

is a dynamic interval-valued neutrosophic number.

[z (e(t)| =

where

Example 3. Let t = {t1,t2}; T = {11, T2} and an universal X = {x1,x2,x3}. A GDIVNS in X is given as:
. 0.2,0.33],[0.4,0.5],[0.6,0.7]), ([0.24,0.39], [0.38,0.47], [0.56,0.7] ) ),
v 0.29,0.37],10.3,0.5],[0.4,0.58]), ([0.4,0.5],[0.2,0.3],[0.35,0.42]) )

«
«
((]0.8,0.9],[0.1,0.2],[0.1,0.2]), ([0.72,0.8],[0.11,0.25], [0.23,0.45])),
<x2, { (( [0.4, 0.6], [0.2, 0.4], 0.3, 0.4] ), ([0.41, 0.5], [0.26, 0.39], [0.2, 0.3] )) }>
A
< 3'{ (

[

0.6,0.7],[0.2,0.3],[0.4,0.5]), ([0.52,0.66], [0.34,0.4], [0.6,0.77]) ),
0.54,0.62],[0.15,0.3], [0.2,0.4]), ([0.4,0.5], [0.25,0.32],[0.39,0.43] ) )

Definition 4. Let 1, hy and hy be three GDIVNEs. When A > 0, the operations of GDIVNEs are defined

as follows:

)
I

(i) Addition

Fﬁl GBZZ - UV)/lep}l‘l;VyZE—l;z{yl ® 7/2}

_ < TL, (x(1)) + Th, (x(7)) - %, (x ())xfi( ())T“(( »-+T%<(ﬂ)—?%(x@»)xT%(xuoﬂ,>
15 (x(7)) x IE, (x(7)), 1 (7)) x I8 (e()) |, [ FE, (x(2)) X F, (x(7)), FY (x(7)) X FYL (x(7)) ]

(i) Multiplication

hl ® h2 V)/1 Eh] V)/zehz {yl ® VZ}

TE (x(1)) % Tk, (x(x)), TS (x(2)) x T8 (x(1))],
= < I)L,l(X(T))HL( x(1)) - 1 ( (1)) X I (x(0)), 14 (x(0)) + I8 (x(7)) = I, (7)) x IEL (x (1)) | >
Fy, (x(0)) + B, (x(7)) = F}, (x(1) X F}, (x(1)), FYf (x(c ))+FU (x(1)) = Fil (x(7)) x FY (x(1))

(iif) Scalar Multiplication

=0, g1y}
N ~< 1-(1-TE(x(0))) ", 1 - (1= TH(x(r)
TN ) (M) | ()

e e

~

.
<

(iv) Power

’E/\ = UV;/EZ{)/\}
(TH (o)) (T ) | 1= (0= ) 1= (1= ),
= U\!yeﬁ < >

A b
1- (1= FL(x(r)) 1= (1 = FU(x(r))) ]
Definition 5. Let h be a GDIVNE. Then, the score functions of the GDIVNE T are defined by,

4 2
Vyeh =1
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where T = {11, 72,..., T}, and #h is number of elements inh. Obwiously, S(h) € [0,1]. If S(ﬁl) > S(ﬁz), then
El > Ez.

Example 4. Let three GDIVNEs:

According to Equation (5), we have S@1) =1, S(ﬁz) = %; 5@3) = 0. Thus, El >ﬁ2 >F]:lig.

Definition 6. Let E( j=1,2,...,n) be a collection of GDIVNEs. Generalized dynamic interval-valued
neutrosophic weighted average (GDIVNWA) operator is defined as

=1
[1 - (-1 )" 1- 111 - T%i-(f))w"]f ©)
= _ Y —~ n . n o n n
y1€h1,y2€h0,.., €M [ (I)L’](T))ZU]’H(I}I;S (T))w]],[n (F)L/](T))WJ'H<FJI;IJ (T))w]]
j=1 j=1 j=1 j=1

Theorem 1. Lef E( j=1,2,...,n) be the collection of GDIVNEs. The result aggregated from GDIVNWA
operator is still a GDIVNE.

Proof. The Equation (6) is proved by mathematical inductive reasoning method. O

When n = 1, Equation (6) holds because it simplifies to the trivial outcome, which is obviously
GDIVNE as,

[1-(1-75 ()" 1-(1-T¢(0)"], ]
GDIVNWA(h;) = w - w w; 7
) [W)) (80 L[, @) (Pl ) ”
Let us assume that (6) is true for n = z,
. - 0o fiemer]
Z w]h] = _ ) _ (8)
=1 y1€hy,y2€hy,...,y €h; [
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Whenn =z+1
z+1  —
Z w]h = Z w]h eawz-l—lhz-i-l
= j=
- i - fi- o) |
= Y - z - w: Z w'_ z w: Z w:
s [H (5, 0)" 11(55(0) H]H (F,(0) " 11 () ]
@[hfwl—Tgﬂcaf“%1;<l—T%H<ﬂfj“l , ] v
[ ) (B @) [ ) (BLL @)
1-T1 (1 T (1)) 1— (1 TV (1))},
= - _u ~ z w; Z w:l |z w;: Z w
Pt [H ()" T (140) HH (F ) 11 (74 ) }
= = = =

It follows that if (6) holds for n = z, then it holds for n = z + 1. Because it is also true for n = 1,
according to the method of mathematical inductive reasoning, Equation (6) holds for natural numbers
N and Theorem 1 is proven.

Definition 7. Let E]( j=1,2,...,n) be a collection of GDIVNEs. Generalized dynamic interval-valued
neutrosophic weighted geometric (GDIVNWG) operator is defined as

GDN/NWG“’!l,hz, .. .,hn) = ]| 1h;uf
lﬁ ( )L’]( ))wj/ﬁ( 7/;’( )) j:|’ |:1 ,IHI (1 I)L/](l)) j/l |n| (1 I)/]([))wj ’ (10)
j=1 j=1 j=1 j=1

U
yléﬁl,yzéﬁz,...,y,le‘ﬁn 1- ﬁ 1-— FLv T wf, 1- ﬁ 1- Fu T wj
[ i ( 71( )) j:l( 7/( ))

Theorem 2. Let E( j=1,2,...,n) be the collection of GDIVNEs. The result aggregated from GDIVNWG
operator is still a GDIVNE.

Proof. The Equation (10) is proved by mathematical inductive reasoning method. O

When n = 1, Equation (10) is true because it simplifies to the trivial outcome, which is
obviously GDIVNE,

pvnwe() = [ [T (0 @) (13 @) ] [1- (-1, @) 1= (1= 1 @)™, »
G G() [[ (1 FLT)lll (1 F%())l] ] (11)

71

Let us assume that (10) is true for n = z.

: s )| - Ao )]
0= - - - - 12
]1:[1h] AERE A [1 1 (1-F (0)" 1—151(1—1?“(1))%] -

=1 = N
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Whenn=2z+1
2t Uj U/ T W21
].1;[17/;;' _]1;[1;;; hz+1
ﬁ (T)L,/(T))wj,ﬁ(T%(T))W/], [1— ﬁ(l—lg (1)1~ ﬁ(l Y ))w]],
_ ~ L;' - j=1 . j=1 . j=1 j=1
Y1€h1,y2€h,,...,y-€h; [1 _ 1—[ (1 _ F)L,f(’[))wj, 1— H (1 _ F%(T))wj}
j= j=1
[ (75 ) o} - (- 01— (-1 0)™) )
[1-(-F (o) ”51 (1 FiL ( >) "
+

= U
— — ~ 1 . 1
nehydyzadiea | |12 T] (1-F%.(T))w’,1—zﬁ (1-F ()"
j=1 ] j=1 /

It follows that if (10) holds for n = z, then it holds for n = z + 1. Because it is also true forn =1,
according to the method of mathematical inductive reasoning, Equation (10) holds for all natural
numbers N and Theorem 2 is proven.

Herein, we define the generalized dynamic interval-valued neutrosophic hybrid weighted
averaging (GDIVNHWA) operator to combine the effects of attribute weight vector and the positional
weight vector, which are mentioned in Definitions 6 and 7.

Definition 8. Let A > 0 and E( j=1,2,...,n) be a collection of GDIVNEs. Generalized dynamic
interval-valued neutrosophic hybrid weighted averaging (GDIVNHWA) operator is defined as,

—_ o~ n —~ /!
DIVHNWG(hy, Iy, .., ) = | & wjh]%
j=1

| | (14)
- U 1—(1—ﬁ(1—(1—lly~j(r))A)w’) ,1—[1_
I ]

V1 €y V2 €hy,.. Vn €hy,

Theorem 3. Let ZJ( j=1,2,...,n) be the collection of GDIVNESs. The result aggregated from GDIVNHWA
operator is still a GDIVNE.

Proof. The Equation (14) can be proved by mathematical inductive reasoning method. O

We first prove that (15) is a collection of GDIVNES,

_1 - ﬁ(1 —(ng(f))A)ij - ﬁ(1 —(T%(T))A)wj],

j=1 j=1

n —_~ i n A\Wj n A\Wj

o= v _{]|1- H(l—(l—IL,(T)) ) 1- H(l—(l—IL,I.(T)) ) ]}, (15)
] : Vi ; Vi

=1 y1€h1,y2€h,....yn€hy | =1 j=1

) ﬁ(l - Fﬁj(T))A)wj' 1 1—”1 (1 ~(1- F%(T))A)wi]

j=1 =1
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When n = 1, Equation (15) is true because it simplifies to the trivial outcome, which is

obviously GDIVNE,
1= (- (@) ) == (@) )]
Wik = [1 (1 (1- 17%1(1))A)wl,1—(1—(1—131(1))A)w1],
[1 (1 (1-FL (x ))A)W1,1—(1—(1—F)L/11(T))A)Z01]

Let us assume that (15) is true for n = z,

A= o)) |
2, w,ﬁ? = yleﬁme%z ,,,,, g :1 - jl;[l(l - (1 Ik ( ))A)wfl,l _ j]i[l(l - (1 —I%(T))A) ,},
i) - 1000 )
Whenn =2z+1,
z+1 =
Z w] ]Z w]h ®w2+1hz+1
1= =) - A )
= ylezl,ne% ,,,, L :1 - jli[l(l - (1 - I7L,]. (T))A)w/, 1- jli(l - (1 - I%(T))A)wf},
N 111(1 -(1- Péf(T))A)wj’ - ]lfll(l -(1- P%(T))A)wj]
- (1= () ) - (= ) )
® [1 - (1 ~(1-1, H(T))A)WZH,l ( ~(1-14 (x) )A)wm]
1-(1-(-F, @) ) - ( -(1-rLL @) )
o R
_ yleﬁl,;/zeﬁ;..,ykﬂeﬁk+l ]’E@ (1-1% (« )wj 1- I;gl 1-(1- I%,(T))A)wj,
]1(1 (1-FL (c A) "1 —j1(1 -(1 —F,Lf].(r))A) ]]

(16)

(17)

(18)

It follows that if (15) holds for n = z, then it holds for n = z + 1. Because it is also true forn =1,
according to the method of mathematical inductive reasoning, Equation (15) holds for natural numbers

N. According to Equation (15) and Definition 4, we have,
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— — n — \1
DIVHNWG(hy, by, ... ) = ( y w]m]

j=1
_(1 ) jli(l -(T, (T))A)wj]A’ [1 ) jli(l -(T3) (T))A)wj]/\ ]
= yleﬁl,yze%z,...,yneﬁn _1 - (1 - ]f[1(1 - (1 - I)Ijj(T))/\)wj]"’ 1— (1 - jf[l(l - (1 - I%. (T))A)w/]/‘ ,
1- (1 - jl:[1(1 - (1-F (1)) )w])A, 1- (1 - j1f[1(1 ~(1- F)I;I/(T))/\)wj]/\}

Thus, Theorem 3 is proven.

4. Dynamic TOPSIS Method

Based on the theory of GDVINS, the dynamic decision-making model is proposed to deal with
the change of criteria, alternatives, and decision-makers during time.

For each period t = {t1,t,...,t}, assume X(t,) = {A1,A2,..., Ay} and E(t,) = {C1,C2,---,Cn,}
and 5(tr) = {Dl, Dy,..., Dh,} being the sets of alternatives, criteria, and decision-makers at period rth
r=1{1,2,...,s}. Foradecision-maker D;;q = 1,..., hy, the evaluation of an alternative A,;;m = 1,..., vy,
on a criteria Cp;p = 1,..., 1y, in time sequence T = {Tl, T2,..., Tky} is represented by the Neutrosophic

decision matrix RI(t,) = (Eqmp(f)) ;1=1,2,...,k. where

v Xny

Enp(T) = (me,,< )'(Tq(dmzﬂfT)'Iq(derT)'Fq(dmwT))>"

taken by GDIVNSs evaluated by decision maker Dj.

Step 1. Calculate aggregate ratings at period 't

Let  xupg(t)) = {[T'%W(xﬂ) T"LfW(xTI)]' [I,[;qu(xT,) I"wa(xﬂ)]' [F %wq(xfl) F gpq(xﬂ)]} be the
appropriateness rating of alternative A, for criterion C, by decision-maker Dy in time sequence
7;, where: m =1, . L Unp = 1,...,n59=1,...,h;1=1,... k. The averaged appropriateness rating

Xy = {[Tﬁw Tu o (X [Iﬁp(x),lnqp(x)], [P%p(x),l-"nqp(x)]} can be evaluated as:

v

1 1
1\ & 1\ &

_ Iy r I i
1- 1—(1— 21 Tgmq(xT,)] 1- 1—(1— 21 T;Imq(xT,)] ,
q=

q=

— 1 ’ o s
Rk, X< (f r%mq(xﬁ)) (i qu<xfl)) ] > 1

hrxkr h u W
(Z qu(xfz)] f[qglpme(xﬂ)] }

Step 2. Calculate importance weight aggregation at period rth.

Let Ypg(11) = {[Tho(ve,), T8 (ve) )], [ (v ) 1 (v, ), [FE (v, ) ESL (v, )]} e the weight of Dy to
criterion Cp in time sequence 7, where: p = 1,...,n,;,9 = 1,...,hy;1 = 1,..., k. The average weight

wy = {[T’%(y),Ty(y)], [Iﬁ(y),l},l(y)], [FrL,(y),Fy(y)]} can be evaluated as:
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-kl [ ] x
i

Step 3. Evaluation for aggregate ratings of alternatives with history data.
Using Equation (21), evaluate aggregate ratings and importance weight aggregation.

A(£) = (A1, Ag, ..., Ay }UA(t_1)

o A € A(tr)\A(t—1)&Cp € C(t)\C(t1)
Y if | or Aw € A(t)\A(t)&C) € C(t)\C(t1)
or  Am € A(t)\A(t,_1)&Cy € C(t,_1)\C(t)

X5, =3 — — . —~ (21)
P Xy ® Xy if A € A(ty) N A(t,—1)&Cp € Ct) N C(t1)

Yl if  Am € Alt)\A(t)&Cy € C(t,-1)\C(t)

Step 4. Evaluation for importance weight aggregation of criteria with history data.
Using Equation (22), evaluate aggregate ratings and importance weight aggregation.

C(t) ={C1,Ca, .., C JUC(ty1)

wy if CpeC(t)\Clt1)
wy =1 wiew, " if C,eC(t)NClt) (22)
wy! if CpeC(t-1)\C(t)

Step 5. Calculate the average weighted ratings at period rt.
The average weighted ratings of alternatives at period t,, can be calculated by:

1 % —
On =— X *w;,;mzl,.. sp=1,...,n; (23)
n,p:1 v

Step 6. Determination of A,", A7 and d,",d; at period rth.
Interval-valued neutrosophic positive ideal solution (PIS, A;") and interval-valued neutrosophic
negative ideal solution (NIS, A;) are:

A = {x{([1,1),0,0], [0,0])s, ([1,1],[0,0],[0,0))5, -, ([1,1],10,0], [0,0]),,:}} (24)

A; = {X,{([O, 0]/ [1/ 1]/ [1/ ”)1/ ([0/ 0]/ [1/ 1]/ [1/ 1})2/ tecs ([0/ O]/ [1/ ”/ [1/ 1])7[’;}} (25)

The distances of each alternative A,;,,m = 1,2,...,n* from Af and A, at period t,, are calculated as:

d = (@ -AF) (26)

m
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dy = (On - A7) (27)

where d,; and d;, respectively represent the shortest and farthest distances of Ay,.

Step 7. Determination the closeness coefficient.

The closeness coefficient at period t,, is calculated in Equation (28), where an alternative that
is close to interval-valued neutrosophic PIS and far from interval-valued neutrosophic NIS, has
high value:
iy

BCp = — 21—
" A+ d,

(28)

Step 8. Rank the alternatives.
The alternatives are ranked by their closeness coefficient values. See Figure 1 for illustration.

Interaction #,

= = -

___________

Historic data

S p—p——

._____,:__;_,

Repeat until stopping criterion is met

Figure 1. Dynamic TOPSIS method.
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5. Applications

5.1. ASK Model for Ranking Students

Human resources recruitment plays a pivotal role in any enterprise as it exerts tremendous impact
on its sustainable development. Thus, the selection of competent and job-relevant staff will lay the
solid foundation for the successful performance of an enterprise. Notably, every year most of the
businesses invest a large sum of money for job vacancy advertisements (on newspapers, websites,
and in job fairs) and recruitment activities including application screening and interview. However,
to recruit new graduated student the organizations are likely to encounter high potential risks as
there are definitely inevitable employee turnovers or the selected candidates fall short of employers’
expectation [22]. Mis-assessment of candidate’s competence might be rooted from assessors’ criteria
and model for new graduated student evaluation.

The above problems underline the need for making the right assessment of potential employees.
Currently, ASK model (attitude, skill and knowledge) has been widely used by many organizations
because of its comprehensive assessment. This model was initially proposed by Bloom [11] with
three factors including knowledge which is acquired through education, comprehension, analysis,
and application skills which are the ability to process the knowledge to perform activities or
tasks, and attitude which is concerned with feeling, emotions, or motivation toward employment.
These elements are given divergent weights in the assessment model according to positions and
requirements of the job. ASK is applicable to evaluate tertiary students’ performance to give more
information that support employers besides a set of university exit benchmark. It also facilitates
students to make proper self-adjustments and pursue appropriate professional orientation for their
future career [23,24]. Ranking students based on attributes of ASK model requires a dynamic
multi-criteria decision-making model that is able to combine the estimations of different lecturers in
different periods. The proposed DTOPSIS completely fit to this complex task, and the application
model is depicted bellow.

5.2. Application Model

As mentioned above, the proposed method is applied to rank students of Thuongmai University,
Hanoi, Vietnam. In this research, the datasets were surveyed through three consecutive semesters
under three criteria (attitudes-skills-knowledge). Each student will be surveyed at the beginning
of semester and by the end of semester. With the model assessing student competence, it will be
conducted over semesters and over school years. This is the way of setting the time period in the
decision-making model of this research.

Figure 2 shows the ASK model for ranking students where three lectures i.e., D1, Dy, D3 are chosen.
According to the language labels shown in Tables 1 and 2, rating of five students and criteria” weights
are done by the lectures based on fourteenth criteria in three groups: attitude, skill, and knowledge.
The attitude group includes five criteria [25], the skill group includes six criteria [26], and the knowledge
group includes three criteria [23].

The criteria used for ranking Thuongmai university’s students contain 14 criteria divided into
three groups (attitudes-skills-knowledge) in the ASK model. In the early stage of each semester,
the knowledge criteria will not cause many impacts on student competency assessment so that we
only pay attention to 11 criteria in the two remaining groups: attitudes and skills. In the following
semesters, the knowledge criterion shall be supplemented that why all 14 criteria in three group shall
be conducted.

(1) Period t; (the first semester): the decision-maker provides assessments of three students
A1,Ay, Az according to 11 criteria in two groups: attitude, skill. Tables 3 and 4 show the steps of the
model at time #; and Table 5 shows the ranking order as A1 > Ay > A3. Thus, the best student is A;.
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Table 1. Appropriateness ratings.

Language Labels

Values

Very Poor ([0.1, 0.26], [0.4, 0.5], [0.63, 0.76])
Poor ([0.26, 0.38], [0.47, 0.6], [0.51, 0.6])
Medium ([0.38, 0.5], [0.4, 0.61], [0.44, 0.55])
Good ([0.5, 0.65], [0.36, 0.5], [0.31, 0.48])
Very Good ([0.65, 0.8], [0.1, 0.2], [0.12, 0.2])

Table 2. The importance of criteria.

Language Labels

Values

Unimportant ([0.1, 0.19], [0.32, 0.47], [0.64, 0.8])
Slightly Important ([0.2,0.38], [0.46, 0.62], [0.36, 0.55])
Important ([0.45, 0.63], [0.41, 0.53], [0.2, 0.42])

Very Important
Absolutely Important

([0.66, 0.8], [0.3, 0.39], [0.22, 0.32])
([0.8, 0.94], [0.18, 0.29], [0.1, 0.2])

Table 3. Aggregated ratings at period ¢;.

Students
Criteria
Ay Ay A;
c ([0.463, 0.606], [0.018, 0.054], ([0.38, 0.5], [0.022, 0.082], ([0.43, 0.577], [0.021, 0.053],
1 [0.014, 0.044]) [0.029, 0.059]) [0.017, 0.048])
c ([0.488, 0.632], [0.005, 0.025], ([0.419,0.578], [0.011,0.037], ([0.419,0.578], [0.011,0.037],
2 [0.008, 0.021]) [0.011,0.026]) [0.011,0.026])
c ([0.463, 0.606], [0.018, 0.054], ([0.463, 0.606], [0.018, 0.054], ([0.423, 0.556], [0.02, 0.066],
3 [0.014, 0.044]) [0.014, 0.044]) [0.02, 0.051])
c (10.423, 0.556], [0.02, 0.066], ([0.463, 0.606], [0.018, 0.054], ([0.388, 0.523], [0.023, 0.065],
4 [0.02, 0.051]) [0.014, 0.044]) [0.024, 0.056])
c ([0.523, 0.673], [0.005, 0.021], ([0.423, 0.556], [0.02, 0.066], ([0.43, 0.577], [0.021, 0.053],
5 [0.005, 0.018]) [0.02, 0.051]) [0.017, 0.048])
c ([0.43, 0.577], [0.021, 0.053], ([0.38, 0.5], [0.022, 0.082], ([0.342, 0.463], [0.026, 0.081],
6 [0.017, 0.048]) [0.029, 0.059]) [0.034, 0.065])
C ([0.38, 0.5], [0.022, 0.082], ([0.388, 0.523], [0.023, 0.065], ([0.342, 0.463], [0.026, 0.081],
7 [0.029, 0.059]) [0.024, 0.056]) [0.034, 0.065])
c ([0.26, 0.38], [0.036, 0.078], ([0.38, 0.5], [0.022, 0.082], (10.38, 0.5], [0.022, 0.082],
8 [0.046, 0.078]) [0.029, 0.059]) [0.029, 0.059])
c ([0.463, 0.606], [0.018, 0.054], (10.523, 0.673], [0.005, 0.021], ([0.463, 0.606], [0.018, 0.054],
9 [0.014, 0.044]) [0.005, 0.018]) [0.014, 0.044])
c ([0.5, 0.65], [0.016, 0.044], ([0.38, 0.5], [0.022, 0.082], ([0.43, 0.577], [0.021, 0.053],
10 [0.01, 0.038]) [0.029, 0.059]) [0.017, 0.048])
C ([0.463, 0.606], [0.018, 0.054], ([0.302, 0.423], [0.03, 0.079], ([0.38, 0.5], [0.022, 0.082],
n [0.014, 0.044]) [0.04, 0.071]) [0.029, 0.059])
Table 4. Aggregated weights at period t;.
Criteria Importance Aggregated Weights
o)} (10.963, 0.996], [0.022, 0.06], [0.004, 0.027])
Cy ([0.908, 0.968], [0.041, 0.094], [0.017, 0.056])
Cs ([0.758, 0.89], [0.077, 0.174], [0.014, 0.097])
Cy ([0.648, 0.816], [0.087, 0.204], [0.026, 0.127])
Cs ([0.604, 0.794], [0.06, 0.154], [0.046, 0.185])
Ce ([0.963, 0.992], [0.022, 0.06], [0.004, 0.027])
Cy ([0.834, 0.925], [0.069, 0.149], [0.008, 0.074])
Cg ([0.758, 0.89], [0.077, 0.174], [0.014, 0.097])
Cy ([0.758, 0.89], [0.077, 0.174], [0.014, 0.097])
Cio (10.936, 0.975], [0.037, 0.081], [0.01, 0.043])

([0.897, 0.959], [0.05, 0.11], [0.009, 0.056])
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Table 5. Weighted ratings at period t;.
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Students

Weighted Ratings

Aq
A
Az

([0.368, 0.409], [0.069, 0.168], [0.03, 0.114])
([0.34, 0.382], [0.071, 0.181], [0.035, 0.12])
([0.338, 0.377], [0.072, 0.178], [0.035, 0.121])

(2) Period t; (the second semester): At this stage, a new student A4 is added with new criteria in
knowledge group. The steps are shown in Tables 6-12. Finally, the ranking is obtained: A; > A; >
Az > Ay. Thus, the best student is A;.

Table 6. The distance of each student from A?l' and A} at period f;.

Students d;’l dg,
Aq 0.364193 0.773329
Ay 0.380989 0.763987
As 0.382736 0.763579

Table 7. Closeness coefficient at period ¢;.

Students Closeness Coefficients ~ Ranking Order
Aq 0.679837 1
Ar 0.667251 2
Az 0.666116 3

Table 8. Aggregated ratings at period f;.

Students
Criteria
A Ay Aj Ay

c (10.699, 0.83], [0.001, 0.005],  ([0.566, 0.75], [0.001,0.009],  ([0.637, 0.759], [0.001, 0.007], (10,5, 0.6], [0.022, 0.046],
1 [0, 0.002]) [0.001, 0.003]) [0.001, 0.003]) [0.009, 0.022])

c ([0.707, 0.852], [0.001, 0.007], ~ ([0.686, 0.834], [0.001,0.008],  ([0.72, 0.862], [0.001, 0.006],  ([0.498, 0.6], [0.023, 0.049],
2 [0, 0.002]) [0, 0.003]) [0, 0.002]) [0.009, 0.023])

c ([0.709, 0.848], [0.003, 0.016],  ([0.643, 0.783], [0.003, 0.018],  ([0.603, 0.767], [0.003, 0.019],  ([0.56, 0.669], [0.008, 0.029],
3 [0, 0.005]) [0, 0.006]) [0.001, 0.006]) [0.004, 0.016])

c ([0.598, 0.766], [0.004, 0.022],  ([0.639, 0.782], [0.004, 0.021],  ([0.634, 0.793], [0.004, 0.02],  ([0.506, 0.643], [0.009, 0.034],
4 [0.001, 0.007]) [0.001, 0.007]) [0.001, 0.008]) [0.006, 0.021])

c ([0.721, 0.866], [0.002, 0.012],  ([0.651, 0.823], [0.002, 0.013],  ([0.616, 0.765], [0.002, 0.014], ~ ([0.461, 0.604], [0.013, 0.042],
5 [0.001, 0.015]) [0.002, 0.016]) [0.002, 0.017]) [0.009, 0.035])

c ([0.685, 0.81], [0.001, 0.005],  ([0.623, 0.803], [0.001, 0.007],  ([0.546, 0.72], [0.001, 0.009], ([0.3,0.5], [0.022, 0.08],
6 [0, 0.002]) [0, 0.002]) [0.001, 0.004]) [0.022, 0.044])

c ([0.62,0.802], [0.002, 0.013],  ([0.618, 0.769], [0.002,0.013],  ([0.543,0.72], [0.002,0.015],  ([0.438, 0.569], [0.024, 0.061],
7 [0, 0.004]) [0.001, 0.005]) [0.001, 0.006]) [0.012, 0.03])

c ([0.491, 0.648], [0.005, 0.025],  ([0.686, 0.862], [0.004, 0.02],  ([0.499, 0.709], [0.005, 0.025],  ([0.43, 0.567], [0.026, 0.071],
8 [0.002, 0.013]) [0, 0.006]) [0.001, 0.009]) [0.012, 0.033])

c ([0.702, 0.847], [0.004, 0.021],  ([0.761, 0.891], [0.004, 0.019],  ([0.682, 0.828], [0.004, 0.022],  ([0.488, 0.598], [0.026, 0.062],
o [0, 0.007]) [0, 0.006]) [0, 0.007]) [0.009, 0.027])

c ([0.687,0.8], [0.002,0.01],  ([0.663, 0.836], [0.001,0.008],  ([0.718, 0.842], [0.001, 0.008],  ([0.534, 0.636], [0.012, 0.032],
10 [0, 0.003]) [0, 0.003]) [0, 0.003]) [0.006, 0.018])

c ([0.608, 0.751], [0.001, 0.009],  ([0.557,0.722],[0.001,0.01],  ([0.565,0.75], [0.001, 0.011],  ([0.499, 0.6], [0.023, 0.048],
1 [0.001, 0.003]) [0.001, 0.006]) [0.001, 0.004]) [0.009, 0.023])

c ([0.36, 0.533], [0.043, 0.12], ((0.4,0.516], [0.049,0.11],  ([0.463, 0.606], [0.033,0.089],  ([0.258, 0.439], [0.049, 0.133],
12 [0.021, 0.06]) [0.023, 0.065]) [0.012, 0.047]) [0.037, 0.087])

c (10.229, 0.373], [0.05,0.119],  ([0.229, 0.373], [0.05,0.119],  ([0.43,0.568], [0.038,0.095],  ([0.43, 0.568], [0.038, 0.095],
13 [0.055, 0.108]) [0.055, 0.108]) [0.017, 0.047]) [0.017, 0.047])

c ([0.284, 0.408], [0.083,0.167],  ([0.284, 0.408], [0.083, 0.167],  ([0.269, 0.486], [0.071,0.179],  ([0.431, 0.592], [0.061, 0.137],
14 [0.046, 0.123]) [0.046, 0.123]) [0.03, 0.098]) [0.017, 0.076])
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Table 9. Aggregated weights at period t;.

Criteria Importance Aggregated Weights
Cy ([0.999, 1], [0, 0.003], [0, 0.001])
Ca ([0.997, 1], [0.001, 0.006], [0, 0.002])
Cs ([0.985, 0.998], [0.003, 0.014], [0, 0.004])
Cy ([0.978, 0.997], [0.003, 0.016], [0, 0.005])
Cs ([0.959, 0.993], [0.002, 0.011], [0.001, 0.015])
Ce ([0.999, 1], [0, 0.003], [0, 0.001])
Cy ([0.993, 0.999], [0.002, 0.009], [0, 0.002])
Cs ([0.975, 0.997], [0.004, 0.019], [0, 0.005])
Co ([0.975, 0.997], [0.004, 0.019], [0, 0.005])
Cio ([0.996, 1], [0.001, 0.006], [0, 0.002])
Cnn ([0.998, 1], [0.001, 0.005], [0, 0.001])
Cio ([0.963, 0.996], [0.022, 0.06], [0.004, 0.0277)
Ci3 ([0.977,0.998], [0.016, 0.044], [0.005, 0.02])
Cua ([0.897, 0.973], [0.05, 0.11], [0.009, 0.056])

Table 10. Weighted ratings at period f;.

Students Weighted Ratings
Ay ([0.605, 0.76], [0.004, 0.02], [0.001, 0.009])
Ay ([0.594, 0.761], [0.004, 0.02], [0.001, 0.009])
Az ([0.581, 0.744], [0.004, 0.021], [0.001, 0.009])
Ay ([0.458, 0.588], [0.022, 0.058], [0.011, 0.031])

Table 11. The distance of each student from A?z' and At‘2 at period t;.

Students d:’z dy,
Aq 0.188874 0.901553
Ay 0.192392 0.900405
As 0.200641 0.896588
Ay 0.279475 0.848118

Table 12. Closeness coefficient at period t;.

Students Closeness Coefficients =~ Ranking Order
Aq 0.826789 1
A 0.823945 2
Az 0.817138 3
Ay 0.752149 4

(3) Period t3 (the third semester): At this stage, a new student As is considered and an existing
student Aj is discarded. The criteria remain the same as in the previous period t,. Tables 13-17 show
the steps of this stage. Finally, the ranking is obtained: As > A4 > Ay > A1 > Asz. Thus, the best student

is A5.

5.3. Comparison with the Related Methods

The proposed dynamic TOPSIS method has superior features compared to the method in [14].
In Table 18, the ranking order of five students in three periods are presented. We can observe that at
period t1, the results of the both methods are the same i.e., A; > Ay > As.
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Table 13. Aggregated ratings at period t3.

17 of 20

Students
Criteria
Aq Ay Az Ay As
c (10.794, 0.9], [0, 0], ([0.51,0.75], (10.764, 0.893], ([0.711, 0.822], (10.441, 0.569], [0.022, 0.053],
! [0, 0]) [0, 0.006], [0, 0.002]) [0, 0], [0, 0]) [0, 0.003], [0, 0.001]) [0.012, 0.027])
c (10.871, 0.951], ([0.675, 0.818], (10.881, 0.96], [0, 0], (10.788, 0.891], (10.441, 0.569], [0.022, 0.053],
2 [0, 0], [0, 0]) [0, 0.002], [0, 0.001]) [0, 0]) [0, 0.001], [0, 0]) [0.012, 0.027])
c ([0.829, 0.918], ([g'ggf’gggsl’ ([0.728, 0.884], ([0.817, 0.91], ([0.569, 0.67], [0.005, 0.016],
3 [0, 0.001], [0, 0]) [0.001, 0.005], [0, 0.001], [0, 0]) [0, 0.001], [0, 0]) [0.004, 0.012])
[0, 0.001])
. (10.711, 0.875], ([[g '06318’ g .07555]], (10.816, 0.922], (10.663, 0.795], (10.569, 0.67], [0.005, 0.016],
4 [0, 0.001], [0, 0]) [0,0001]) [0, 0.001], [0, 0]) [0, 0.002], [0, 0.001]) [0.004, 0.012])
c ([0.81,0.912], ([0.635, 0.804], ([0.777,0.889], ([0.751, 0.872], ([0.48, 0.608], [0.011, 0.032],
5 [0, 0.001], [0, 0.001]) [0, 0.003], [0, 0.001]) [0, 0.001], [0,0.001]) [0, 0.001], [0, 0.001]) [0.008, 0.021])
Ce (10.832, 0.923], (10.608, 0.785], (10.744, 0.902], [(([)0(')‘(1)?21006?)2]]' (10.536, 0.637], [0.011, 0.026],
[0, 0], [0, 0]) [0, 0.004], [0, 0.001]) [0, 0], [0, 0]) (0,001, 0.003]) [0.006, 0.016])
([0.591, 0.759], (10.586, 0.733],
o o RO e Gy oo
P [0, 0.002]) it [0.001, 0.002]) e
c (10.751, 0.898], (10.662, 0.822], (10.732, 0.89], (10.699, 0.83], (10.268, 0.441], [0.027, 0.079],
8 [0, 0.001], [0, 0]) [0, 0.003], [0, 0.001]) [0, 0.001], [0, 0]) [0, 0.004], [0, 0.001]) [0.033, 0.062])
c ([0.874, 0.95], ([0.749, 0.861], (10.889, 0.963], (10.743, 0.853], (10.418, 0.578], [0.011, 0.039],
o [0, 0.002], [0, 0]) [0, 0.002], [0, 0.001]) [0, 0.002], [0, 0]) [0, 0.003], [0, 0.001]) [0.011, 0.026])
c (10.757, 0.891], (10.636, 0.804], (10.837, 0.926], (10.712, 0.818], (10.5, 0.6], [0.022, 0.044],
10 [0, 0], [0, 0]) [0, 0.003], [0, 0.001]) [0, 0], [0, 0]) [0, 0.002], [0, 0.001]) [0.009, 0.022])
- ([0.753, 0.88], [0, 01, [(500%?000(7)?] ([0.696, 0.875], ([[(;)060511 850649]],' ([0.569, 0.67], [0.005, 0.015],
[0, 0]) [0.001, 0.003]) [0, 0.001], [0, 0]) [0, 0.002]) [0.004, 0.012])
([0.753, 0.884], ([0.53, 0.662], ([0.778, 0.903], ([0.544, 0.72],
Ci [0.001, 0.007], [0.002, 0.011], [0.001, 0.007], [0.002, 0.013], ([0'534'[8'832]’(}%?;]2’ 0.082],
[0, 0.002]) [0.001, 0.007]) [0, 0.002]) [0.001, 0.005]) D )
([0.338, 0.521], (10.699, 0.83],
o gl wony  rmoew [y vsemnemo
el [0.003, 0.009]) Pl [0, 0.001]) R
(10.688, 0.837], (10.407, 0.555], (10.777,0.916], (10.699, 0.826],
Cia [0.001, 0.005], [0.002, 0.008], [0.001, 0.005], [0.001, 0.007], (044, 06506192]' ([)06%293' 0.057],
[0, 0.001]) [0.002, 0.008]) [0, 0.001]) [0, 0.002]) [0.012,0.029])
Table 14. Aggregated weights at period f3.
Criteria Importance Aggregated Weights
G (10.99999, 1], [0, 0.00009], [0, 0.00001])
Cy ([0.99995, 1], [0.00001, 0.00019], [0, 0.00002])
Cs ([0.99964, 1], [0.00005, 0.00062], [0, 0.00009])
Cy ([0.99912, 0.99998], [0.00009, 0.00097], [0, 0.00018])
Cs ([0.99776, 0.99995], [0.00004, 0.00077], [0.00001, 0.00053])
Ce ([0.99999, 1], [0, 0.00006], [0, O])
Cy ([0.99985, 1], [0.00003, 0.00039], [0, 0.00005])
Cs ([0.99907, 0.99999], [0.00009, 0.00114], [0, 0.00015])
Co ([0.99842, 0.99996], [0.00014, 0.00154], [0, 0.00024])
Cio ([0.99991, 1], [0.00002, 0.00029], [0, 0.00004])
Cn ([0.99997, 1], [0.00001, 0.00016], [0, 0.00001])
Cio ([0.99615, 0.99988], [0.00112, 0.00657], [0.00004, 0.00152])
Ci3 ([0.99969, 1], [0.00016, 0.00145], [0.00001, 0.00026])
Cua ([0.99762, 0.99993], [0.00082, 0.00483], [0.00004, 0.00116])

Table 15. Weighted ratings at period f3.

Students Weighted Ratings
Aq ([0.78, 0.901], [0, 0.001], [0, O])
Ay ([0.589, 0.759], [0.001, 0.004], [0, 0.002])
Az ([0.785, 0.91], [0, 0.001], [0, O])
Ay ([0.693, 0.822], [0, 0.003], [0, 0.001])

As ([0.476, 0.599], [0.014, 0.037], [0.009, 0.022])
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Table 16. The distance of each student from AZ and A at period f3.

Students d:’g dr,
Aq 0.37844 0.776416
Ay 0.352522 0.752181
As 0.381797 0.777005
Ay 0.358066 0.764391
As 0.325366 0.738391

Table 17. Closeness coefficient at period t3.

Students Closeness Coefficients =~ Ranking Order

Ay 0.672305 4
A, 0.680890 3
As 0.670525 5
Ay 0.680998 2
As 0.694135 1

Table 18. The dynamic rankings obtained at periods.

Time Period The Method in [14] The Proposed Method
t A1>A2>A3 A1>A2>A3
ty A4>A2>A3>A1 A1>A2>A3>A4
t3 As > A3 > Ay > Ay As > Ay > Ay > A1 > A3

At period tp, the method in [14] and the proposed method show difference in ranking order of A;
and Ay. In this period, Ay > A3 according to both methods, and the method in [14] ranks A4 at the top,
meanwhile, A; is ranked at the top by the proposed method. The reason is that A4 is evaluated at the
first time and it has not appeared while A; has historical data, particularly A; were ranked at the top
in the previous period. In this circumstance, the proposed model better utilizes the effect of historical
data on the alternatives A; and A4. The result of the dynamic TOPSIS model is time-dependent and
combines the effect of current and historical data.

At period t3, the result shows difference in the number of ranked alternatives and in their
preferential order. In this period, the alternative A, is not evaluated by decision-makers and it has only
historical data. The method in [14] could not process alternative A,, meanwhile the proposed model
could. Moreover, the alternative As is highly ranked by both methods. However, there is a change in
the relative order of Az and A4. The method in [14] ranks A3 > A4, but the proposed method ranks
Ay > As.

The comparison between the methods again illustrates the effect of historical data over the output
of the proposed decision-making model. If an alternative is considered and it has good evaluation in
the previous periods, this alternative will have high potential to reach high order. From that point of
view, the proposed model presents good compliance with the perceived dynamic rules. It illustrates
the advantage and applicability of the model.

6. Conclusions

The proposed dynamic TOPSIS (DTOPSIS) model in dynamic interval-valued neutrosophic sets
presents its advantages to cope with dynamic and indeterminate information in decision-making
model. DTOPSIS model handles historical data including the change of criteria, alternatives,
and decision-makers during periods. The concepts of generalized dynamic interval-valued
neutrosophic set, GDIVNS, and their mathematical operators on GDIVNSs have been proposed.
Distance and weighted aggregation operators are used to construct a framework of DTOPSIS in DIVNS
environment. The proposed DTOPSIS fulfills the requirement of an issue that is evaluates tertiary
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students’ performance based on the attributes of ASK model. Data of Thuongmai University students
were used to illustrate the proper of DTOPSIS model which opened the potential application in larger
scale also. For the future works, we will extend generalized dynamic interval-valued neutrosophic sets
for some other real-world applications [27-35]. Furthermore, we hope to apply GDIVNS for dealing
with the unlimited time problems in decision-making model in dynamic neutrosophic environment
based on the idea in [36,37].
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