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Abstract

:

A new compound non-symmetric distribution for modeling arbitrary fading-shadowing wireless channels is introduced and studied here. This distribution has some advantages in front of other well-known non-symmetric fading distributions such as the Rayleigh–lognormal distribution and the K distribution especially in the tails. We give closed-form expressions for the average BER of DPSK and MSK when the new distribution is used. Applications to compare how the new distribution works in comparisons with the Rayleigh–lognormal, K distributions and others recently proposed in the literature of fading channel are also provided.
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1. Introduction


Systems of mobile communications rising to the challenge of the 5G framework demand high data rates at a low latency [1,2]. This new communication paradigm includes device-to-device, vehicular communications, machine-to-machine as well as traditional communications provided by ground base stations. Such mobile systems face several challenges that degrade signal strength. Among them, fading is the more relevant and it has been widely researched in past decades. Generally speaking, fading refers to the interference of multiple scattered radio paths (radio waves) between the base station (ground base station or another emitter) and the vicinity of the mobile receptor. As mentioned above, this definition is now enhanced to account for the new device-to-device communication systems, although in this case, new constraints hold (because the channels are symmetric from left-to-right and right-to-left, they become indistinguishable). Due to signal fading, the received signal at the device exhibits fast signal level fluctuations which are normally Rayleigh distributed. The direct consequence of fading is the complete loss of signal (or a large decrease of the received power).



In a simplified manner, although the emitter emits a unique wave (a ray), the received radio signal is composed of the superposition of the set of many waves (randomly distributed) that come from the multiple dispersion experimented by the original wave. Each of these scattered waves may have a different amplitude and phase. Therefore, what was originally a single path channel is now transformed into a multichannel one. This complex channel can be modeled as a truly physical communication channel characterized by its bandwidth and gain (see the seminal work by Beckmann [3] for a complete description of modeling of multi-path channels). For the common case of a mobile radio channel characterized by a constant gain and a linear phase response across the bandwidth greater than the bandwidth of the transmitted signal (common real situation), the signal at the terminal will show what is known as flat fading, which is the most common and consequently the most researched [4]. Due to fading, the strength of the received signal will show oscillations (even very fast oscillations) in time caused by the multi-path effects.



Figure 1 shows a simplified fading model for a stationary source (emitter at ground base station) and a mobile receptor (vehicle) where several signal components are involved (see a complete description of fading modeling in [4,5,6,7]). A similar figure can be used to account for device-to-device 5G mobile terminals. First, for the case of clear line of sight between stationary source (emitter) and moving receptor, no scattering mechanism would be involved, although Doppler effects would be taken into account. Moreover, the multi-path component, also known as the diffuse component (phase-incoherent wave) is caused by the several (random) reflections (scattering processes) of the signal with scattered elements such as buildings and mountains or other elements (vehicles, people...). This component exhibits little directivity and its magnitude is usually assumed to be Rayleigh distributed, while its phase is distributed uniformly. The other component shown in this figure is the specular component: a phase-coherent ground-reflected wave caused by close points to where the receptor (moving vehicle in this case) is dynamically located [8]. It is responsible for deep fades (probable critical loss of signal power), with its amplitude comparable to the one for the direct component, although its phase is opposite [9].



In the same figure, the case of blocked line of sight between the stationary source (emitter) and the mobile receptor is also shown. In this case, the diffuse component shows a similar behavior than before (and it can be also modeled by a Rayleigh distribution based on the assumption of a sufficiently large number of received waves at mobile terminal), but a new component appears: the shadowed direct component. This component is due to the scattering of the signal by branches, leaves, and limbs of nearby trees and surrounded vegetation in general. This scattering mechanism is indeed very complex to model. As a consequence of that, the signal is attenuated. The amount of signal attenuation depends on the length of the path of the signal through the scattered element (tree, bushes, etc.). The fading related to this process is known as fading-shadowing and it may be suitably modeled by the Rayleigh–lognormal distribution (RLN in advance) [10] which has a difficult integral form. It can be better modeled by the well-known K distribution [11]. The K distribution is indeed a Rayleigh distribution with a gamma distribution, and it has a simpler form than the RLN.



In this paper, we focus on the fast fading-shadowing mechanisms. Furthermore, as our work also includes the Rayleigh as a general case, it also may be applied to dealing with the diffuse component.



From above, it is clear that a precise characterization of the received radio signal is not possible and, as the nature of the wireless channel is random, statistical characterization through suitable probability density distributions is required [12]. For a given probability distribution aiming to efficiently model fading effects, it is desirable for it to be expressed by means of simple mathematical formulas and it shall embed the Rayleigh distribution as a particular case. This latter condition comes from the fact that Rayleigh modeling of scattered signal resembles as the natural approach for multi-path fading modeling and it provides a direct physical explanation for parameters involved (signal phase and signal power). For such fading distributions, the estimation of parameters is easy, and metrics commonly used to characterize fading effects (LCR, level crossing-rate, AFD, average fade duration, BER, average bit error rate, DPSK, differential phase-shift keying or MSK, minimum shift keying) are also easily obtained (see [13,14,15]), for a thorough explanation of these well-known quality indices for measuring channel capacity and reliability).



Since the work provided by Beckmann [3] to describe the statistical fading envelope (summation of all scattered waves) of the received signal, a plethora of distributions in this setting has been proposed. As seen from the revision of related works, such statistical models span from classical distributions such as the Rayleigh (see a review of fading channels modeled by using the Rayleigh distribution in [16]) to new ones, such as the Nakagami distribution [17,18], also including joint distributions such as the Rayleigh–lognormal [19] or other distributions [20,21].



In [22], a new two-parameter fading distribution, the SR (Slashed Rayleigh), was proposed. This distribution naturally includes the Rayleigh distribution as a particular case when one of its two parameters is reasonably large, thus facilitating the physical modeling of multi-path signal propagation by suitable phasors (complex signal representation). The SR fading distribution is competitive with the Rayleigh–lognormal distribution and the K distribution.



In this work, we present the two-parameter compound distribution RBS (Rayleigh Birnbaum Saunders) for multi-path fading modeling. This distribution has some advantages in front of the Rayleigh–lognormal distribution and the K distribution, especially in the tails. We give closed-form expressions for the average BER of DPSK and MSK when the new distribution is used. We complete the description of the RBS distribution by explaining how to simulate it by means of Monte Carlo analysis, and what is mandatory for a fading distribution, by simulating it as a summation of phasors also including Doppler effects (that is, a physical description) by suitable embedding of the RBS distribution into the well-known Clarke’s model [4] for flat fading.



We remark that although fading effects are more noticeable for mobile communications (i.e., people in urban areas quiet or moving), fading is more remarkable for land mobile vehicles because, as they are travelling faster, most received signal is due to multi-path components instead of the direct component. However, for a stationary receiver (for instance, working with a tablet), if the surrounding objects are moving faster than the mobile terminal, Doppler shift on multi-path components may significantly influence the transmitted signal quality. Therefore, the models discussed in this work are also valid for both situations: stationary receptor and moving receptor.



The outline of this paper is as follows. A catalog of the distribution functions usually used in this setting is provided in Section 2. This Section also includes the Birnbaum Saunders distribution and its more important properties. The proposed new fading model is provided in Section 3. Section 4 is concerned with most important measures of interest in the setting of a fading channel, such as the channel capacity, the AF and the BER for DPSK and MSK when the distribution introduced here is used for fading channel modeling. Comparisons with other distributions usually used in the setting of fading channel are given in Section 5. Simulation results are provided in Section 6, and conclusions are in the last Section.




2. Background


Rayleigh fading is a reasonable model when there are many objects in the environment that scatter the radio signal before it arrives at the receiver. The central limit theorem holds that if there is sufficient scatter, the channel impulse response will be well modeled as a Gaussian process irrespective of the distribution of the individual components. If there is no dominant component to the scatter, then such a process will have zero mean and phase uniformly distributed between 0 and   2 π   radians. The envelope of the channel response will therefore be Rayleigh distributed, with probability density function (pdf)


      g R   ( r ; θ )  =  r θ  exp  −   r 2   2 θ    ,  r ≥ 0 ,     



(1)




where   E (  R 2  ) = 2 θ   is the expected value of   R 2   being   θ ∈ Θ = ( 0 , ∞ )  . In this case we will write   R ∼ R ( θ )  .



As Tse ([23] p. 49) has pointed out, [sic] the model based on the Rayleigh fading, is quite reasonable for scattering mechanisms where there are many small reflectors, but is adopted primarily for its simplicity in typical cellular situations with a relatively small number of reflectors. Due to the fact that several alternatives to Rayleigh fading have been proposed in the literature, some of them will be shown next. The Rayleigh–lognormal distribution (RLN) with pdf is given by [10,24]


      f X   ( x )  =  ∫  0  ∞   x σ    exp  −  x 2  /  ( 2 σ )     σ   2 π  λ 2      exp  −    ( log σ − μ )  2   2  λ 2      d σ ,  λ > 0 ,  μ ∈ R .     











The Rayleigh-Gamma distribution (K distribution) [11] obtained by compounding a Rayleigh distribution with a gamma distribution is similar to the RLN distribution but it has a simpler form and its pdf admits a closed form but, due to the Bessel function, the estimates of the parameters are not direct. Its pdf is given by,


      f X   ( x )  =  2  a  Γ ( b + 1 )      x  2 a     b + 1    K b    x a   ,  x ≥ 0 ,  a > 0 ,  b > − 1 ,     








with   Γ ( · )   being the usual gamma function and


      K ν   ( z )  =    z 2   ν    π   Γ ( ν +  1 2  )    ∫ 1 ∞    (  τ 2  − 1 )   ν − 1 / 2   exp  ( − z τ )   d τ     








denoting the modified Bessel function of the second kind of order  ν  and argument z.



The Rayleigh-inverse Gaussian (RIG) distribution has pdf given by


      f X   ( x )  =    2 κ  π   x exp  ( κ / δ )       (  x 2  + κ )   δ 2   κ    − 3 / 4    K  −  3 2      1 δ    κ (  x 2  + κ )    ,  x > 0 ,     








with   κ > 0   and   δ > 0  .



The generalized Rayleigh distribution (GR in advance), built as a mixture of the Rayleigh distribution with a geometric one, proposed in [25], has pdf given by


      f X   ( x )  =   ( 1 + ϑ ) x  ω    exp (  x 2  /  ( 2 ω )  )     ( 1 + ϑ )  exp (  x 2  /  ( 2 ω )  ) − ϑ  2   ,  x > 0 ,     








with   ϑ > 0   and   ω > 0  .



Finally, we consider the Slash-Rayleigh distribution (SR), recently proposed by [22] which has the pdf given by


      f X   ( x )  =   q x exp ( −  r 2  /  ( 2 σ )  )   σ ( q + 2 )     1   F 1   1 ;  q 2  + 2 ;   x 2   2 σ    ,  x > 0 ,     








where   q > 0  ,   σ > 0   and     1   F 1    represents the Kummer confluent hypergeometric function.



It is interesting to note that this special function appears in most of the statistical packages available the market, such as R, MATLAB and Mathematica, which has been widely used in this work (see [26]). Other alternatives based on the lognormal distribution apart of the RLN distribution, which will not be used here, are the Rayleigh-inverse Gaussian distribution (RIG) [27] with the same restriction as the above distribution and the generalization of the Rayleigh distribution proposed recently by [25], which overcomes many of the disadvantages of the mentioned distributions.



The Birnbaum Saunders Distribution


From the pioneering work about the Birnbaum Saunders distribution proposed by [28,29] a lot of works about this distribution have been proposed in the statistical and applied statistical literature. For a comprehensive reading of this distribution see [30]. The distribution was introduced in the context of fatigue life problems although today it is applied in very different contexts. A continuous random variable X follows a Birnbaum Saunders distribution with parameters   α > 0   and   β > 0   if its pdf is given by


      π X   ( x ; α , β )  =   1 + x β   2 α    x 3  β     ϕ    x β − 1   α   x β      ,  x > 0 ,     



(2)




where   ϕ  ( z )  =  ( 1 /   2 π   )  exp  ( −  z 2  / 2 )    represents the pdf of the standard normal distribution. The raw k-moment of the distribution is given by


     E  (  X k  ; α , β )  =   exp (  α  − 2   )   2 α  β k    2 π       K  k −  1 2     (  α  − 2   )  +  K  k +  1 2     (  α  − 2   )   ,     



(3)




from which we get the mean and variance of (2) given by


     E ( X )    =      2 +  α 2    2 β   ,       v a r ( X )    =       α 2   ( 4 + 5  α 2  )    4  β 2    ,     








respectively, while the cumulative distribution function,   Π ( x ) = Pr ( X ≤ x )  , is given by


     Π  ( x )  =  Φ ¯     1 − x β   α   x β      ,     








where    Φ ¯   ( · )    is the survival function of the standard normal distribution. The moment generating function is given by


      M X   ( t )  =  1 2   1 +  1  T  t , α , β     exp    1 −  T  t , α , β     α 2    ,     



(4)




where    T  t , α , β   =   1 − 2 t  α 2  / β    .





3. The Proposed Fading Channel Model


The compound distribution proposed here is obtained by compounding the Rayleigh distribution given in (1) with the Birnbaum Saunders distribution provided in (2) and has pdf (see details in the Appendix A) given by


      f R   ( r ; α , β )  =   r β   φ  α , β    ( r )   ( 1 +  φ  α , β    ( r )  )  +  α 2     2    φ  α , β    ( r )   3    exp    1 −  φ  α , β    ( r )    α 2    ,     



(5)




where    φ  α , β    ( r )  =   1 + β   ( r α )  2     . In what follows, when a random variable R follows this distribution it will be written as   R ∼ R B S ( α , β )   to denote that the distribution is obtained by compounding the classical Rayleigh distribution with the Birnbaum Saunders distribution.



The new distribution is unimodal with a modal value being the solution of the equation


      1 r  +   r  α 2  β    φ  α , β    ( r )       1 + 2  φ  α , β    ( r )     φ  α , β    ( r )   ( 1 +  φ  α , β    ( r )  )  +  α 2    −  1  α 2   −  3   φ  α , β    ( r )     = 0     











Some graphics of the pdf of the   R B S ( α , β )   distribution are shown in Figure 2 where the dependency of the scale parameter  α  and the shape parameters  β  (the fading) can be appreciated.



Additional Features


The survival function (the probability that the envelope of the received signal does not exceed a specified value of r),     F ¯  R   ( r )  = Pr  ( R > r )    of   R ∼ R B S ( α , β )   is given by (see the Appendix A)


       F ¯  R   ( r ; α , β )  =   1 +  φ  α , β    ( r )    2  φ  α , β    ( r )    exp    1 −  φ  α , β     ( r )  )    α 2    ,     








which can be used to get the hazard function of the random variable   R ∼ R B S ( α , β )  , given by


      h R   ( r ; α , β )  =   r β    φ  α , β    ( r )     1 +   α 2    φ  α , β    ( r )   1 +  φ  α , β    ( r )      .     



(6)







Some plots of the hazard rate function in (6) are displayed in Figure 3 for special cases of parameters.



Let   R ∼ R B S ( α , β )  . Then, for   k = 1 , 2 , ⋯   and   q > k  , it follows that k-th moment of the proposed distribution is given by


     E  (  R k  ; α , β )  = Γ  1 +  k 2      2 β    k / 2     K   1 + k  2    (  α  − 2   )  +  K   1 − k  2    (  α  − 2   )   exp  (  α  − 2   )  ,     



(7)




which can be obtained by compounding taking into account that the kth moment of the Rayleigh distribution are given by


     E  (  R k  ; θ )  =   ( 2 θ )   k / 2   Γ  1 +  k 2   ,  k = 1 , 2 , ⋯     











Therefore, by using (7) we get the mean and the second raw moment of the distribution, which are given by


      E R   ( R ; α , β )     =      exp (  α  − 2   )   2 α  β      K 0   (  α  − 2   )  +  K 1   (  α  − 2   )   ,     



(8)






      E R   (  R 2  ; α , β )     =      2 +  α 2   β  ,     



(9)




respectively. Now, the variance can be obtained directly from (8) and (9). Maximum likelihood estimation can be obtained by maximizing the log-likelihood function, which is proportional to


     ℓ ( α , β ;  r ˜  )    ∝    n log β +   ∑  i = 1  n   log   φ  α , β    (  r i  )   ( 1 +  φ  α , β    (  r i  )  )  +  α 2               − 3   ∑  i = 1  n   log  φ  α , β    (  r i  )  +   ∑  i = 1  n     1 −  φ  α , β    (  r i  )    α 2       



(10)




where n is the size of the sample    r ˜  =  (  r 1  , ⋯ ,  r n  )   . Thus, the estimators of the parameters can be obtained by solving the equations,


      ∂ ℓ ( α , β ;  r ˜  )   ∂ α     =      ∑  i = 1  n      φ  α , β  α   (  r i  )   ( 1 + 2  φ  α , β    (  r i  )  )  + 2 α    φ  α , β    (  r i  )   ( 1 +  φ  α , β    (  r i  )  )  +  α 2    − 3   ∑  i = 1  n      φ  α , β  α   (  r i  )     φ  α , β    (  r i  )                −  1  α 3     ∑  i = 1  n    α  φ  α , β  α   (  r i  )  + 2  ( 1 −  φ  α , β    (  r i  )  )   = 0 ,        ∂ ℓ ( α , β ;  r ˜  )   ∂ β     =     n β  +   ∑  i = 1  n      φ  α , β  β   (  r i  )   ( 1 + 2  φ  α , β    (  r i  )  )  + 2 α    φ  α , β    (  r i  )   ( 1 +  φ  α , β    (  r i  )  )  +  α 2    − 3   ∑  i = 1  n      φ  α , β  β   (  r i  )     φ  α , β    (  r i  )                −  1  α 2     ∑  i = 1  n    φ  α , β  β   (  r i  )  = 0 ,     








where


      φ  α , β  α   (  r i  )  =   2 β α  r i 2     φ  α , β    (  r i  )    ,      φ  α , β  β   (  r i  )  =   2  α 2   r i 2     φ  α , β    (  r i  )        








are the partial derivatives of    φ  α , β    (  r i  )    with respect to  α  and  β , respectively.



Furthermore, since the RBS distribution can be represented as a mixture (compound) of the Rayleigh distribution and the Birnbaum Saunders distribution, this representation of the distribution also facilitates parameter estimation via the Expectation Maximization (EM) algorithm.





4. The RBS Channel Phasor


In this section, we demonstrate that the RBS distribution can be obtained as an exact sum of mutually independent Gaussian stochastic processes, as is required for the simulation of the fading channel, i.e., to estimate the signal envelope.



Rayleigh fading envelopes can be generated from the zero-mean complex Gaussian random variables. Other fading distributions (see for instance [31] for the Nakagami-m case) and the generalized Rayleigh distribution in [25] can also be obtained in a similar manner after some mathematical considerations. Following those works, it is necessary to prove that the phase of a given propagating signal is uniformly distributed in the interval   [ 0 , 2 π ]   and that the amplitude follows a RBS distribution.



Following (Beckmann [3] p. 118),


     S = R  e  i θ   =   ∑  i = 1  n    A j   e  i  Ψ j    =  ( X , Y )  =  ( R cos θ , R sin θ )  ,     








where   i =   − 1    , the terms X (the in-phase phasor) and Y (quadrature phasor) are independent uniformly distributed phasors (UDP) and the   A j   are all distributed identically. When n is large and we assume that   A j   is not correlated with the   Ψ j  , both X and Y will be distributed normally with mean 0 and variance    1 2  n =  ∑  j = 1  n   A j 2   . [32], see page 69, has pointed out that under some conditions this is also true for small n. Let now    1 2  n =  ∑  j = 1  n   A j 2  = θ  . Then, the joint distribution of X and Y is


     π  ( x , y )  =  1  2 π θ   exp  −    x 2  +  y 2    2 θ    .     



(11)







Then, expressing (11) in polar coordinates results


     π  ( r , θ )  =  r  2 π θ   exp  −   r 2   2 θ    ,     0 ≤ θ ≤ 2 π ,  r ≥ 0 .     



(12)







Thus, it is simple to see that the phase distribution is uniform, i.e.,   π  ( θ )  =  1  2 π   ,  0 ≤ θ ≤ 2 π  . On the other hand, the (unconditional) amplitude distribution is given by (5).



Some Measures of Interest in the Setting of Fading Channel


Since the RBS distribution studied here can be obtained easily as a mixture of the Rayleigh distribution and the Birnbaum Saunders distribution this strongly facilitates the calculus of relevant measures of interest (quality indices) within the framework of fading channel: the amount of fading (this is known in the literature also as strength of intensity fluctuations), AF and the BER for DPSK and MSK when the distribution introduced here are applied to modeling a mobile communication channel.



For a SISO (single-input-single-output) system, the amount of fading, a unified measure for the severity of fading (see for instance [33]), is based on the moments of the fading distribution and is given by   A F = v a r  (  R 2  )  /  E 2   (  R 2  )   . For the   R B S ( α , β )   distribution studied here is given by


     A F =   4 +  α 2   ( 12 + 11  α 2  )     ( 2 +  α 2  )  2   ,     








which does not depend on  β  and is larger than 1, the value of AF for the Rayleigh,   R ( θ )  , distribution. Observe that when   α → 0   we have   A F → 1  .



From [11], it is known that for the standard Rayleigh distribution,   R ( θ )  , the BER for DPSK and MSK are given by


      P  b , D P S K    ( θ )     =     1  2 ( 1 + 2 γ θ )   ,        P  b , M S K    ( θ )     =     1 2   1 −    2 γ θ   1 + 2 γ θ     ,     








respectively.



Now, we can obtain, by compounding, and for the special case in which   | 2 γ θ | < 1   the corresponding average BER of DPSK and MSK for the RBS distribution. They are given in the following result.



Proposition 1.

Suppose that   | 2 γ θ | < 1  , then the average BER of DPSK and MSK for the RBS distribution are given by


       P ¯   b , D P S K     =      exp (  α  − 2   )   2 α   2 π       ∑  j = 0  ∞     ( − 1 )  j      2 γ  β   j    K  j −  1 2     (  α  − 2   )  +  K  j +  1 2     (  α  − 2   )   ,        P ¯   b , M S K     =     1 2   1 −   exp (  α  − 2   )  α    ∑  j = 0  ∞       2 γ  β   j    K  j + 1    (  α  − 2   )  +  K j   (  α  − 2   )    ,      








respectively. Here   γ =  E b  /  N 0   , where   E b   is the transmitted energy per bit and   N 0   is the noise power spectral density.





Proof. 

Using the negative binomial series


       ( z + a )   − m   =   ∑  j = 0  ∞     ( − 1 )  j     m + j − 1  j    z j   a  − m − j   ,      | z |  < a ,     



(13)




and using the composite rule we get


      P ¯   b , D P S K     =     ∫ 0 ∞   P  b , D P S K    ( θ )   π Θ   ( θ ; α , β )   d θ         =     1 2    ∑  j = 0  ∞     ( − 1 )  j    ( 2 γ )  j   ∫ 0 ∞   θ j  π  ( θ ; α , β )   d θ ,     








from which    P ¯   b , D P S K    is obtained now by using (3).    P ¯   b , M S K    is calculated in a similar manner. □





The average channel capacity for fading channel is a good metric as it gives an estimation of the information rate that the channel can support with small probability of error. Channel capacity, C, (see for instance [34,35], among others) is defined as


      C R   ( θ )  = B  ∫ 0 ∞   log 2   ( 1 + r )   g R   ( r ; θ )   d r ,     








where B is the received signal bandwidth. Following [34] it is known that the Shannon capacity of the Rayleigh fading channel is given by


      C R   ( d , θ )  = B exp   1  2 d θ     E 1    1  2 d θ    ,     



(14)




where    E n   ( x )  =  ∫ 1 ∞  exp  ( − x t )  / t  d t  ,   d = S / (  N 0  B )  , S the average transmit power receiving bandwidth B and the mean channel gain    θ π / 2   . Thus, the unconditional channel capacity can be obtained numerically by computing the following integral


      C  R B S    ( d , α , β )  = B  ∫ 0 ∞  exp   1  2 d θ     E 1    1  2 d θ     π Θ   ( θ ; α , β )   d θ .     











Another way of computing the latter integral is to use the series representation of the exponential integral function (see [36,37]) which establishes that


      E 1   ( z )  = −  γ *  − log z +   ∑  j = 1  ∞     ( − 1 )  j    z j   j j !   ,     








where    γ *  ≈ 0.577216   is the Euler’s constant.





5. Some Measures for Comparing


In Figure 4, the average BERs are plotted for DPSK and MSK for RLN, K and SR distributions for the three sets of parameter values given in Table 1. The BER for RLN and K distributions were numerically obtained for DPSK and MSK using the same values of parameters for the K distribution taken by [33] in three settings. Setting A is for   b = 0.35   value, Setting B is for   b = − 0.37   value and Setting C is for   b = − 0.65   value. For all the cases   a = 1  , as indicated in the same table. The corresponding values of the parameters for the RLN and RBS distributions were obtained by equating the population moments to the moments of the K distribution obtained from the above a and b values. Recall that the population moments of the K and RLN distributions are given by   E  (  R k  )  =   ( 2 a )  k  Γ  ( 1 + k / 2 )  Γ  ( 1 + b + k / 2 )  / Γ  ( b + 1 )    and   E  (  R k  )  =  2  k / 2   Γ  ( 1 + k / 2 )  exp  [ μ k / 2 +   ( λ k )  2  / 8 ]   ,   k = 1 , 2 , ⋯  , respectively. Moments of the RIG, GR and SR distributions can be found in [22,25,27], respectively. First and second moments of the RBS distribution were taken from (3). The estimated parameter values of the RLN distribution,  λ  and  μ , obtained here are different from the ones obtained by [33] since they used the approximation provided in [11].



In view of the graphs, the utility of the RBS distribution for the prediction of BER in multi-path dispersion fades can be inferred. We must also influence the good fit, compared to the distribution K, between the proposed distribution and the RLN distribution. The third scenario is conclusive in this case. Recall that the RLN distribution is commonly used in all DPSK and MSK modulation schemes. It is also worth noting that for the RLN distribution, there is no closed-form expression for the average BER, which must be calculated by means of numerical integration methods (generally, the Gauss–Hermite method). An exact but complicated formula for estimating the BER in the DPSK case when the RLN distribution is used is reported in [38].



On the other hand, comparing the analytical expressions of the proposed distribution and the K distribution, both include special functions in their formulation—the incomplete gamma function and the modified Bessel function, respectively. Then, from this point of view both are similar and therefore an alternative to it, which has been used as a substitute for the RLN distribution.



From the above, it is clear that the proposed distribution can be applied to deal with the bleached shading aspects of the wireless channels.



Figure 5 shows the pdf of the different distributions used for parameters given in Settings A and B. It seems that all distributions provide similar tails.



Comparison with the RL, K and RIG Distributions


It is well known that we can study the distance or relative information between two probability distributions by using the Kullback–Leibler divergence measure (see [39], among others) which is defined as follows: Let f and g be probability densities on such that f is absolutely continuous with respect to g (that is,   g ( x ) = 0   implies   f ( x ) = 0  ), then the relative information or Kullback–Leibler divergence,    D  K L    ( f | | g )    of f with respect to g is


      D  K L    ( f | | g )  =  ∫  0  ∞  f  ( x )  log    f ( x )   g ( x )    d x ,     



(15)




with the convention that   0 / 0 = 1  . When f is not absolutely continuous with respect to g we define    D  K L    ( f | | g )  = ∞  . One of the disadvantages of (15) is that the Kullback–Leibler divergence is not symmetric and therefore is not a genuine distance metric. To surpass that, the Jensen–Shanon divergence (see for instance, [40]) given by


      D  J S D    ( f | | g )  =  1 2    D  K L    ( f | | m )  +  D  K L    ( g | | m )   ,     



(16)




where   m = ( f + g ) / 2  , and the integrated squared error, ISE, [41] given by


      D  I S E    ( f | | g )  =  ∫  0  ∞    f ( x ) − g ( x )  2  d x ,     



(17)




will be used.



Table 2 includes the Jensen–Shannon divergence for all the distributions considered here. We can see that the RBS distribution provides a distance similar to the ones provided with the rest of the distribution. Here the RL distribution was taken as the reference distribution.





6. Simulating the Proposed Distribution


To model a fading process, simulation of a random variable is required following the distribution. Additionally, this task must be done at low computational cost (because not a single variable, but thousands of them, are needed). In the literature, there are many methods to do that. In this work, we follow the same method used in [25], applying the standard inverse transform method because this method is simple and easy to implement. In Algorithm 1 a simplified version of the inverse transform method is summarized. The cdf (cumulative density function) corresponds to    h R   ( r ; α , β )   , i.e., expression (8). Indeed to   1 −  h R   ( r ; α , β )   , which is obtained at low computational cost and can be even pre-calculated for a set of  α  and  β  parameters to speed up the simulation.



The simulation of the variable was coded in MATLAB and executed on an i7-7700HQ CPU @ 2.80 GHz (16 GB RAM), taking around   0.048824   seconds to generate   N = 1 , 000 , 000   (one million) random variates. The program is efficiently coded in a matrixial way (it does not use loops). The computational cost is indeed low, hence, well suited to fading channel modeling.



By Monte Carlo simulations, two large datasets were obtained (  1 , 000 , 000   samples) and compared with the analytical RBS pdfs. In Figure 6, the analytical pdf for the RBS distribution and the ones from simulated data, which clearly show a good fit for both datasets, can be seen. As expected, the error for the variance is larger than for the case of the mean but certainly low for both measures for the two cases shown. See also the analyticle and simulated values for the mean and variance in Table 3.



However, to properly simulate the fading effects for a communication channel, the simulation must be done in terms of phasors (see Section 4) and coupled to physical variables (signal carrier frequency, signal sampling, speed of receiver and Doppler effects) related to the channel. These issues are discussed in the next section.





	
Algorithm 1: Simulating the RBS distribution.




	
    Input:




	
         Alpha:  α  parameter (  α ∈ R  )




	
         Beta:  β  parameter (  β ∈ R  )




	
         A: range of data (Amplitude   ∈ R  )




	
         NumberSamples: number of samples (NumberSamples   ∈ N  )




	
    Output:




	
         S: set of data   ∼ R B S ( α , β )  




	
      Begin:




	
      r ← CDF(Alpha, Beta) (0 → A)     

	
⊳CDF to a column vector for   i ← 1   to   N u m b e r S a m p l e s   do




	
             end




	
                      u ← rand  

	
⊳Get a uniform random




	
      number




	
               S ( i ) ← max { r ≤ u }  




	
      End







The RBS Distribution for Modeling Fading Effects


In this section, we proceed as in [22]—which is also based on the classical well-known Clarke’s model [4], but we present the model for the sake of completeness of this work. First, we reformulate the phasors obtained in Section 4 as follows:


     S = R  e  i θ   =   ∑  i = 1  n    A j   e  i  Φ j    =  ( X , Y )  =  ( R cos θ , R sin θ )  ,     








as explained, for instance, by [4] as follows,


      X i   ( t )  ,  Y i   ( t )     =       ∑  j = 1  N    A  i j   cos  (  w  i j   t −  φ  i j   )  ,   ∑  j = 1  N    A  i j   sin  (  w  i j   t −  φ  i j   )   ,     








where   A  i j    is the amplitude of the transmitted signal (  <  ∑  j = 1  N   A  i j  2   ) >  = 1   ). The phase  θ  is replaced by the term   θ =  w  i j   t −  φ  i j    . The phase   φ  i j    is the random phase (uniformly distributed in the interval   [ − π , π ]  ),    w  i j   = β v cos  (  ψ  i j   )    accounts for the Doppler shift, where v is the receptor velocity,   β = 2 π / λ   represents the wave number,  λ  is the wavelength and   β v   is the maximum Doppler shift (in units of radians per second). The angle of arrival of the transmitted wave is   ψ  i j   , also distributed in   [ − π , π ]  , and N is the number of harmonic waves, which, if large enough (as expected in the real case), ensures that both    X i   ( t )    and    Y i   ( t )    are Gaussian processes. From that, the RBS signal envelope is given by    r 2  =  X i 2  +  Y i 2   , and   i = 1 , 2 , ⋯   The amplitude of the envelope is then suitably fitted to the RBS   ( α , β )   amplitude of the transmitted signal to assure that   r ∼   RBS  ( α , β )  .



By using this model, a Monte Carlo simulation (using 15 scattered random phasors and 20,000 samples) was performed to obtain the dataset (random samples) and from that, the pdf is ensembled to compare it with the analytic RBS pdf. This comparison is plotted in Figure 7 (left column) for two sets of RBS distributions (  α = 0.5 , β = 3   and,   α = 1 , β = 2  ). As  can be seen, a reasonably good fit between the analytic and the physical models is obtained. On the right column of the same figure, a set of simulated samples for both cases is shown. As expected, these samples are mostly near the mean value provided by the parameter setting. Deep fading effects (  ≈ 60   dB) are present. Hence, the RBS distribution naturally accounts for the presence of large fading values related to minimal power received at the terminal).



Table 4 contains the analytical means and variances compared with those estimated from the Monte Carlo data. The relative errors (percentual values) for both measures and for both datasets are acceptable (less than 5% and lower that 1% for the variance for the set   α = 0.5   and   β = 3  ), but noticeably larger than when the data were generated directly from the respective cdfs. This is due to the complexity of this simulation, which accounts for physical effects (wave scattering).



Figure 8 illustrates SR, the RLN, and the proposed RBS distribution. The parameters used in all cases are those providing similar mean (emitted power) and standard deviation values, and are plotted spaced 0.1 wavelength apart for the 0 dB mean value. As can be seen, the RBS distribution shows a behavior similar to the Rayleigh and to the SR distributions but capturing deep fading effects. Additionally, the RBS distribution seems more suited to modern communication systems, and more robust to fading effects.



Finally, a simulation of the physical channel is performed to illustrate that the proposed RBS distribution efficiently models fading effects. In what follows, we also proceed as in [22].



Algorithm 2 details the pseudo-code used for the channel simulation (Clarke’s model). To generate a realistic fading spectrum (that is, to generate time-correlated fading waveforms), a common baseband Doppler filter was also included in the simulations.



Figure 9 shows the simulated fading signal for the RBS(  α = 0.6625  ,   β = 1.7419  ) distribution, corresponding to a signal with a power mean value of 1. Fifteen Rayleigh processes (rays) and 20,000 samples were simulated to obtain the envelope. In this case, the envelope includes deep fading levels (relative to the low power used) due to fast fading in long-distance HF (High frequency) propagation ([31]). The results discussed above were for two vehicles at velocities 50 km/h and 120 km/h, respectively. As expected, the Doppler effect is more noticeable as the vehicle velocity increases.



The physical meaning of the parameters of the RBS distribution has not been discussed in this paper. However, from expression (8), and also from Algorithm 2, it seems clear that they depend on the average signal power strength of the emitter. However, a deeper analysis must be done.



To get all data shown in this paper, a fading channel program has been developed (coded in MATLAB and using a friendly graphic interface). The prototype implements the Clarke’s model, and it also includes standard signal processing routines (filters) and all the metrics to characterize the channel as well as the other standard fading distributions (i.e., Rayleigh, SR and RLN).





	
Algorithm 2: Fading simulation.




	
    Input:




	
         Alpha:  α  parameter (  α ∈ R  )




	
         Beta:  β  parameter (  β ∈ R  )




	
         Rays: number of emitted signals (Rays   ∈ N  )




	
         Ref: number of reflections (Ref   ∈ N  )




	
         Speed: average speed of vehicle (Speed   ∈ R  )




	
         Freq: carrier frequency (Freq   ∈ R  )




	
         TimeF: simulation time (TimeF   ∈ R  )




	
         TimeS: sampling time (TimeS   ∈ R  )




	
    Output:




	
         r: signal envelope




	
      Begin:




	
      A ← getPower(Alpha, Beta)                                     

	
⊳Get average signal strength and variance




	
      Phi ← rand(Rays, Ref)   · 2 · π                                                         

	
⊳Uniformly distributed phase




	
      Psi ← rand(Rays, Ref)  · 2 · π                                            

	
⊳Uniformly distributed arriving signal




	
      D ←  2 · π ·   Freq· 3.3e-03                                                      

	
⊳Maximum Doppler frequency shift




	
      w   ← D · S p e e d · c o s ( P s i )                                                                      

	
⊳Consider Doppler effects




	
      t ← 0: TimeS: TimeF                                                                                                 

	
⊳Time span




	
      X ← 0




	
      Y ← 0




	
             Df   ← w · t − P h i                                                                          

	
⊳Obtain Doppler phase shift




	
              X ← X + A · cos ( D f )                                                                              

	
⊳In-phase component




	
              Y ← Y + A · sin ( D f )                                                                          

	
⊳Quadrature component




	
      end for




	
      end for




	
        r ←    X 2  +  Y 2                                                                                      

	
⊳Calculate the signal envelope




	
      End









7. Final Comments


In this work, we proposed a new distribution, the two-parameter Rayleigh Birnbaum Saunders Distribution, which shows some benefits in comparison with the Rayleigh–lognormal distribution, the SR distribution and, the K distribution. The Rayleigh distribution is included as a particular case when one of its parameters is large enough. The estimation of the parameters of the proposed distribution has been also taken into account. The new distribution we propose shows clear advantages when compared to the Rayleigh–lognormal distribution within the framework of fading signal modeling. Signal envelope has been obtained through two different methods: from the analytic pdf and from physical simulation of the communication channel by means of phasors using Clarke’s model. The common metrics for estimating the quality of the received signal (the bit error rate (BER) for DPSK and MSK modulations) have also been derived in closed form for the new fading distribution. Future work will focus on providing a physical meaning for the parameters of the RBS distribution,  α  and  β , although some preliminary clues were already given above.
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Appendix A. Proof of the cdf and pdf of the RBS Distribution


We start by getting the unconditional survival function of the standard Rayleigh distribution. That is,


      F ¯   ( r )     =     ∫ 0 ∞   F ¯   ( r ; θ )   d θ =  ∫ 0 ∞  exp  −   r 2   2 θ    π  ( θ ; α , β )   d θ         =     ∫ 0 ∞    1 + θ β   2 α   2 π β  θ 3      exp  −   1 +  β 2   θ 2  − 2 β θ + β  α 2   r 2    2 β  α 2  θ     d θ         =     ∫ 0 ∞    1 + θ β   2 α   2 π β  θ 3      exp  −     ( β θ −  φ  α , β    ( r )  )  2  − 2 β θ  ( 1 −  φ  α , β    ( r )  )    2 β  α 2  θ     d θ ,     








where    φ  α , β    ( r )  =   1 + β   ( r α )  2     . Thus,


      F ¯   ( r )     =    exp    1 −  φ  α , β    ( r )    α 2     ∫ 0 ∞    1 + θ β   2 α   2 π β  θ 3      exp  −    β 2    ( θ −  φ  α , β    ( r )  / β )  2    2  α 2      d θ .     











Let now,


      Λ  α , β    ( r )     =       φ  α , β    ( r )    α  β    ,        Ω  α , β , r    ( θ )     =    exp  −    Λ  α , β     ( r )  2    ( θ −  φ  α , β    ( r )  / β )  2    2   (  φ  α , β    ( r )  / β )  2  θ    .     











Then, we have that


      F ¯   ( r )     =    exp    1 −  φ  α , β    ( r )    α 2     ∫ 0 ∞     ( 1 + θ β )   Λ  α , β    ( r )    2  φ  α , β    ( r )    2 π  θ 3       Ω  α , β , r    ( θ )   d θ         =      1 +  φ  α , β    ( r )    2  φ  α , β    ( r )    exp    1 −  φ  α , β    ( r )    α 2    ,     



(A1)




where we have identified, after arranged parameters, the last integral with the pdf of the inverse Gaussian distribution (see for instance [42]) given by


     f  ( x )  =   λ  2 π  x 3     exp  −   λ   ( x − μ )  2    2  μ 2  x    ,  x > 0 ,     








with   λ > 0   and mean   μ > 0  .



Finally, (5) is obtained after computing the derivative of (A1) with respect to r.



Proposition A1.

The average Shannon capacity of the Rayleigh Birnbaum Saunders fading channel is given by


       C  R B S    ( d , α , β )  = B  −   γ *  2   H  d , α , β  1  + 2  H  d , α , β  2  +  H  d , α , β  3   exp  (  α  − 2   )  ,      








where


      H  d , α , β  1    =     1 +  D  d , α , β     A  α , β , d   ,       H  d , α , β  2    =     ( 1 +  D  d , α , β   )  α  A  d , α , β      π β  2   log    β  D  d , α , β     2 d                +   β D     1 −    α 2  β  d    D  d , α , β    K  −  1 2   ′    1   α 2   D  d , α , β      +  K  1 2  ′    1   α 2   D  d , α , β       ,       H  d , α , β  3    =      ∑  j = 1  ∞      ( − 1 )  j   j j !      β  2 d    j    D  d , α , β   j − 1 / 2    α   2 π       D  d , α , β    K  j +  1 2      1   α 2   D  d , α , β                    +  K  j −  1 2      1   α 2   D  d , α , β       ,      








where


      A  d , α , β     =    exp    β d  −  1  α 2     D  d , α , β    ,       D  α , β , d     =     d  d −  α 2  β        








and    γ *  ≈ 0.577216   is the well-known Euler’s constant.





Proof. 

Again, by using the composite rule, using (14), we get


      C  R B S    ( d , α , β )  = B  ∫ 0 ∞  exp   1  2 d θ     E 1    1  2 d θ     π Θ   ( θ ; α , β )   d θ .     











It is known (see [36,37]) that


      E 1   ( z )  = −  γ *  − log z +   ∑  j = 1  ∞     ( − 1 )  j    z j   j j !   .     











Thus, we have


      C  R B S    ( d , α , β )     =    − B  ∫ 0 ∞  exp   1  2 d θ      γ *  + log   1  2 d θ                  −   ∑  j = 1  ∞      ( − 1 )  j   j j !      1  2 d θ    j    π Θ   ( θ ; α , β )   d θ ,     








from which we get the result after using (4), the results provided in the Appendix A and some algebraic manipulation. □
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Figure 1. Illustration of fading components. 
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Figure 2. Probability density function of the   R B S ( α , β )   distribution for different parameter values. 
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Figure 3. Illustration of the hazard rate function of   R B S ( α , β )   distribution for a set of different parameter values. 
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Figure 4. Average BERs of DPSK and MSK for RLN, K, RIG, SR and RBS distributions assuming values for the parameters given in different settings provided in Table 1. 
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Figure 5. Graphics of the pdf of the different distributions for parameters given in Settings A (left) and B (right). 
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Figure 6. Comparison of the analytic RBS(  α = 0.5  ,   β = 1  ) magnitude pdf and the Monte Carlo simulated dataset (top). Comparison of the analytic RBS (  α = 1  ,   β = 2  ) magnitude pdf and the Monte Carlo simulated dataset (bottom). Simulated samples (1,000,000) for both cases are also represented (right column). 
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Figure 7. Samples simulated by using phasors of the RBS distribution ( α  = 0.5,   β = 3  ) (top, left) and a set of simulated samples (top, right). Samples simulated by using phasors of the RBS distribution ( α  = 1,   β = 2  ) (bottom, left) and a set of simulated samples (bottom, right). For both cases, the analytic RBS distribution is also shown, for the sake of comparison. 
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Figure 8. Simulated samples (using phasors) of the Rayleigh fading distribution (top left), the SR fading distribution (top right), the RLN fading distribution (bottom left) and, the proposed RBS fading distribution. The parameters used in all cases are those providing similar mean and standard deviation values, and are represented spaced 0.1 wavelength apart for the 0 dB mean value. 
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Figure 9. Fading signal for the RBS distribution (  α = 0.66  ,   β = 1.74  ); carrier frequency = 1 GHz and speed = 50 Km/h (left) and speed = 120 km/h (right). 
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Table 1. Values of the parameters for RLN, K and RBS distributions.
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Setting




	
Model

	
Parameters

	
A

	
B

	
C






	
RLN

	
  μ  

	
0.63

	
0.51

	
−1.57




	

	
  λ  

	
0.85

	
1.21

	
1.56




	
K

	
a

	
1.00

	
1.00

	
1.00




	

	
b

	
0.35

	
−0.37

	
−0.65




	
RIG

	
  κ  

	
2.71

	
1.29

	
0.11




	

	
  δ  

	
2.69

	
3.47

	
0.70




	
GR

	
  ϑ  

	
4.76

	
24.07

	
155.48




	

	
  ω  

	
7.33

	
25.86

	
21.61




	
SR

	
q

	
3.45

	
2.80

	
2.48




	

	
  σ  

	
1.14

	
0.36

	
0.14




	
RBS

	
  α  

	
0.94

	
1.54

	
2.52




	

	
  β  

	
0.53

	
0.63

	
5.96
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Table 2. JSD and ISE measures for K and SR distributions (compared to the RLN distribution).
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Setting




	
Measure

	
Model

	
A

	
B

	
C






	
JSD

	
K

	
0.001

	
0.049

	
0.032




	

	
RIG

	
3.0   ×  10  − 5    

	
2.9   ×  10  − 4    

	
0.001




	

	
GR

	
5.5   ×  10  − 4    

	
9.6   ×  10  − 4    

	
0.005




	

	
SR

	
0.188

	
0.050

	
0.025




	

	
RBS

	
8.5   ×  10  − 5    

	
1.0   ×  10  − 3    

	
0.007




	
ISE

	
K

	
0.002

	
0.090

	
0.328




	

	
RIG

	
3.9   ×  10  − 5    

	
5.1   ×  10  − 4    

	
0.007




	

	
GR

	
3.5   ×  10  − 4    

	
1.5   ×  10  − 3    

	
0.030




	

	
SR

	
5.2   ×  10  − 3    

	
0.068

	
0.122




	

	
RBS

	
8.1   ×  10  − 5    

	
1.7   ×  10  − 3    

	
0.047
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Table 3. Mean and variance values for the analytic RBS distribution and those estimated from the simulated samples for two sets of parameters.
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RBS (  α   = 0.5,    β = 1   )

	
RBS (  α   = 1,    β = 2   )




	
Mean (Analytic)

	
1.2909

	
0.9831






	
Mean (simulated data)

	
1.2772

	
0.9685




	
Relative error

	
1.05%

	
1.48%




	
Variance (analytic)

	
0.5836

	
0.5335




	
Variance (simulated data)

	
0.5698

	
0.5078




	
Relative error

	
2.37%

	
4.82%
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Table 4. Means and variances for the analytic    R B S   ( α , β )   distribution and, the values estimated using phasors for two-parameter sets.
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RBS   ( 0.5 , 3 )   

	
RBS   ( 1 , 2 )   




	
Mean (Analytic)

	
0.7453

	
0.9831






	
Mean (simulated data)

	
0.7213

	
0.9533




	
Relative error

	
3.21%

	
3.03%




	
Variance (analytic)

	
0.1945

	
0.5335




	
Variance (simulated data)

	
0.1937

	
0.5080




	
Relative error

	
0.42%

	
4.78%
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