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#### Abstract

The substitution box (S-box) is the only nonlinear components in the symmetric block cipher. Its performance directly determines the security strength of the block cipher. With the dynamic characteristics degradation and the local periodic phenomenon of digital chaos, and the security problems caused by them becoming more and more prominent, how to efficiently generate an S-box with security guarantee based on chaos has gradually attracted the attention of cryptographers. In this paper, a chaotic S-box construction method is proposed based on a memorable simulated annealing algorithm (MSAA). The chaotic S-box set is produced by using the nonlinearity and randomness of the dynamic iteration of digital cascaded chaotic mapping. The composite objective function is constructed based on the analysis of the performance indexes of S-box. The MSAA is used to efficiently optimize the S-box set. The matrix segmentation and scrambling operations are carried out on the optimized S-box. The cryptographic performance of chaotic S-box is tested and analyzed, and compared with the mainstream chaotic S-box of the same kind. The results show that the S-box constructed in this paper can not only stably and efficiently generate chaotic S-box with better performance, but also make an effective exploration of the construction of chaotic S-boxes based on intelligent algorithms.
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## 1. Introduction

The block cipher is an important branch of cryptography, which can be used not only to encrypt information directly, but also as an effective means to construct hash functions and digital signatures [1-3]. The block cipher has been widely applied to the field of information security because of high speed, easy standardization, and convenience for hardware and software implementation. S-box is the only nonlinear component in the symmetric block cipher. Its performance directly determines the security strength of the block cipher. Therefore, the construction of a secure and efficient S-box has become one of the key factors in the design of the block cipher [4-6].

In traditional cryptography, Advanced Encryption Standard (AES) uses algebraic methods to construct the S-box. Although high nonlinearity can be obtained because there are only nine algebraic formulas, its structure is too simple and the affine transformation period and iterative output period are too short, so the differential performance is relatively weak and it is difficult to resist algebraic attacks $[7,8]$. Meanwhile, the AES uses static S-box, and its form content is both public and unchanged, which is easy to be analyzed and utilized by the deciphers. Chaos is a deterministic, random-like
process in nonlinear dynamic systems.With the deepening of S-box research and the development of chaos theory, dynamic S-box is constructed based on nonlinearity, randomness, initial sensitivity and unpredictability of chaos to realize information confusion, which has been gradually recognized by cryptographers and has made considerable development [9-14]. The inherent characteristic of the chaotic system provides a good foundation for constructing the S-box. However, the performance of S-box may be unstable due to the degradation of dynamic characteristics and local periodic phenomenon of digital chaos, so there are some security risks. With the dynamic characteristics degradation and the local periodic phenomenon of digital chaos, and the security problems caused by them becoming more and more prominent, the efficient generation of the chaotic S-box with security guarantees remains to be further studied.

In recent years, intelligent algorithms have been widely developed. Their feasibility and superiority in solving optimization problems have gradually attracted the attention of cryptographers, and have also provided a new idea for constructing the chaotic S-box. A design method of S-box based on chaos and genetic algorithm is proposed in the literature [15]. The crossover mutation of genetic algorithm is used to generate the chaotic S-box with better nonlinearity. The performance of generated S-box would be easily affected by the dynamic characteristics degradation of digital chaos. A construction method of S-box based on chaos and firefly algorithm is proposed in the literature [16]. The firefly algorithm is adopted to optimize the generated chaotic S-box set, but the construction efficiency is not high. The convergence time of the algorithm is long, and the performance is also restricted by the chaotic S-box set. A design scheme for constructing high nonlinear chaotic S-box based on genetic algorithm is proposed in the literature [17], which takes nonlinearity as the only optimization objective leads to little improvement in other cryptographic performances of the chaotic S-box.

Compared with the exhaustive search algorithm, the heuristic algorithm can use some of the searched information to change its own search strategy. If the parameters are set properly, the search efficiency of the heuristic algorithm is more efficient than the exhaustive algorithm [18,19]. MSAA is an improvement of the traditional simulated annealing algorithm (SAA). It can overcome the "forgetfulness" in the process of optimization by memorizing the optimal solution currently encountered. Thus, MSAA improves the efficiency and accuracy of global optimal search, which is especially suitable for solving combinatorial optimization problems. Compared to other heuristic algorithms, MSAA is a probabilistic local search method. It can efficiently find the approximate optimal solution of the problem due to its asymptotic convergence [20]. In this paper, the chaotic S-box set is generated iteratively by digital cascaded chaotic mapping, and the composite objective function is constructed based on the analysis of the S-box performance index. The MSAA is used to efficiently optimize the chaotic S-box set, which can not only obtain the S-box with relatively better cryptographic performance, but also ensure the stability of the S-box security performance. Meanwhile, the chaotic S-box obtained by optimization is transformed by matrix segmentation and scrambling operations to get rid of the performance restriction of the chaotic S-box set, and further enhance the cryptographic performance of the chaotic S-box.

The rest of this paper is as follows: the second section introduces the digital cascaded chaotic mapping. The third section describes the MSAA. The fourth section introduces a design scheme of chaotic S-box based on MSAA. The fifth section analyzes the evaluation indexes and experimental results of S-box performance. The sixth section gives the conclusions of this paper.

## 2. Chaotic System

Chaos is a deterministic, random-like phenomenon in nonlinear dynamic systems. This process is aperiodic, non-convergent but bounded and extremely sensitive to initial values [21]. In order to design a secure and efficient chaotic S-box, the application of chaotic systems should follow the following principles. One is that the selected chaotic system should be easy to implement and have efficient iteration, the other is that it can overcome the local periodic problem of the digitization
process of the chaotic system. With the dynamic characteristics degradation and the local periodic phenomenon of digital chaos, the security problems caused by them become more and more prominent. The cryptographers are committed to the study of mathematical chaotic models with excellent performance, simple structure, and easy implementation, so that they can better play the chaotic characteristics in the construction of S-box.

To improve the pseudo-random performance and dynamic characteristics of digital chaotic sequences, a digital cascaded chaotic mapping has been proposed in the literature [22] based on one-dimensional discrete chaotic mappings Logistic and Tent. The iterative output of Logistic chaotic mapping is used as the iterative input of Tent chaotic mapping, and the iterative output of Tent chaotic mapping is used as the input of the next iteration of Logistic chaotic mapping. Then, the one-dimensional discrete chaotic mapping equation after cascading is

$$
\begin{equation*}
x_{n+1}=1-\left|1-4 \mu x_{n}\left(1-x_{n}\right)\right| . \tag{1}
\end{equation*}
$$

In Equation (1), system parameter $\mu \in(0,2)$, initial value $x_{n} \in(0,1)$, substituting the real-valued chaotic sequence generated by cyclic iteration into Equation (2) for digital quantization. Then, the digital cascaded chaotic sequence can be obtained:

$$
T_{n}=\left\{\begin{array}{cc}
\left\lfloor 4 x_{n}\right\rfloor & 0 \leq x_{n}<1 / 4 a  \tag{2}\\
\left\lfloor 4 x_{n}-a\right\rfloor & 1 / 4 a \leq x_{n}<1 / 2 a \\
\left\lfloor 3 a-4 x_{n}\right\rfloor & 1 / 2 a \leq x_{n}<3 / 4 a \\
\left\lfloor 4 a-4 x_{n}\right\rfloor & 3 / 4 a \leq x_{n}<a
\end{array} .\right.
$$

In Equation (2), take $a=2^{7}, T_{n} \in[0,255]$, which exactly corresponds to the unsigned integer range represented by 8 bits.

The studies have shown that digital cascaded chaotic mapping has efficient iteration and is easy to implement. The mapping has higher complexity, larger parameter space, and stronger initial value sensitivity. A large number of pseudo-random sequences with excellent performance and the great difference can be obtained by tiny changes in initial values and system parameters. The S-box is constructed by using the nonlinearity and randomness of the dynamic iteration of the digital cascaded chaotic mapping. The construction method is simple to operate but can effectively enhance the confusion effect, thus providing a reliable guarantee for the security and efficiency of the S-box construction.

## 3. Optimization Process of MSAA

The traditional SAA jumps out of the local optimal solution through "probability judgment" and tends to the global optimal $[23,24]$. However, this method may also cause the algorithm to ignore the optimal solution currently encountered. It is difficult to ensure that the final solution must be the global optimal solution. The MSAA proposed by literature [25] can memorize the optimal solution encountered in the search process. When the search process is over, the searched optimal solution is compared with the memorized optimal solution, and the better one is taken as the final result. The accuracy of the optimization result would be further improved. Since the time required to realize the memory function is extremely short, the MSAA still has high search efficiency.

As shown in Figure 1, the optimization process of the MSAA is illustrated as follows:
Step 1. In the solution space, set the initial solution $S_{0}$, the initial temperature $T_{0}$, the minimum temperature $T_{\min }$, the number of iterations $L$ for each $T$ value, and calculate the objective function $f_{0}$ of the initial solution $S_{0}$. The attenuation function of temperature $T$ is $T_{k+1}=\alpha \cdot T_{k}$, where $\alpha \in(0,1)$, $k=0,1, \cdots, n$.

Step 2. A new solution $S^{*}$ is randomly generated near the initial solution $S_{0}$, and the objective function $f^{*}$ of the new solution $S^{*}$ is calculated.

Step 3. $f^{*}$ is compared with $f_{0}$. If $f^{*}$ is better than $f_{0}$, that is, $\Delta f=f^{*}-f_{0} \geq 0$, then accept the new solution $S^{*}$ and assign $S^{*}$ and $f^{*}$ to $S_{0}$ and $f_{0}$, respectively. Otherwise, memorize the current optimal solution $S_{0}$, and accept the new solution $S^{*}$ according to the probability of Mctropolis criterion. The Mctropolis criterion takes $\Delta f$ and temperature $T$ as input, and the output is the acceptance probability between 0 and 1 . Its expression is

$$
\begin{equation*}
P=\exp [-\Delta f(x) / T] . \tag{3}
\end{equation*}
$$

Step 4. If the number of iterations $L$ is reached, it is judged whether the termination criterion is met. When the temperature is lower than the minimum temperature or the memorized optimal solution has no changes for multiple consecutive times, then the optimization search is terminated. Otherwise, return to step 2.

Step 5. If the number of iterations $L$ is reached and the termination criterion is met, the searched optimal solution is compared with the memorized optimal solution, and the better one is output as the result. Otherwise, decrease the temperature, reset the number of iterations, and return to step 2.


Figure 1. Flowchart of MSAA.

## 4. Construction Method of Chaotic S-Box

As shown in Figure 2, the iterated digital cascaded chaotic sequence is traversed and screened to generate the set of chaotic S-boxes. The set is optimized by MSAA to obtain the chaotic S-box with excellent performance. Then, the chaotic S-box obtained is segmented and scrambled to generate the final chaotic S-box.


Figure 2. Construction of chaotic S-Box based on MSAA.
The specific construction process is described as follows:
Step 1. Set the initial conditions of the digital cascaded chaotic mapping, that is, $\mu=1.999$, $x_{n}=0.76$, and the iterative operation is performed.

Step 2. The iterative interval of digital cascaded chaotic mapping is evenly divided into 256 intervals $D_{i}(i=0,1, \cdots, 255)$. If the iterative output $T_{n}$ exists in the interval $D_{i}$, the corresponding $T_{n}$ value is saved and the iteration continues; if $T_{n}$ does not exist in the interval $D_{i}$ or has already been saved, the $T_{n}$ value is not saved and the iteration continues until 256 intervals have been traversed.

Step 3. The outputs $Y_{n}$ are arranged line-by-line in the order of generation and converted into a table of $16 \times 16$, which is the constructed $8 \times 8$ S-box. By slightly changing the initial value, the set of chaotic S-boxes can be obtained through the dynamic iteration of the digital cascaded chaotic mapping.

Step 4. Set the initial conditions of the MSAA, the initial temperature is $T=100$, the lowest temperature is $T_{\min }=0$, the number of iterations for each $T$ value is $L=10$. In the generated chaotic S-box set, one S-box is randomly selected as the initial solution $S_{0}$, other chaotic S-boxes encountered during the optimization process of MSAA will be used as new solution $S^{*}$. The objective function of new solution $f^{*}$ would be compared with the objective function of initial solution $f_{0}$. Since the nonlinearity and difference uniformity are the two most important performance indexes to measure the security performance of S-box, a composite objective function is constructed as

$$
\begin{equation*}
F(s)=N_{f}-\delta_{f} \tag{4}
\end{equation*}
$$

In Equation (4), $N_{f}$ is the nonlinearity of the S-box, $\delta_{f}$ is the difference uniformity of the S-box. The greater the nonlinearity of the S-box and the smaller the difference uniformity, the better its security performance. Therefore, the larger the composite objective function $F(s)$, the better the cryptographic performance of the S-box. Based on the constructed composite objective function, the MSAA is used to efficiently optimize the set of chaotic S-boxes, and a chaotic S-box with excellent cryptographic performance would be obtained.

Step 5. As is shown in Figure 3, the matrix segmentation and scrambling operations are performed on the optimized chaotic $S$-box, and the $16 \times 16$ chaotic $S$-box is segmented by matrix according to the following rule:

$$
\begin{gather*}
S=\left[\begin{array}{cccccc}
s_{00} & \ldots & s_{07} & s_{08} & \ldots & s_{0 F} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
s_{70} & \ldots & s_{77} & s_{78} & \ldots & s_{7 F} \\
s_{80} & \ldots & s_{87} & s_{88} & \ldots & s_{8 F} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
s_{F 0} & \ldots & s_{F 7} & s_{F 8} & \ldots & s_{F F}
\end{array}\right]=\left[\begin{array}{ll}
s_{1} & s_{2} \\
s_{3} & s_{4}
\end{array}\right],  \tag{5}\\
S_{1}=\left[\begin{array}{ccc}
s_{00} & \ldots & s_{07} \\
\vdots & \vdots & \vdots \\
s_{70} & \ldots & s_{77}
\end{array}\right] \quad S_{2}=\left[\begin{array}{ccc}
s_{08} & \ldots & s_{0 F} \\
\vdots & \vdots & \vdots \\
s_{78} & \ldots & s_{7 F}
\end{array}\right] . \\
S_{3}=\left[\begin{array}{ccc}
s_{80} & \ldots & s_{87} \\
\vdots & \vdots & \vdots \\
s_{F 0} & \ldots & s_{F 7}
\end{array}\right] \quad S_{4}=\left[\begin{array}{ccc}
s_{88} & \ldots & s_{8 F} \\
\vdots & \vdots & \vdots \\
s_{F 8} & \ldots & s_{F F}
\end{array}\right] \tag{6}
\end{gather*}
$$

Then, the four segmented matrices are performed on scrambling operation respectively according to the following rule:

$$
\begin{equation*}
\left(S_{m}\right)^{T} \xrightarrow{r_{7-n} \leftrightarrow r_{n}} S_{m}{ }^{\prime} . \tag{7}
\end{equation*}
$$

In Equation (7), $m=1,2,3,4, n=0,1,2,3, T$ represents the transpose of the matrix, $r_{7-n} \leftrightarrow r_{n}$ means that $7-n$ rows and $n$ rows of the matrix are interchanged, then

$$
\begin{array}{ll}
S_{1}{ }^{\prime}=\left[\begin{array}{ccc}
s_{07} & \ldots & s_{77} \\
\vdots & \vdots & \vdots \\
s_{00} & \ldots & s_{70}
\end{array}\right] \quad S_{2}{ }^{\prime}=\left[\begin{array}{ccc}
s_{0 F} & \ldots & s_{7 F} \\
\vdots & \vdots & \vdots \\
s_{08} & \ldots & s_{78}
\end{array}\right] .  \tag{8}\\
S_{3}{ }^{\prime}=\left[\begin{array}{ccc}
s_{87} & \ldots & s_{F 7} \\
\vdots & \vdots & \vdots \\
s_{80} & \ldots & s_{F 0}
\end{array}\right] \quad S_{4}{ }^{\prime}=\left[\begin{array}{ccc}
s_{8 F} & \ldots & s_{F F} \\
\vdots & \vdots & \vdots \\
s_{88} & \ldots & s_{F 8}
\end{array}\right]
\end{array}
$$

Reorganize them to get

$$
S^{\prime}=\left[\begin{array}{ll}
S_{1}{ }^{\prime} & S_{2}{ }^{\prime}  \tag{9}\\
S_{3}^{\prime} & S_{4}{ }^{\prime}
\end{array}\right]
$$

A secondary scrambling operation is performed to $S^{\prime}$ according to the following rule

$$
\begin{equation*}
\left(S^{\prime}\right)^{T} \xrightarrow{r_{15-h} \leftrightarrow r_{h}} S_{\text {Final }} . \tag{10}
\end{equation*}
$$

In Equation (10), $h=0,1, \ldots, 7$. The output $S_{\text {Final }}$ is the final chaotic $S_{1}$-box shown in Table 1, and repeat the above method to generate chaotic $S_{2}$-box and chaotic $S_{3}$-box.


Figure 3. Matrix segmentation and scrambling operations.

Table 1. Final chaotic $S_{1}$-box in this paper.

| 96 | 87 | 213 | 3 | 159 | 215 | 185 | 225 | 14 | 94 | 175 | 164 | 219 | 127 | 211 | 253 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 160 | 40 | 100 | 177 | 187 | 68 | 220 | 83 | 108 | 135 | 128 | 183 | 53 | 138 | 224 | 232 |
| 43 | 134 | 133 | 201 | 63 | 151 | 32 | 248 | 205 | 30 | 158 | 144 | 247 | 196 | 155 | 191 |
| 89 | 114 | 60 | 214 | 84 | 146 | 161 | 91 | 143 | 157 | 124 | 231 | 78 | 95 | 131 | 189 |
| 69 | 130 | 93 | 148 | 36 | 106 | 12 | 16 | 218 | 167 | 85 | 58 | 65 | 90 | 33 | 217 |
| 44 | 226 | 156 | 104 | 80 | 71 | 136 | 239 | 49 | 10 | 129 | 27 | 48 | 182 | 39 | 70 |
| 241 | 139 | 59 | 115 | 153 | 184 | 11 | 45 | 47 | 210 | 31 | 173 | 204 | 25 | 72 | 140 |
| 152 | 75 | 145 | 250 | 172 | 202 | 99 | 195 | 237 | 110 | 207 | 208 | 216 | 67 | 20 | 125 |
| 82 | 222 | 64 | 198 | 23 | 118 | 37 | 186 | 46 | 238 | 209 | 28 | 79 | 35 | 255 | 141 |
| 73 | 50 | 77 | 111 | 163 | 107 | 19 | 244 | 199 | 21 | 234 | 112 | 119 | 181 | 105 | 98 |
| 221 | 76 | 246 | 254 | 137 | 229 | 18 | 1 | 212 | 123 | 223 | 101 | 42 | 81 | 9 | 242 |
| 165 | 121 | 194 | 38 | 56 | 236 | 176 | 88 | 252 | 249 | 179 | 57 | 178 | 174 | 61 | 192 |
| 54 | 86 | 8 | 251 | 147 | 74 | 26 | 97 | 193 | 243 | 190 | 17 | 169 | 2 | 188 | 206 |
| 117 | 113 | 230 | 150 | 103 | 7 | 240 | 149 | 24 | 116 | 92 | 15 | 66 | 109 | 4 | 62 |
| 34 | 122 | 233 | 171 | 132 | 41 | 168 | 170 | 235 | 29 | 142 | 166 | 55 | 22 | 120 | 227 |
| 162 | 197 | 154 | 200 | 5 | 6 | 228 | 102 | 126 | 0 | 245 | 51 | 180 | 203 | 52 | 13 |

## 5. Testing and Analysis of Performance

### 5.1. Nonlinearity

Comprehensive analysis of existing research shows that the design of an S-box usually has five criteria: nonlinearity, difference uniformity, strict avalanche criterion (SAC), bit independence criterion (BIC), and bijectivity. The larger the nonlinearity value of the S-box, the stronger its ability to resist linear cryptographic attacks.

Although the S-boxes used in block ciphers are all presented in the form of tables, their essence is a nonlinear combination function of multiple inputs and multiple outputs mapping from $F_{2}^{n}$ to $F_{2}^{m}$. A $n \times m$ S-box can generally be represented as $S:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$, which is composed of $m n$-bit Boolean functions $f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right), i=\{1,2, \cdots, m\}$, that is,

$$
\begin{equation*}
S(x)=\left(f_{1}\left(x_{1}, x_{2}, \cdots, x_{n}\right), f_{2}\left(x_{1}, x_{2}, \cdots, x_{n}\right), \cdots, f_{m}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) \tag{11}
\end{equation*}
$$

Let Boolean function $f(x): F_{2}^{n} \rightarrow F_{2}^{m}, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), w=\left(w_{1}, w_{2}, \ldots, w_{n}\right), x \in F_{2}^{n}, w \in F_{2}^{n}$, and the dot product of $x$ and $w$ be defined as

$$
\begin{equation*}
x \cdot w=\sum_{i=1}^{n} x_{i} w_{i} \tag{12}
\end{equation*}
$$

Then, the first-order Walsh cyclic spectrum of an $n$-ary Boolean function $f(x)$ is defined as

$$
\begin{equation*}
S_{(f)}(w)=2^{-n} \sum_{x \in F_{2}^{n}}(-1)^{f(x) \oplus x \cdot w} \tag{13}
\end{equation*}
$$

For the convenience of calculation, the nonlinearity of $f(x)$ represented by the Walsh cyclic spectrum is defined as

$$
\begin{equation*}
N_{f}=2^{n-1}\left(1-2^{-n} \max _{w \in F_{2}^{n}}\left|S_{(f)}(w)\right|\right) \tag{14}
\end{equation*}
$$

For the $8 \times 8$ chaotic S-box constructed in this paper, the Walsh cyclic spectrums output by eight Boolean functions are substituted into Equation (14), respectively. In turn, the nonlinearity values can be obtained. As shown in Table 2, the three chaotic S-boxes generated by the method of this paper are marked as $S_{1}$-box, $S_{2}$-box, and $S_{3}$-box, the nonlinearities of which are all above 104 and the average values are 108, 108, and 107.5, respectively. The three chaotic S-boxes randomly generated based on the the digital cascaded chaotic sequence in this paper are marked as $S_{4}$-box, $S_{5}$-box, and $S_{6}$-box,
the average values of their nonlinearities are 103, 108, and 106.5, respectively. Through comparison, it can be seen that the method of this paper can overcome the instability of the S-box performance caused by the dynamic characteristics degradation and the local periodic phenomenon of digital chaos. At the same time, compared with other chaotic S-boxes generated based on intelligent algorithms, the chaotic S-box proposed has better and more stable nonlinear characteristics and can effectively resist the best linear approximation attack.

Table 2. Comparison of nonlinearities.

| S-box | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: |
| $S_{1}$-box | 110 | 104 | 108 |
| $S_{2}$-box | 110 | 104 | 108 |
| $S_{3}$-box | 110 | 104 | 107.5 |
| $S_{4}$-box | 116 | 100 | 103 |
| $S_{5}$-box | 110 | 104 | 108 |
| $S_{6}$-box | 108 | 100 | 106.5 |
| Ref. [15] | 110 | 104 | 107.25 |
| Ref. [16] | 108 | 106 | 107.5 |
| Ref. [26] | 108 | 106 | 107 |
| Ref. [27] | 108 | 104 | 106.5 |

### 5.2. Difference Uniformity

Differential analysis is one of the most effective attacks of block ciphers. In order to measure the ability of a cipher to resist the differential analysis, the concept of difference uniformity has been introduced. The differential analysis mainly realizes the attack through the imbalance of the input/output XOR distribution. If the S-box has an equal probability of input/output XOR distribution, it can effectively resist the differential analysis.

In practice, the input/output XOR distribution of $f(x)$ is generally described by difference approximation probability

$$
\begin{equation*}
D P_{f}=\max _{\Delta x \neq 0, \Delta y}\left(\frac{\#\{x \in X \mid f(x) \oplus f(x \oplus \Delta x)=\Delta y\}}{2^{n}}\right) \tag{15}
\end{equation*}
$$

In Equation (15), $D P_{f}$ means the maximum probability that the output difference is $\Delta y$ when the input difference is $\Delta x$. X represents the set of all possible inputs of $x$, and $2^{n}$ is the number of all elements in the set $X$. The smaller the value of the difference approximation probability $D P_{f}$ of S-box, the stronger its ability to resist differential attacks.

For the given input difference $\Delta x=0,1,2, \cdots 255$, calculate $x$ to take all possible values and maximum number for $\Delta y=0,1,2, \cdots 255$ in turn. Then, the table of final difference uniformity distribution can be obtained. As shown in Table 3, the maximum of the input and output difference of the chaotic $S_{1}$-box in this paper is 10 . As shown in Table 4, the difference approximation probabilities of the three chaotic S-boxes generated by the method of this paper are all $3.9062 \%$. The difference approximation probabilities of the three chaotic S-boxes randomly generated based on the cascaded chaotic sequence in this paper are $4.6875 \%, 3.9062 \%$, and $3.9062 \%$, respectively. Through comparison, it can be seen that the method of this paper can overcome the instability of the S-box performance caused by the dynamic characteristics degradation and the local periodic phenomenon of digital chaos. At the same time, compared with other chaotic S-boxes generated based on intelligent algorithms, the chaotic S-box proposed has better and more stable difference approximation probabilities, indicating that it has excellent and stable ability to resist differential attacks [28].

Table 3. The input/output difference distribution of the chaotic $S_{1}$-box in this paper.

| - | 8 | 6 | 6 | 6 | 10 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 10 | 6 | 8 | 6 | 6 | 6 | 6 | 8 | 8 | 6 | 8 | 6 | 8 | 6 | 6 |
| 10 | 6 | 10 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 8 | 6 |
| 8 | 6 | 8 | 6 | 6 | 6 | 10 | 8 | 6 | 6 | 6 | 8 | 6 | 6 | 8 | 6 |
| 8 | 6 | 6 | 6 | 4 | 8 | 6 | 6 | 6 | 8 | 8 | 6 | 6 | 6 | 6 | 6 |
| 6 | 8 | 8 | 8 | 8 | 6 | 6 | 6 | 8 | 6 | 6 | 8 | 8 | 6 | 8 | 8 |
| 6 | 6 | 6 | 6 | 6 | 6 | 8 | 6 | 8 | 6 | 6 | 6 | 8 | 6 | 6 | 6 |
| 10 | 6 | 6 | 6 | 8 | 6 | 8 | 6 | 8 | 6 | 8 | 6 | 6 | 8 | 8 | 6 |
| 6 | 4 | 6 | 4 | 6 | 6 | 6 | 6 | 6 | 8 | 6 | 6 | 6 | 6 | 8 | 6 |
| 10 | 8 | 8 | 8 | 6 | 6 | 6 | 8 | 6 | 6 | 6 | 6 | 8 | 6 | 6 | 6 |
| 6 | 6 | 8 | 6 | 6 | 6 | 10 | 6 | 8 | 6 | 6 | 6 | 6 | 6 | 6 | 8 |
| 6 | 6 | 6 | 8 | 8 | 8 | 6 | 8 | 6 | 10 | 6 | 8 | 6 | 8 | 6 | 6 |
| 6 | 10 | 10 | 6 | 6 | 6 | 8 | 8 | 6 | 6 | 8 | 6 | 6 | 6 | 6 | 8 |
| 8 | 6 | 8 | 8 | 8 | 8 | 8 | 6 | 8 | 6 | 6 | 6 | 6 | 6 | 8 | 6 |
| 6 | 6 | 6 | 4 | 8 | 6 | 6 | 8 | 10 | 8 | 4 | 6 | 10 | 8 | 6 | 8 |
| 8 | 6 | 8 | 8 | 6 | 4 | 10 | 6 | 6 | 6 | 6 | 6 | 6 | 8 | 6 | 6 |

Table 4. Comparison of $D P_{f}$.

| S-box | DP |
| :---: | :---: |
| $S_{1}$-box | $3.9062 \%$ |
| $S_{2}$-box | $3.9062 \%$ |
| $S_{3}$-box | $3.9062 \%$ |
| $S_{4}$-box | $4.6875 \%$ |
| $S_{5}$-box | $3.9062 \%$ |
| $S_{6}$-box | $3.9062 \%$ |
| Ref. [16] | $3.9062 \%$ |
| Ref. [17] | $3.9062 \%$ |
| Ref. [26] | $3.9062 \%$ |
| Ref. [27] | $4.2960 \%$ |

### 5.3. Strict Avalanche Criterion

In order to resist the attack method based on relatively large change in the output caused by the input change, the SAC is proposed in the literature [29]. Half of the output result would be changed if one input bit is changed, and the construction of a correlation matrix to judge whether $f(x)$ meets the SAC. Each element value $a_{i j}$ of the correlation matrix represents the correlation strength between the $i$ bit of the ciphertext and the $j$ bit of the plaintext. If the values of each element of the correlation matrix are all close to 0.5 , it can indicate that $f(x)$ meets the SAC. The correlation matrix of the chaotic $S_{1}$-box generated by the method of this paper is shown in Table 5, as shown in Table 6, the average values of the correlation matrix of the three chaotic S-boxes in this paper are $0.5007,0.5007$, and 0.5008 , respectively, which are all closer to 0.5 . The SAC performances of the three chaotic S-boxes randomly generated based on the cascaded chaotic sequence in this paper are 0.4836 , 0.5012 , and 0.5048 , respectively. Through comparison, it can be seen that the method of this paper can overcome the instability of the S-box performance caused by the dynamic characteristics degradation and the local periodic phenomenon of digital chaos. At the same time, compared with other chaotic S-boxes generated based on intelligent algorithms, the chaotic S-box proposed has better and more stable SAC performance.

Table 5. The correlation matrix of the chaotic $S_{1}$-box in this paper.

| 0.4688 | 0.5938 | 0.4688 | 0.4844 | 0.5469 | 0.5000 | 0.5156 | 0.4375 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.4531 | 0.4844 | 0.4844 | 0.5156 | 0.5000 | 0.4844 | 0.5000 | 0.5156 |
| 0.4688 | 0.5000 | 0.4219 | 0.4688 | 0.5156 | 0.4844 | 0.5313 | 0.6094 |
| 0.5156 | 0.5313 | 0.5313 | 0.5469 | 0.5625 | 0.4688 | 0.4844 | 0.4531 |
| 0.5000 | 0.4844 | 0.5156 | 0.5156 | 0.5156 | 0.5313 | 0.4688 | 0.5156 |
| 0.5000 | 0.4531 | 0.5625 | 0.5313 | 0.5000 | 0.5000 | 0.5625 | 0.5156 |
| 0.4844 | 0.5156 | 0.5313 | 0.4844 | 0.5781 | 0.4688 | 0.4844 | 0.4844 |
| 0.5313 | 0.5000 | 0.5313 | 0.5000 | 0.4531 | 0.4844 | 0.4688 | 0.5469 |

Table 6. Comparison of the average values of the correlation matrix.

| S-box | Average |
| :---: | :---: |
| $S_{1}$-box | 0.5007 |
| $S_{2}$-box | 0.5007 |
| $S_{3}$-box | 0.5008 |
| $S_{4}$-box | 0.4836 |
| $S_{5}$-box | 0.5010 |
| $S_{6}$-box | 0.5048 |
| Ref. [15] | 0.5046 |
| Ref. [16] | 0.4943 |
| Ref. [17] | 0.4953 |
| Ref. [26] | 0.5015 |
| Ref. [27] | 0.4990 |

### 5.4. Bit Independence Criterion

The BIC is one of the essential analysis elements in the design of the S-box. For the Boolean functions $f_{i}(x)$ and $f_{j}(x)(i \neq j, 1 \leq i, j \leq n)$ between any two output bits of the S-box, if the S-box meets the BIC-nonlinearity, $f_{i}(x) \oplus f_{j}(x)$ should meet the characteristics of nonlinearity. If the S-box meets BIC-SAC, $f_{i}(x) \oplus f_{j}(x)$ should meet the SAC.

As shown in Table 7, the nonlinearity value of $f_{i}(x) \oplus f_{j}(x)$ of the chaotic $S_{1}$-box is larger, indicating that it meets the characteristics of nonlinearity. As shown in Table 8, the values of each element of the correlation matrix of $f_{i}(x) \oplus f_{j}(x)$ of the chaotic $S_{1}$-box are all close to 0.5 , indicating that it meets the SAC. As shown in Table 9, the BIC-nonlinearity average values of the three chaotic S-boxes generated by the method of this paper are 104.21, 104.21, and 104.20, respectively, the BIC-SAC average values of the three chaotic S-boxes are $0.5012,0.5012$, and 0.5011 , respectively. The BIC-nonlinearity averages of the three chaotic S-boxes randomly generated based on the cascaded chaotic sequence in this paper are 101.90, 104.21, and 103.53, respectively, and the BIC-SAC averages are $0.4954,0.5016$, and 0.5038 , respectively. Through comparison, it can be seen that the method of this paper can overcome the instability of the S-box performance caused by the dynamic characteristics degradation and the local periodic phenomenon of digital chaos. At the same time, compared with other chaotic S-boxes generated based on intelligent algorithms, the chaotic S-box proposed has better and more stable BIC.

Table 7. BIC-nonlinearity of the chaotic $S_{1}$-box in this paper.

| - | 108 | 106 | 108 | 102 | 108 | 102 | 104 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 108 | - | 106 | 102 | 102 | 104 | 106 | 106 |
| 106 | 106 | - | 106 | 102 | 108 | 104 | 106 |
| 108 | 102 | 106 | - | 102 | 104 | 108 | 102 |
| 102 | 102 | 102 | 102 | - | 100 | 104 | 104 |
| 108 | 104 | 104 | 104 | 100 | - | 104 | 100 |
| 102 | 106 | 104 | 108 | 104 | 104 | - | 104 |
| 104 | 106 | 106 | 102 | 104 | 100 | 104 | - |

Table 8. BIC-SAC of the chaotic $S_{1}$-box in this paper.

| - | 0.5020 | 0.4902 | 0.5000 | 0.4883 | 0.5195 | 0.5098 | 0.4980 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5020 | - | 0.4844 | 0.4961 | 0.5059 | 0.5039 | 0.5098 | 0.5056 |
| 0.4902 | 0.4844 | - | 0.5052 | 0.5007 | 0.4717 | 0.5015 | 0.5093 |
| 0.5000 | 0.4961 | 0.5052 | - | 0.5059 | 0.5017 | 0.5010 | 0.5005 |
| 0.4883 | 0.5059 | 0.5017 | 0.5059 | - | 0.4941 | 0.5056 | 0.5056 |
| 0.5195 | 0.5039 | 0.4707 | 0.5017 | 0.4941 | - | 0.5056 | 0.5059 |
| 0.5098 | 0.5098 | 0.5015 | 0.5010 | 0.5056 | 0.5056 | - | 0.5059 |
| 0.4980 | 0.5056 | 0.5093 | 0.5005 | 0.5056 | 0.5059 | 0.5059 | - |

Table 9. Comparison of BIC.

| S-box | BIC-nonlinearity average | BIC-SAC average |
| :---: | :---: | :---: |
| $S_{1}$-box | 104.21 | 0.5012 |
| $S_{2}$-box | 104.21 | 0.5012 |
| $S_{3}$-box | 104.20 | 0.5011 |
| $S_{4}$-box | 101.90 | 0.4945 |
| $S_{5}$-box | 104.21 | 0.5016 |
| $S_{6}$-box | 103.53 | 0.5038 |
| Ref. [15] | 103.86 | 0.5034 |
| Ref. [16] | 104.35 | 0.4982 |
| Ref. [17] | 104.07 | 0.5021 |
| Ref. [26] | 104.21 | 0.5016 |
| Ref. [27] | 103.18 | 0.4992 |

### 5.5. Bijectivity

Generally, the S-box must also satisfy bijectivity in the application. Ref. [30] has given the condition to satisfy the bijectivity of S-box

$$
\begin{equation*}
\omega t\left(\sum_{i=1}^{n} a_{i} f_{i}(x)\right)=2^{n-1} . \tag{16}
\end{equation*}
$$

In Equation (16), $a_{i} \in\{0,1\},\left(a_{1}, a_{2}, \cdots, a_{n}\right) \neq(0,0, \cdots, 0), f_{i}(x)$ is the Boolean function of each component of the S-box, and $w t()$ is the Hamming weight.

The standard value of bijectivity of an S-box is 128. It can be seen from the calculation that the sums of linear operations of the Boolean function of each component of the chaotic S-box in this paper are all 128 and have different output values between $[0,255]$, so bijectivity is satisfied.

### 5.6. Implementation Efficiency

The S-box construction should also consider implementation performance. The experiment is performed on a computer whose central processing unit (CPU) is Intel Core i5-6200 2.4 GHz (Manufacturer location: Santa Clara, California, USA). The function simulation of S-box is carried out on ModelSim-Altera SE 6.6d (Manufacturer location: Santa Clara, California, USA) software using Verilog HDL, and the execution time is about 0.050 s . Under the same conditions, the execution time for SubBytes of AES is 55.067 s . The calculation of SubBytes transformation is obtained by taking the inverse of the multiplication in $\mathrm{GF}\left(2^{8}\right)$ and performing affine transformation. Generally speaking, the SubBytes transformation is often implemented in look-up-tables (LUT). The execution time of LUT implementation is 0.059 s . Therefore, the required storage space by the method in this paper is less than by LUT and SubBytes of AES.

The hardware is realized by using the storage blocks integrated within field programmable gate array (FPGA) to generate LUT. The target device is Altera Cyclone III EP3C16F484C6 (Manufacturer location: San Jose, CA, USA). The Altera Quartus II 11.0 software is used for a logic synthesis test of the designed S-box. As shown in Table 10, the chaotic S-box proposed consumes 73 logic elements (LEs), and the highest clock frequency is 192.93 MHz . Compared with the typical LUT-based S-boxes and logic circuits of the SubBytes in AES, the chaotic S-box proposed has less area consumptions and higher clock frequency.

Table 10. Comparison of Implementation.

|  | The Number of LEs | Highest Frequency |
| :---: | :---: | :---: |
| Proposed S-box | 73 | 192.93 MHz |
| logic circuits of the AES SubBytes | 87 | 47.55 MHz |
| LUT-based of AES S-box | 237 | 183.82 MHz |

## 6. Conclusions

A construction method of chaotic S-box based on MSAA is proposed in this paper. The dynamic iteration of the digital cascaded chaotic mapping is used to generate the chaotic S-box set, which effectively alleviates the adverse effect of the dynamic characteristics degradation of digital chaos on the security performance of the S-box. The construction of the composite objective function and the application of the MSAA improve the accuracy and efficiency of the optimization of the chaotic S-box set. The matrix segmentation and scrambling operations are adopted to further enhance the confusion of chaotic S-box, which makes it get rid of the restriction of the performance of the chaotic S-box set. The chaotic S-boxes constructed by this method are tested and analyzed for five cryptographic performances, and compared with other chaotic S-boxes generated based on intelligent algorithms. The results show that the method proposed in this paper can stably and efficiently generate chaotic S-boxes with better cryptographic performance, thus providing a reliable security guarantee for its application.
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