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Abstract

:

The concept of trend in data and a novel neural network method for the forecasting of upcoming time-series data are proposed in this paper. The proposed method extracts two data sets—the trend and the remainder—resulting in two separate learning sets for training. This method works sufficiently, even when only using a simple recurrent neural network (RNN). The proposed scheme is demonstrated to achieve better performance in selected real-life examples, compared to other averaging-based statistical forecast methods and other recurrent methods, such as long short-term memory (LSTM).
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1. Introduction


In the modern age, a tremendous amount of time-series data, such as stock market fluctuations and average temperature per month per region, are generated and saved with each passing second. This trend is accelerating, showing no signs of slowing and, thus, many tools have been developed and used to extract useful information from such data for various purposes, such as for profit, estimation, detection, and future prediction. In particular, the prediction of information has been researched extensively and many statistical forecasting methods have been developed [1,2,3,4,5,6,7,8,9,10]. With growing interest in machine learning, similar developments in time-series-related recurrent neural networks (RNN) have been made, as can be found in in [11,12,13,14].



As the recurrent neural network (RNN) has evolved, several branches, such as long short-term memory (LSTM) [15,16] or the gated recurrent unit (GRU), have been developed and implemented in many research areas and real-life applications. As LSTM and GRU reduce the weaknesses of RNN, such as the vanishing or exploding gradient problems [17,18,19,20,21], they have become widely used methods; however, even these new methods are not without their own problems, such as complexity of calculation. Much research on combinations of techniques, such as hybrid schemes [22], has been carried out and some preliminary studies [23,24,25] have utilized the concept of trend to make predictions. However, [24] assumed that the trend sets were already given and, thus, did not provide a specific method to obtain them.



The aim of this paper is to provide a new technique for the prediction of more accurate future trends, using a single-layer RNN structure for a given time-series. For this, first, a trend vector is derived from a given set of data whose components are length (duration), slope, and an adjustment part. Second, a non-trend data part is defined, which is equivalent to the difference between the values of the original data and the trend value defined in the previous step. Additionally, instead of using the original time-series as the input of the learning and training mechanism, the previously defined 1 by 3 vector-valued trend and the non-trend parts are used as the input for the learning process. Note that, for the most part of the paper, the simple RNN is the default training method, which was chosen to emphasize the strength of trend methods; that is, even with one of the simplest learning schemes, the forecasting results are better than some variance of RNN learning methods, which is a motivation and strength of this work. This is also demonstrated by the examples and numerical experiments, in which the use of both trend and non-trend data parts results in better prediction performance. A brief explanation of this process is shown in Figure 1.




2. Obtaining the Trend from Training Data


In this section, we explain a new approach to finding linear trends in a given time-series.



2.1. Definition of Trend


From the given data of a total learning data set TLS={X1,X2,…,Xn}, where n is the length of the data, a set of linear trends {τ→1,τ→2,…,τ→k},(k<n) is taken, where each trend τ→j is a vector with three components, given as


τ→j=ℓj,sj,εj,



(1)




where


∑j=1k(ℓj−1)=n−1.



(2)




and ℓj represents the duration of the j-th trend τ→j in time domain; that is,


ℓj=tτj+1−tτj+1,



(3)




where tτk represents the time value at which the k-th trend starts and sj represents the (linear) slope of τ→j,


sj=arctan(Xτj+1−Xτjℓj)



(4)




where Xτk is the first data value of the k-th trend. The set of data TLS is represented as k subsets LSjs as


∪j=1kLSj=TLS,



(5)




where the intersection of LSj and LSj+1 (i.e., LSj∩LSj+1) is a single element on the boundary of the two trend lines. The elements of LSj are data values with respect to the time domain {1+∑t=1j−1(ℓt−1),…,1+∑t=1j(ℓt−1)}.




2.2. Defining the Trend Value μi


In detail, the durations ℓ1,ℓ2,…,ℓk and the slopes s1,s2,…,sk of all trends are calculated by the following technique: First, in the total learning set TLS (see Equation (5)), pick a maximum-valued element and a minimum-valued element and label them as Xmax1 and Xmin1, respectively. If there are more than one occurrences of maximum or minimum, just choose one. In our algorithm, we chose the first one (i.e., at the smallest time index). Assume that max1<min1 (note that the other case works in the same manner). Then, link the first data X1 to Xmax1, Xmax1 to Xmin1, and Xmin1 to the last data Xn in the graph of the time-series TLS. From this first process, we have three subsets {LS11,LS21,LS31}, where LS11={X1,…,Xmax1},LS21={Xmax1,…,Xmin1} and LS31={Xmin1,…,Xn} as shown in Figure 2. The linear lines produced by linking the end points of LSj1(j=1,2,3) are the trends, with one dividing process.



In Figure 2, Korea Composite Stock Price Index (Kospi) data (http://kr.investing.com) with a data length of 3800 was used as an example for showing how the trends are calculated. If the first or the last data is one of the maximum or minimum values, there are only one or two trends. The next step is to divide each LSj1(j=1,2,3) into one, two, or three subsets, through a similar process.



From now, we will change the data value into {Xi−μi}i=1,…,n where μi is the value of the linear trend at t=i. For example, in LS11={X1,…,Xmax1}, μi is a trend value at time i for i=1,…,max1 and is determined from a linear function which connects X1 and Xmax1; that is, μi is calculated as


μi=X1ifi=1Xmax1−X1max1−1(i−1)+X1if1<i<max1Xmax1ifi=max1.



(6)







Note that μi is changed when dividing the subsets of LS.



Then LS11 produces subsets LS12,LS22 and LS32 with respect to the new indices max2,min2, where max2,min2 represents the indices of the maximum and minimum data value of {Xi−μi}i=1,…,max1, and so on. To stop reproducing subsets and complete the making the trend data set, a reasonable threshold is needed. This procedure keeps repeating until the difference between the maximum and the minimum value of a modified data subset is smaller than the threshold. In our experiments the threshold is chosen depending on the data set. If the threshold is not small enough, the trend value might not be able to represent the flow of the time-series data well and also the number of trends is too small to execute the learning with the trend set. Thus, to obtain a suitable number of trends, we need to have a smaller threshold. Figure 3 shows an example of using a threshold. A threshold of 0.5 was used for a Kospi data subset with length 3800. Finding linear trends, the blue lines, is done after scaling data by dividing by the maximum value of the total data set so the threshold is less than 1. It is shown that with the threshold 0.5, the number of the trends of this data is 5 which is too small for the number of learning data set and not enough to catch the non-ignorable bumps in the time-series. For finding a reasonable threshold, more detailed explanation is described in the next section.



After obtaining the final set of linear trends, the j-th trend can be expressed as its duration ℓj and the slope sj of the line for j=1,…,k where k is the number of trends.




2.3. Defining ℓj and sj


Note that the trend between Xp and Xq lies on the time interval [p,q]. (i.e., q−p+1 is the number of trend data) and the corresponding duration ℓj is defined as


ℓj=q−p+1.



(7)







Furthermore, the slope si of the trend can be defined as the angle from the slope (Xq−Xp)/(q−p), where p and q are the indices of the endpoints of the trend. We use the radian value of the angle from the inverse tangent of the slope; that is,


sj=arctan(Xq−Xpq−p),



(8)




which is a real number between −π2 and π2. Examples of ℓj and sj are shown in Figure 2.




2.4. Defining εj


The next step is to adjust and to update each trend set from a vector of two elements, ℓj and sj, to a vector of three elements with the following rule: In the j-th trend (for example), for a time-series data value in the trend set Xi∈LSj, calculate the expectation value of all Xi−μi and denote it by εj, where Xi is a data value in j-th trend τj. That makes


∑Xi∈LSj(Xi−μi−εj)=0.



(9)







Define the j-th trend as


τ→j=ℓj,sj,εj,



(10)




where j=1,…,k. Now, this is equivalent to a linear function with slope sj with duration ℓj from the first point of LSj, and with εj subtracted; that is, define an adjusted trend value μi′=μi+εj, represented by τ→j where {τ→i}i=1,…,k satisfies


E(Xi−μi′)=0



(11)




for all Xi∈LSj. These are shown as red line segments in Figure 3.



Now, it remains to train a RNN on the two different time-series, in order to predict the next unknown data. One is the adjusted trend set {τ→1,τ→2,…,τ→k} and the other is the non-trend data {xi=Xi−μi′}i=1,…,.n. By learning the trend set, we can predict the length and duration of the next trend. The expected value of the non-trend part is trained. The algorithm, so far, can be expressed as the following.





3. Finding a Threshold


In this section, we describe a method to obtain a reasonable threshold for Algorithm 1. As mentioned in the previous section, subsets of given data are divided until the biggest difference between the divided trend and the data is less than the threshold.








	Algorithm 1: Obtaining the Trend Set



	
	
Set an index set as Index={1,n}, where n is the number of the training data.



	
Find max1,min1 such that max(X1,…,Xn)=Xmax1,min(X1,…,Xn)=Xmin1 and add these to the Index set (i.e., Index={1,max1,min1,n}). Get rid of duplicate indices and sort the set.



	
For LSi1={XIndex(i),…,XIndex(i+1)} for i=1,…,(#ofIndex−1), link XIndex(i) and XIndex(i+1) and let μ1(j) be the value of the linked linear line.



	
For each {Xj−μj}, j=1,…,n, find max and min indices and repeat Steps 2 and 3.



	
Repeat Step 4 until |Xmax−Xmin|≤threshold for a pre-chosen threshold.











Before obtaining trends of real data, such as a financial series or temperature data, let us consider some examples of data. As periodicity is an important factor among the many characteristics of data, we consider periodic and non-periodic example data to figure out suitable thresholds for each type of data. For the periodic example, consider Xi=sin(i30) for i=1,…,n and, for the non-periodic one, consider Xi=exp(−i900) for i=1,…,n. Note that the data is used after scaling by the maximum absolute value of the data, such that it is bounded in [−1,1]. After applying the dividing domain methods mentioned in the previous section with a very small threshold (say, 0.00001), we obtain the LSis; the subsets of the total learning set TLS={Xi}i=1,…,n.



By varying the different number of data n between 1000, 2000, 3000, and 4000, we can make observations about the variance of the difference between data and the trend per division of the trends. If μi′(i=1,…,n) represents an adjusted trend value after a certain amount of trend division, we define the variance as


variance=1#TLS∑Xi∈TLS(Xi−μi′)2,



(12)




where Xi is an element at time i in the total learning set and μi is the corresponding trend value at time i.



Figure 4 plots the variance of two example data per trend division number as the number of data was increased by 1000. As the trigonometric function had a proportional number of extremes to the total length data, the trend division number was also proportional to the total length. We can observe that the first variance (i.e., the variance after the first trend division) was similar after increasing the size of data and, also, that the final variance barely changed, even when the length of the data was increased. However, for non-periodic data (the exponential function, in our example), the first variance increased as the size of the data increased. It took a lot of divisions to approach the goal after getting near the final variance (with a small threshold 0.00001) for the non-periodic data, while the periodic data stopped trend division shortly after getting near the final variance.



From this observation, we can get a hint if the given data is periodic or not by calculating variance per trend division with different sized sets of the data (i.e., we can do a pre-processing to get the periodicity of a data). After pre-processing, if a data is periodic or periodic-like, we can choose a small portion of the data and choose the threshold depending on the amount of data difference one wants to ignore when setting trends.



The above method suggests a way to find a suitable threshold; however, changing threshold results in different trend lengths which may affect interpretation of various aspects of the data. The length of the trend does not affect the accuracy of learning, so using different thresholds with various goals of forecasting is possible.




4. Learning the Trend


In this section, we want to train a set {τ→1,τ→2,…,τ→k}, where τ→j is a 1×3 vector, for j=1,…,k, where k is the number of trends (see Equation (10)). As we have a 1×3 vector τ→t as the t-th input of the simple RNN process, the dimension of hτ→t and yτ→t, which are the t-th hidden state and the output value of trend, respectively, can be set as vectors of size 1×3, as shown in the following equations:


yτ→t=Wyτhτ→t+byτ→,



(13)






hτ→t=tanh(Whτhτ→t−1+Wτττ→t+bhτ→),



(14)




where Wyτ,Whτ and Wττ are in R3×3 and byτ→ and bhτ→ are in R1×3. Note that we need to calculate the matrix–vector multiplications in the opposite order; for example, we calculate Wyτhτ→t as hτ→t·Wyτ to match the dimension of the result vector. The goal of this training is to get an approximated set of weights and biases which minimise the cost function


cost=1trainτ−seqτ∑i=seqτtrainτ−1||yτ→i−τ→i+1||22



(15)






=1trainτ−seqτ∑i=seqτtrainτ−1||Wyτtanh(Whτhτ→t−1+Wτττ→t+bhτ→)+byτ→−τ→i+1||22,



(16)




where ||.||2 is the ℓ2-norm, trainτ is the number of trends for training (which is k, in this case), and seqτ is the sequence length for trend training. The cost is defined as the average value of all differences squared, as shown in (15). We use the Adam optimisation method to minimise this cost and get the optimum weight and bias sets [26].



Once a trend set is well-trained, a prediction of the next trend τ→k+1=ℓk+1,sk+1,εk+1 can be generated, which is close to the real future data.




5. Learning the Non-Trend Part


In the previous section, we obtained a prediction of trend which adequately predicts the flow of the data. Now, the remaining oscillating, noise-like part is the non-trend part of the data. There are two different methods of forecasting suggested in this paper. One is considering the non-trend data as a time-series with same length as the original data and using the same scheme, simple RNN, with trend training. The other is calculating the expected bounds of non-trend part from the minimum and the maximum value of non-trend part in each trend.



5.1. Simple RNN Method


First, the non-trend part can be also trained using the simple RNN process and produce a set of prediction values {yt} by the following equations,


yt=wyht+by,



(17)






ht=tanh(whht−1+wxxt+bh),



(18)




and this result can be added to the obtained trend. It is identical to the simple RNN process, but the input data is given as the original scaled data with the trend prediction from the previous process subtracted; that is,


xt=Xt−μt′,



(19)




where μt′(t=1,…,n) represents the data value of the corresponding trend τ→i in the trend set {τ→i}i=1,…,k. Note that the number of predictions of the non-trend part is limited to the length of the predicted trend, since we are only interested in the movement of the data in that trend. For instance, in the previous section, after the trend training, the (k+1)-th trend ℓk+1,sk+1,εk+1 is obtained. So, only ℓk+1 number of predictions {yn+1,yn+2,…,yn+ℓk+1} are obtained from the non-trend training.



Combining this non-trend part and the trend training result from the previous subsection, the final prediction is obtained as


Yt=μt′+yt,



(20)




where μt′ is the data value of τ→k+1 and yt is the non-trend prediction result for t=1,…,ℓk+1. The algorithm, so far, can be expressed by the following algorithm (Algorithm 2). Note that, in Step 1, in the form of the trend, the third element εi is a value obtained to make the average of the data with the trend subtracted zero in each trend. Also, note that, in Step 3, it uses the optimisation scheme with three variables.








	Algorithm 2: Forecasting by Learning Trend and Non-trend Parts



	
	
Take a trend set of the data with a form of ⟨length,slope,error⟩ (i.e., τ→i=ℓi,si,εi, i=1,…,k for some k).



	
Obtain the hidden layer values and output values after the simple RNN process (as in Equation (13)).



	
Perform the Adam optimisation scheme with suitable iteration number to get a minimum of the trend cost (Equation (15)).



	
From Step 3, get a prediction of upcoming trend after the training data set τ→k+1=ℓk+1,sk+1,εk+1.



	
Take a non-trend set of the data by subtracting the original data by the trend value from Step 1.



	
Get hidden layer values and output values after simple RNN process with one variable input.



	
Perform the Adam optimisation scheme with suitable iteration number to get a minimum of the non-trend cost.



	
From Step 7, get predictions of the non-trend values. Note that the number of predictions is equivalent to the length ℓk+1 of the predicted trend τ→k+1.



	
Combine the results from Steps 4 and 8.












5.2. Bound Training Method


Another method for dealing with the non-trend part is by training the bounds of the non-trend value in each trend. First, we calculate the maximum and minimum values of Xj−μj′ in each trend for j=1,…,n where Xj is the data value and μj′ represents the trend value for a trend length n. Then, there are k pairs of maximum and minimum values (i.e., {(maxi,mini)}i=1,…,k, where k is the number of trends of the data). This can be considered as a time-series as well, so the RNN can be used again with this series of vectors with two elements. The hidden state vector ynτ→t and the output value vector hnτ→t for non-trend part are both 1×2 vectors and satisfy the following equations


ynτ→t=Wynτhnτ→t+bynτ→,



(21)






hnτ→t=tanh(Whnτhnτ→t−1+Wnτnττ→t+bhnτ→),



(22)




where the weight matrix for non-trend part Wynτ,Whnτ, and Wnτnτ are in R2×2 and the bias vector for the non-trend part bynτ→ and bhnτ→ are in R1×2 for t=1,…,k. As a result of optimisation of the above equations, predictions for the maximum and the minimum for the non-trend values are produced.





6. Numerical Experiments


In this section, some numerical results of the proposed schemes—RNNs for trend, RNNs for non-trend, and the combination of these two—are shown through two examples of practical data.



6.1. Stock Market Index Data


The first example is the Korea Composite Stock Price Index (Kospi) closing price data, which was used in Section 2. In this experiment, the number of the data was over 4200. As shown in Figure 5, pre-processing of this data gave the flow of variance of the non-trend part by trend division per length of data. The variance value converged fast and remained near convergence for over 70 percent of the trend division time; this behavior of convergent time was the same for all lengths of regularly chopped data. This is similar to the result for the exponential function data in Section 3, so the Kospi data can be considered to be a non-periodic data type. Thus, the choice of a threshold for the trend division should be small (i.e., 0.00001), in order to catch the number of trends.



The number of trends with threshold 0.00001 was 274 and the threshold which gave the closest number of trends was 0.05. So, for this experiment, the training data length was 4000 and the threshold was 0.05. In Figure 6, the data and its trend are given in the first graph and the (decreasing) trend of learning error in the second graph. This shows that the trend learning worked well. With this threshold, the number of trends was 178 and (as we used 1/10 of the number of trends) 17 was the sequence length. A total of 2800 iterations were used for the learning of this trend set.



After learning the trend, it predicted the next trend which turned out to be 22, 0.003364, and 0.004562 as the duration, slope, and adjustment, respectively. See the third and fourth graphs in Figure 6 for closer look at the prediction part. We can see that this scheme worked well in finding the next trend. For the non-trend part, the training length was the same as the total data number used to obtain the trends. The sequence length of the non-trend part was decided as the floor function of the length of the training data divided by the length of the trend obtained from the previous step. So, for this example, the sequence length of the non-trend training was 4000/178=22. The number of iterations for the non-trend part learning was 3000.




6.2. Temperature Data


The next data set was temperature data. It is the monthly average temperature measured in Seoul, South Korea and the data length was over 24,000. Similar to the the previous data, Figure 7 shows the variance information of the non-trend part as changing trends per length of regularly chopped data. From this graph, the convergent time of variance for each data length varied and was proportional to the length of the training data. Given this pre-processing result, the temperature data was determined to be periodic/periodic-like and, so, the threshold for obtaining trends was chosen as needed. In this experiment, a threshold of 0.5 suited our purposes. Thus, a training data length of 23,000 and a threshold of 0.5 were used. Then, 988 trends were obtained with this threshold and, so, the sequence length for trend learning was set to 98, calculated similarly to the previous case. In Figure 8, the data and its trends are shown in the first graph and the decreasing trend learning error in the second graph. We can see that the trend learning worked well. With a sequence length of 98 and 23,000 iterations, the trend learning gave that the duration, slope, and adjustment of the next trend were 23, −0.012443, and −0.000828 respectively. In Figure 8, this result is shown visually, where the fourth graph shows a closer look of the prediction part. For the non-trend part, 5000 iterations were used.





7. Comparison with Other Methods in the Numerical Experiments


In this section, we will compare the detection results of our scheme with other existing forecasting methods.



7.1. Comparison with Other Trend Methods


There are many statistical methods and techniques for the forecasting of time-series. Among these methods, averaging-based methods are typically used to compare forecasting results. The first method used was the single exponential smoothing method [27]. The smoothed value is given by


St+1=αyorigin+(1−α)St,0<α≤1,t≥3,



(23)




where yorigin remains constant for all future forecast calculations, which is known as bootstrapping [28]. The parameter α is determined by minimizing the mean squared error (MSE). We used this bootstrapping forecasting method for comparison. See Figure 9 and Figure 10 for the comparison forecasting results of the Kospi and temperature data, respectively. The thin pink line is the data smoothed with the single exponential method and the thick pink line represents the forecast value using the bootstrap method.



The next averaging method we used was double exponential smoothing [29]. It uses two constants and is known to handle trends more efficiently. The equation is obtained as follows


St=αyt+(1−α)(St−1+bt−1)



(24)






bt=γ(St−St−1)+(1−γ)bt−1,



(25)




where α and γ are determined using non-linear optimisation techniques. The m-period-ahead forecast is obtained by


Ft+m=St+mbt.



(26)







In Figure 9 and Figure 10, the thin blue line represents the double exponential smoothed data and the thick blue line shows the linear forecasting result Ft+m.



In both data examples, the red line shows the predicted trend with our proposed scheme and the series of points marked with + indicates the trend prediction added by the non-trend part predictions. It can be observed, in both figures, that our proposed scheme detected the real data more accurately. See Table 1 for the calculated mean squared errors of each method, for both Kospi and temperature data sets, in Figure 9 and Figure 10.




7.2. Comparison with Other Learning Methods


In this sub-section, we compare our proposed method with other learning schemes, such as simple RNN and simple LSTM (both with a single layer). We used a simple version of these schemes on the Kospi data, and the prediction results are shown in Figure 11. With the same training number (4000), the result of LSTM popped up and down, back to around 1.35 at the time 4007, whereas the result of RNN stayed around the real data value. Thus, our result (the red line in the Figure 11), which was closest to the real data, gave the best prediction among these methods. See Table 2 for a comparison of the mean squared errors of each learning method. A comparison using the temperature data gave a similar result, as this is from the simple RNN variances which have some issues (such as vanishing gradient).





8. Conclusions and Future Works


In this paper, we introduced a new algorithm to predict future data from given time-series data by finding trends in the data set which fit into the given data and, then, applying existing simple recurrent neural network learning to them. Here, we propose a technique to collect and find the trend set with three pieces of information—slope, duration, and adjustment. Once the trends set has been collected, it is trained by a simple RNN, such that future trends can be predicted. Additionally, to increase the accuracy of the prediction, we considered the non-trend part in the time-series. A simple RNN was also trained on the non-trend parts and the results were added to the prediction of the trends.



Through several numerical simulations, it was shown that the collected trends can fit the given time-series data and are also well-trained, such that the prediction of future trends is accurate, compared to the real data. Furthermore, the accuracy could be increased by adjusting the trend prediction by training on the non-trend part. Note that all training simulations were executed by a simple, single-layer RNN, due to hardware limitations. Hence, in order to fully explore the efficiency of the proposed algorithm, we will combine the proposed algorithm with LSTM or GRU, instead of using only a simple RNN, since those variants of RNN are well-known to be better predictors in RNN structures [30,31].
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Figure 1. Trend Training method process. If the time i is included in the domain of j-th trend τ→j, then μi, the trend value at time i, is determined from the elements of τ→j. 
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Figure 2. First step of calculating trends from data. The three linear lines represent the three trends τ→1, τ→2, and τ→3. The first two components of a trend, the duration and the slope (defined by (7) and (8), respectively), are marked in the figure. 






Figure 2. First step of calculating trends from data. The three linear lines represent the three trends τ→1, τ→2, and τ→3. The first two components of a trend, the duration and the slope (defined by (7) and (8), respectively), are marked in the figure.



[image: Symmetry 11 00912 g002]







[image: Symmetry 11 00912 g003 550]





Figure 3. Obtaining trends from data (blue line) and creating new trends (red line) by adding the adjustment part εj for the j-th trend (given by (9)). 
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Figure 4. Sine and exponential function data and calculation results of variance of the difference between the data and the trend value per trend division. In the sine function data, the trend division process stops when the next size start to converges. In the exponential function data, data of different size converges quickly in a similar amount of time but took a long time to finish the division process. 
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Figure 5. Kospi data showing non-periodic variance pattern in its convergence speed. 
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Figure 6. Training error decrease for trends in the Kospi data and prediction of the trend and non-trend parts. The third graph is a close-up of a section of the second graph. The last graph shows the forecasted bounds from the second scheme for the non-trend forecasting method. 
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Figure 7. The average temperature data of Seoul, South Korea shows a periodic variance pattern. 
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Figure 8. Training error decrease for trends in the average temperature data of Seoul, South Korea and prediction of the trend and non-trend parts. The third graph is a close-up of a section of the second graph. The last graph shows the forecasted bounds from the second scheme for the non-trend forecasting method. 
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Figure 9. Comparison with smoothing methods: Kospi data. 
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Figure 10. Comparison with smoothing methods: Temperature data. 
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Figure 11. Comparison with other learning methods: Kospi data. 
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Table 1. Comparison of mean squared errors (MSEs) with exponential smoothing methods.
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	Kospi
	Temperature





	Single exponential smoothing method
	0.0018
	0.1057



	Double exponential smoothing method
	0.0020
	0.1958



	Proposed scheme
	1.2329 × 10−4
	0.0372
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Table 2. Comparison of MSEs with other learning methods.






Table 2. Comparison of MSEs with other learning methods.









	
	Kospi





	Simple RNN
	0.0105



	Simple LSTM
	0.4024



	Proposed scheme
	1.2329 × 10−4
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