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Abstract

:

Device-free localization (DFL) locates targets without being equipped with the attached devices, which is of great significance for intrusion detection or monitoring in the era of the Internet-of-Things (IoT). Aiming at solving the problems of low accuracy and low robustness in DFL approaches, in this paper, we first treat the RSS signal as an RSS-image matrix and conduct a process of eliminating the background to dig out the variation component with distinguished features. Then, we make use of these feature-rich images by formulating DFL as an image classification problem. Furthermore, a deep convolutional neural network (CNN) is designed to extract features automatically for classification. The localization performance of the proposed background elimination-based CNN (BE-CNN) scheme is validated with a real-world dataset of outdoor DFL. In addition, we also validate the robust performance of the proposal by conducting numerical experiments with different levels of noise. Experimental results demonstrate that the proposed scheme has an obvious advantage in terms of improving localization accuracy and robustness for DFL. Particularly, the BE-CNN can maintain the highest localization accuracy of 100%, even in noisy conditions when the SNR is over −5 dB. The BE-based methods can outperform all the corresponding raw data-based methods in terms of the localization accuracy. In addition, the proposed method can outperform the comparison methods, deep neural network with autoencoder, K-nearest-neighbor (KNN), support vector machines (SVM), etc., in terms of the localization accuracy and robustness.
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1. Introduction


Wireless technologies have attracted tremendous attention in intrusion detection in the past few years [1,2,3,4]. The localization technique based on the wireless sensor network (WSN) has spawned a wide set of the Internet-of-Things (IoT) [5] applications, e.g., for intrusion detection and in security, for monitoring the statuses or positions of aging people in elderly health-care in a smart home, for locating the survivors in some emergency scenarios, for location-information-based services in some smart shopping centers, and so on [6].



To support these above-mentioned applications, many wireless localization technologies [7,8] have been developed. For some wireless localization technologies, the target must be equipped with or carry an attached device, e.g., a smart phone or a tag; for example, the techniques of radio-frequency identification (RFID) [9] and GPS [10]. However, in some emergency scenarios, especially for intrusion monitoring or detection, it may be impossible to pre-equip any attached devices on the target.



Fortunately, device-free localization (DFL) [11,12], as an emerging technology, is proposed to tackle this problem. DFL has been developed for target localization that need not equip the target with any extra tags or devices. As shown in Figure 1, DFL systems are deployed to collect data on the target’s locations based on WSNs, and then, the sensed data are sent to an edge server for processing. Through the edge server, some important locations or target-related information can be dug out for the user to access. As with the description of Figure 1, the user can be the security personnel or a property administrator of buildings, a guard for the military, etc. Therefore, the DFL model is applicable to the various IoT applications [13] as described at the beginning of the Introduction, e.g., intrusion detection and monitoring for security.



In the DFL system, a number of wireless sensors are deployed and communicate with each other. Every sensor node is employed to transmit wireless signals turn-by-turn, and the other nodes receive signals according to a time-schedule. Research [14,15] has shown that the received-signal-strength (RSS) or the channel-state-information (CSI) can be used in the DFL problem, as it is affected differently by human movements and easily acquired. This means that if the targets enter the monitoring area of the DFL system or change their locations, they will derive specific wireless signals, i.e., RSS matrices (here, we take the RSS signal as an example). From this point of view, the locations of the targets can be estimated by analyzing the RSS matrices.



However, the corresponding relationship of the location-RSS is not accessible directly. To solve this problem, many previous research works regarded the DFL problem as a classification problem, arranged the collected wireless signals into vectors, and then employed the machine learning methods [16,17] to extract features for classification. The commonly-used algorithms [18,19] include support vector machines (SVM), K-nearest-neighbor (KNN), sparse coding, and deep neural networks. For these existing classification methods, deep learning is especially attractive because of its ability to process a large amount of data, extract complex features, and obtain outstanding performance in various fields. Nonetheless, since the variation of the signal derived by the target is exceedingly weak and easily affected by the environment, such as the surrounding noise, there still exist the problems of low accuracy and low robustness in the DFL approaches. Especially when the environment is complex, such as blockage, scattering, etc., it will make the quality of the RSS signal worse. The low quality of RSS matrices makes it hard to recognize their features, which results in an adverse influence on the feature extraction.



In this paper, aiming at improving the localization accuracy and robustness for DFL, we make full use of features underlying the collected RSS matrices and propose a background elimination (BE)-based convolutional neural network (BE-CNN) scheme. CNN has promoted the significant progress in many applications, e.g., object detection and recognition, intelligent systems for monitoring skin diseases, and so on [20,21,22], because of its excellent performance in feature extraction. Taking advantage of CNN, in this paper, we first convert the RSS signal into an RSS-image matrix and then conduct a process of eliminating the background to dig out the variation components with distinguished features. Furthermore, the image matrices have specific patterns associated with different reference points (RPs) and have similar patterns at the same RP. Therefore, we make use of these feature-rich images by transforming the DFL problem into the image classification problem, where each RP is regarded as one class. Besides, we estimate the target’s location as that of the RP with the most similar features of the collected matrix. Finally, a deep CNN is designed to extract features automatically to perform classification. It is expected that we will achieve an accurate and robust localization process.



To be more specific, we present the framework of the BE-CNN scheme for DFL in Figure 2. From left to right, it first collects the wireless signals, i.e., RSS matrices in this paper, and then pre-process all the raw RSS matrices by BE processing. In addition, all the processed RSS matrices with various classes of labels are input into the CNN for training. After the training procedure, the trained CNN can be employed to estimate the target’s positions in the testing stage.



We summarize the three major contributions of this paper as follows:




	
We devise the RSS signal as the image matrix and then transform the DFL problem into the image classification problem.



	
We propose a scheme of BE-CNN for the outdoor localization scenario, extracting features from the RSS-image automatically.



	
The performance of the proposed BE-CNN scheme is validated on real-world datasets of outdoor DFL and compared with other baseline and state-of-the-art DFL methods.








The rest of this paper is organized as follows. Section 2 presents the previous related works. In Section 3, we formulate the DFL problem as a classification problem and also devise the BE scheme. Section 4 presents the algorithm. Section 5 evaluates the performance of our proposal. Finally, we conclude the whole work in Section 6.




2. Related Work


We summarize the development of DFL and the related works about the methods of solving the DFL problem in this section.



Youssef et al. [23] firstly introduced the concept of device-free passive localization. In their work, the DFL was realized by using the RSS values. Moussa et al. [24] treated the DFL problem as a fingerprint-matching problem and then employed Wi-Fi equipment for intrusion detection and monitoring. Wilson et al. [25] firstly proposed the radio-tomographic-imaging (RTI) technology, which used RSS measurements to get images of the moving targets. Zhang et al. [26] eliminated the effects of noise in DFL by increasing the monitoring area and employed more sensor nodes. Inspired by these pioneering related works, many important research works [27,28] have been conducted, which indeed promoted the development of DFL. For example, Seifeldin et al. [29] designed the large-scale DFL system, which tracked entities in real environments. Wang et al. [15] and Gao et al. [30] proposed to realize the target localization by Wi-Fi equipment based on radio maps, which were constructed by CSI matrices. Liang et al. [31] focused on algorithms to eliminate the influences of outliers.



Based on the above works of DFL, in order to improve the performance, such as localization accuracy and detecting efficiency, many different approaches were proposed. Hong et al.[32] developed a novel localization system and employed the SVMs based on the combination of the spatial and temporal signals to evaluate the localization performance. Zhou et al. [33] compared the localization algorithm based on the principle components analysis with SVM classification and SVM regression. Tran et al. [34] represented fingerprints as a dissimilarity measurement between a pair of locations and employed the KNN algorithm to realize the DFL. Zheng et al. [35] proposed an energy-efficient localization system and made use of adaptive weighted KNN to track targets with high accuracy. The above-mentioned methods belong to the traditional method, which have limits in exploiting the collected data and learning complex features. The current attractive deep neural networks, which perform feature extraction automatically, had achieved good performance in DFL. Wang et al. [36] designed DFL experiments and proposed a deep neural network (DNN) with the sparse autoencoder to locate the target’s position. Zhao et al. [19] designed a four-layer neural network and employed restricted Boltzmann machines as a pre-training method to improve the accuracy and anti-noise capacity for outdoor localization. Zhou et al. [37] designed two neural networks for two DFL experiments and made use of them to analyze the CSI fingerprint patterns. Huang et al. [38] designed data argumentation based on the raw collected data to enlarge the dataset and employed a deep neural network to solve the localization problem.



In contrast with the above works, which extended the original RSS matrices into vectors, we first assumed each matrix as an image matrix as described at the end of Section 1. Then, based on analyzing the RSS matrices derived by the target in different locations, the BE-CNN scheme was proposed for improving the robustness and localization accuracy.




3. Problem Statement


3.1. Description of the Device-Free Localization Problem


Figure 3a illustrates a model of the DFL system. From this figure, the monitoring area is surrounded by a series of wireless sensor nodes, which are normally called anchor points (APs). All these APs can communicate with each other by transmitting or receiving wireless signals. The wireless links shown in Figure 3a are the communication between every pair of APs.



Here, when there is no target in the DFL system, i.e., vacant, let Rvacant represent the RSS matrix consisting of the measurements collected from all the APs. Note that each AP transmits signals in turns, and other APs receive signals according to a time-schedule. For example, as shown in Figure 3a, AP1 performs as a transmitter, while the rest of the APs, from AP2–AP8, receive signals. That is to say, if there is a total of D sensors deployed in the DFL system, e.g., D = 8 in Figure 3a, there will be a total number of D×D RSS measurements collected. Here, let Rm,nvacant denote the RSS measurement of the link from the nth node to the mth node. Similar to Rvacant, when the target enters the detection area, Rtarget means an RSS matrix of all the wireless links.



There is no doubt that when the target exits the detection area, it will affect a series of the wireless links (or RSS measurements). For example, in Figure 3a, the target will scatter or absorb the signals from AP1, which results in changing the corresponding RSS measurements, e.g., changing from R5,1vacant to R5,1target. Since the RSS signals are easily measured and they are changed differently in association with the target’s positions, the RSS measurements derived by the object could be exploited to estimate the target’s position.




3.2. Transformation of DFL the Problem into the Image-Classification Problem


As shown in Figure 3b, in order to dig out the useful variation components of the signals derived from the target, we performed a BE scheme to eliminate the effect of the background. Therefore, all the collected RSS matrices were pre-processed by subtracting the signal collected in the vacant detection area. Here, ΔRm,n denotes the signal variations, which are shown as:


ΔRm,n=Rm,ntarget-Rm,nvacant



(1)







Then, the variation RSS matrix ΔR can be established as follows:


ΔR=ΔR1,1ΔR1,2⋯ΔR1,DΔR2,1ΔR2,2⋯ΔR2,D⋮⋮⋱⋮ΔRD,1ΔRD,2⋯ΔRD,D



(2)







As described in Section 3.1, different target’s positions will derive different patterns in the RSS matrices if each RSS matrix is regarded as the image matrix. Figure 3b shows the imaging process of the variation matrix ΔR, which converts the RSS matrix into an image matrix. Note that different colors in the image matrices represent the RSS measurements in their associated RSS matrices. It is obvious that after the BE process, the image matrix of ΔR had more clear features than the original RSS matrix Rtarget.



Since each image matrix reflects a specific pattern associated with the target’s position, the image matrices derived from the same arrangement of the target contain similar features, i.e., patterns; whereas, if the target shifts positions from one grid to another, the corresponding image matrices will be obtained with different patterns. Hence, these different matrices include the specific features that are associated with the corresponding locations of the target. Therefore, each RP of the monitoring area can be treated as one class of locations. Therefore, the localization problem can be transformed into the image classification problem that could be effectively addressed with the CNN.




3.3. Dataset Construction


As shown in Figure 3a, the detection area was discretized into many grids, and each grid acted as one reference point (RP), i.e., one class. Suppose that the total number of grids is L. Thus, all the potential locations of this detection area compose L classes in this localization problem. For each class, i.e., RPl (for l=1,2,⋯, L), we conducted experiments with P trials. Regarding each trial, an RSS matrix, Vlp∈RD×D (p=1,⋯, P), can be organized. Therefore, we can get the dataset with location information for all grids and trials shown as V=[V11V12⋯Vlp⋯VLP]. Here, we let S denote the total sample-number of V (for S=L×P) and let Vs (s=1,2,⋯, S) denote the sth sample of the entire dataset.





4. Proposed Approach


The CNN [39], one kind of deep neural network, has attracted tremendous attraction because of its notable ability to deal with data with two or three dimensions, e.g., the signals of videos or images. As shown in Figure 4, illustrating a schematic diagram of a CNN architecture, the image is input for feature extraction, and then, the final layer outputs probabilities for each class.



In the convolutional layer, a series of two-dimensional kernels was employed to convolve with the receptive field of the feature maps from the former layer to extract data-specific feature maps. Note that the output from the previous layer was employed as the input for the next layer. For a given feature map U from the former layer, the output after convolution is shown in:


ys=f(c+W∗U)



(3)




where * denotes the operation of convolution, W and c are the parameter terms connecting the convolutional layer, and f(·) denotes the rectified linear unit (ReLU). The ReLU is the non-linear activation function, which is defined as f(z)=max(0,z), where z indicates the linear output of each layer.



Furthermore, a filter concatenation technology is exploited in this paper. By employing this technique, features of different resolutions from the data can be captured [40]. Figure 5 illustrates the details of filter concatenation in this paper. The larger filter, i.e., 9 × 9 in this paper, can capture the more general features, and the smaller filter, i.e., 3 × 3 in this paper, finds details. Although filter concatenation increases computational cost, it can improve the performance of classification.



Generally, the subsampling is performed by pooling, i.e., max pooling in this paper, which reduces the computational complexity of the neural network prone to over-fitting. However, this subsampling operation also loses some information of the data. Springenberg et al. [41] proposed that a convolutional layer with an increased stride can also achieve high accuracy with a shallower architecture, especially on some image recognition tasks. We compare these two subsampling operations in this work.



Additionally, the “dropout” operation in fully-connected layers means randomly making some units inactive in every epoch. This forces the neural network to extract different combinations of features from preceding layers. This operation can also avoiding over-fitting at the same time. Finally, an output layer is followed to predict the probabilities of each class by employing the softmax regression function [42].



In the training stage, the labeled training data (V,Y) were employed. To update the parameters in the neural network, the cross-entropy error function was employed to compute the error between the real labels ys and the predictions ys′. This error function is defined as:


J(W,c)=1S∑s=1Sys×log(ys′(W,c))



(4)







In the following experiments, the cost function is optimized by the Adam optimizer via backpropagation.




5. Performance Evaluation


In this section, the performance of the BE-CNN scheme is evaluated on the real-world dataset, named the Outdoor RTIdataset, which is from the SPANLab of University of Utah [25]. All the validation experiments were performed in the TensorFlow 1.2.0 open source software, which was on the operation system with a GeForce GTX 1080 GPU and 32 GB of memory.



5.1. Configurations of the Experiment


In the outdoor DFL experiments, Crossbow TelosB nodes were employed for the wireless sensor network. All the sensor nodes work in the 2.4-GHz frequency band used the IEEE 802.15.4 protocol. A TelosB node was refitted as a base station that collected the signals and then sent them to the computer via USB. The layout of the wireless sensor network is illustrated in Figure 6. The detection area was 21 × 21 feet square surrounded by 28 TelosB nodes. Each node was deployed three feet away from the ground and three feet between two neighbor nodes. In addition, the monitoring area was discretized into 36 grids.



In the DFL experiment, RSSs were measured for 30 trials in a short time interval with a person in the each RP. The total RSS samples were split into two sets for each RP, where 25 samples were used for training, and the remaining five were used as the testing data. We selected all 36 RPs as testing locations for performance evaluation, as shown in Figure 6. Therefore, in all the following experiments, there were 900 samples for training and 180 samples for testing.



In this paper, we employed localization accuracy, defined in Equation (5), as the metric to perform the evaluation of BE-CNN. Suppose that Ctotal is the total number of all testing samples and Ccorrect is the number of testing samples that were correctly estimated. Thus, the localization accuracy is defined by:


Accuracy=CcorrectCtotal×100%



(5)








5.2. Data Pre-Processing


To illustrate the features in the samples of RSS image matrices, we took the signal data collected in two RPs, i.e., RP2 and RP4, as examples, as shown in Figure 7. From this figure, the first row presents the image formations of raw signals, which were collected directly by sensors, and the second row shows the variation signals obtained after BE pre-processing. Comparing the images of raw data, the patterns seemed very similar between RP2 and RP4, which can hardly be classified artificially. After the BE pre-processing, not only the patterns of images appeared clear, but also the differences of patterns between RP2 and RP4 became more obvious, which benefited the feature extraction.



In the common DFL experiments, the signal data are generally collected involving a certain level of noise. For example, there may be some adverse dynamic information, for example the electro-magnetic interference from the surrounding electronic devices or equipment, which may lead to various noise with different degrees in the RSS signals in practical applications. Due to the fact that the RSS is easily affected by noise, the robustness and localization accuracy of DFL algorithms will seriously decrease with the increasing degree of noise.



To evaluate the robustness against noise of the proposed scheme, we performed experiments by adding noise at different levels. Figure 8 shows the image formations of pre-processed raw noiseless signal data and the associated noisy signal with the different degrees of the signal-to-noise ratio (SNR). The SNR is defined as: SNR(dB)=10log10(Psignal/Pnoise), where Pnoise and Psignal represent the power of the noise and the power of the signal, respectively. Note that the noiseless data denote the raw data without adding Gaussian noise in the entire paper. In Figure 8, except for the left noiseless data, the other three data had noise separately added with SNR levels of 10 dB, 0 dB, and −10 dB. It showed a clear tendency that the noise of the images became more and more serious as the SNR decreased, which made their features more difficult to extract. Note that these levels of noise were added into the entire dataset including the training samples and testing samples. All these noise cases were exploited to evaluate the performance of our proposal with respect to the localization accuracy and robustness.




5.3. Localization Performance of the BE-CNN Scheme for the Outdoor DFL


5.3.1. Optimal Parameters of the BE-CNN


In this part, we optimize the main parameters for BE-CNN used in locating the target. Based on the properties of the CNN, we mainly discuss four factors that may significantly influence its localization performance. They are the number of filters for each layer, the size of convolutional filters (or called kernel size), the number of convolutional layers, and subsampling layers. The above-mentioned parameters are normally decided by trial and error according to the performance of the specifically-designed structure. The procedure of optimizing these parameters is presented as follows:



(1) The number of filters for each convolutional layer: Normally, the more filters that are employed, the richer information we can get from the previous feature maps. Generally, the convolutional filter number differs in different architectures [43]. Referring to the previously-related research of CNN [43] and our preliminary experimental results, we chose 32 as the filter number in this work.



(2) The kernel size: Table 1 shows the localization accuracy performed by BE-CNN with different kernel sizes on the noisy signals. Here, we present three conditions in which the kernel sizes are 3×3–7×7, 3×3–9×9, and 3×3–11×11 for BE-CNNs with two convolutional layers, respectively. Note that “−” denotes filter concatenation in this paper. The number of each convolutional filter was set to 32, and there was no pooling layer employed for subsampling. We performed the experiments 30 times with the noisy data. The results showed that the BE-CNN can obtain the highest accuracy by employing the kernel size of 3×3–9×9.



(3) The number of convolutional layers and subsampling operation: Based on the decided kernel size and filter number, we compare the performance of BE-CNN with different numbers of convolutional layers and different subsampling operations. Table 2 shows clearly that when the BE-CNN was designed without pooling operation, it always had better performance in localization accuracy than the BE-CNN with pooling. In addition, when the BE-CNN included two convolutional layers, it could reach the highest localization accuracy of 100% on the noisy data when SNR is −5 dB. Note that all the localization accuracies were average results of experiments run 30 times.



After performing several experiments by trial and error for the localization performance, the hyperparameters of the BE-CNN for outdoor DFL were as summarized in Table 3. In this architecture, we employed two convolutional layers with 32 filters for each layer. In addition, the convolutional filter size was 9 × 9 for the first layer and 3 × 3 for the second layer. The feature maps learned from the two layers were concatenated before flattening. To avoid the “overfitting” problem, we set a dropout rate of 0.4 for the training of each batch.




5.3.2. Localization Performance Comparison of the BE-CNN Scheme


In this subsection, we exploited the localization performance of the BE-CNN scheme together with other compared approaches. In order to validate the merit of BE pre-processing, we performed experiments on both raw data and the BE processed data by employing CNN, KNN, and SVM. When testing on noiseless data, whether the input data were raw data or data after BE pre-processing, all three methods can reach the highest accuracy of 100%. However, when performing on noisy data, the localization performance was obviously different, as shown in Figure 9.



Note that Figure 9a shows the impact on localization accuracy by employing BE processing on the noisy dataset with SNR = 15 dB. We performed experiments 30 times for each condition. When employing BE-CNN, the localization accuracy was 100%, while the accuracy obtained without BE was 74.6%. The accuracy obtained by BE-SVM and BE-KNN was 17.7% and 54.2% higher than the corresponding ones without BE. From this figure, it is obvious that no matter which method is employed, the BE-based ones can achieve higher accuracy. Figure 9b shows the cumulative distribution function (CDF) result for the localization accuracy by employing BE-CNN, BE-KNN, and BE-SVM. The input data were added noise with the SNR = −5 dB. Experiments were performed 30 times for each condition. Among the 30 experiments, the BE-CNN could always accurately locate the target with accuracy of 100%, which is obviously higher than 88.9%, which was the average accuracy obtained by the BE-SVM. Compared with BE-CNN, the BE-KNN could hardly locate the target when the level of noise was equal or higher than 5 dB. This demonstrates that our proposed BE-CNN outperformed the other two methods in this outdoor DFL, even when the noise was severe.



Except for the above-mentioned two baseline methods, to demonstrate the priority of the BE-CNN, we compared its performance with a deep neural network, autoencoder [44]. In this paper, we utilized the suggested architecture from [44], which achieved good classification performance. In the corresponding experiments, there were three hidden layers that had respectively 200, 100 and 50 neurons for the encoder part. Furthermore, two more methods using the same open dataset were also evaluated. One is called the sparse representation classification method with a CVXtool (SRC-CVX) [45], where the CVX is a commonly-used convex-optimization toolbox. Another one is the sparse coding method based on the iterative shrinkage-thresholding algorithm (SC-ISTA) [16]. The dataset used in the two works was the raw RSS signals without conducting the process of background elimination.



The comparison results are shown in Table 4, which were based on the noisy dataset with SNR equal to 5 dB. The localization accuracies in this table are all average results based on 30 experiments for each condition. It is obvious that the BE-CNN can achieve stably the highest localization accuracy of 100%, which outperformed all the other methods under the noisy condition.



Furthermore, to explore the impact of the different DFL system scenarios, we performed experiments by employing a lesser number of sensors. In other words, the distance between two adjacent sensors became farther. As shown in Figure 10, we compared the localization accuracy by employing 7, 8 and all 28 sensor nodes. The distance between every two adjacent sensors by employing seven and eight sensors was about 12 feet and nine feet, respectively. Note that raw data without noise and different levels of noisy data, with SNR from 5–25 dB, were employed in these experiments. In this figure, there was a tendency that with the increasing of the SNR, the accuracy went up gradually and then become stable. When seven sensor nodes were employed in the DFL system, the localization accuracy obtained by BE-CNN was 92.9%. If we increased the number of sensor to eight, the localization accuracy went up sharply to 98.9%, when the SNR was higher than 10 dB. It can be concluded that the least number of sensors in the DFL system for accurate localization was eight, and each sensor was about nine feet away from each other.



To summarize, the proposed BE-CNN scheme can maintain the highest localization accuracy of 100% when the data have a noise level of SNR greater than −5 dB, which means the proposed BE-CNN has great robustness to noisy data. The above results verify the dominance of the proposed BE-CNN on both localization accuracy and anti-noise ability.





5.4. Discussion on the Drawbacks and Future Work


(a) Regarding the drawbacks of the proposed scheme, CNN can achieve good performance by convolutional feature extraction with multiple filters of different kernel sizes. However, in some monitoring systems, if the sensor number is few, there will be some limitations in choosing the range of the kernel size. In this case, the performance of BE-CNN may decrease with the sensor number. In addition, CNN has a limited performance in processing the image signal with some outliers. However, in the DFL system, the RSS signal may contain some outliers that will result in the degradation of the localization performance of the BE-CNN scheme. (b) Future work: Therefore, considering the above-mentioned drawbacks, in the future work, we plan to exploit the DFL algorithms with more robust performance in challenging environments. Meanwhile, taking advantage of some outlier-elimination techniques, e.g., robust principal component analysis, we would like to develop a scheme that is robust to data with outliers.





6. Conclusions


Aiming at solving the problems of low accuracy and low robustness in DFL approaches, we first treated the RSS signal as an RSS-image matrix and conducted a process of eliminating the background to dig out the variation components with distinguished features. Then, we made use of these feature-rich images by formulating DFL as an image classification problem. Furthermore, a deep CNN was designed to extract features automatically for classification.



The localization performance of the BE-CNN scheme was validated with a real-world dataset of outdoor DFL. In addition, we also validated the robust performance of the proposal by conducting numerical experiments with different degrees of noise. According to the experiment results, when conducting experiments on the noiseless dataset, the BE-CNN could maintain the highest localization accuracy of 100%. For the noisy dataset, for the range of SNR from 15–−15 dB, the localization accuracies of the BE-based methods were all higher than the corresponding raw data-based methods. This demonstrates the value of BE pre-processing. In addition, the BE-CNN could maintain a high accuracy of 100% on the noisy dataset with an SNR higher than −5 dB.



In summary, the experimental results clearly demonstrated that the BE-CNN could achieve high accuracy localization results in outdoor DFL. In addition, the localization performance and robustness of the proposed approach were better than the comparison methods especially under the conditions with heavy noise. All these results demonstrated the effectiveness and the good performance of the BE-CNN in solving the DFL problem.
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Figure 1. Internet-of-Things (IoT) fundamental blocks with device-free localization (DFL) technique for the indoor scenario of intrusion detection and monitoring in a smart city. 
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Figure 2. Illustration of the framework of the proposed background elimination pre-processing based convolutional neural network (BE-CNN). 
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Figure 3. Process of background elimination in an RSS matrix. 
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Figure 4. Schematic architecture of the convolutional neural network (CNN). 
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Figure 5. Schematic diagram of the convolutional filter concatenation. 
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Figure 6. Experimental layout of the outdoor DFL scenario. The reference-point (RP) IDs of the top row are from RP-31–RP-36; the RPs of the second row are from RP-25–RP-30; RPs of the third row are from RP-19–RP-24; RPs of the forth row are from RP-13–RP-18; RPs of the fifth row are from RP-7–RP-12; RPs of the bottom row are from RP-1–RP-6. 
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Figure 7. Comparisons of the raw RSS matrices (top row) and background eliminated RSS matrices (bottom row). Here, the data of Reference Position 2 (RP2) and RP4 are taken as the examples. 
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Figure 8. Featured images of the noiseless signal and noisy signal with different SNR. Here, RP4 is taken as the example. 
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Figure 9. Comparison (SNR = 5 dB) 
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Figure 10. Comparisons of localization accuracy by employing different numbers of sensors. Here, the distance between the adjacent sensors is 3 feet, 9 feet, and 12 feet for sensor numbers of 28, 8, and 7, respectively. 
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Table 1. Training the simulation parameters with different kernel sizes in terms of localization accuracy.
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SNR

	
Kernel Size






	

	
3×3–7×7

	
3×3–9×9

	
3×3–11×11




	
−5 dB

	
99.9%

	
100%

	
99.9%




	
−10 dB

	
82.5%

	
84.9%

	
82.9%








Note: Experiments were performed on the noisy data with SNR levels from −5 dB and −10 dB.
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