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Abstract: Hong investigated the relationship between the minimax disparity minimum variance
regular increasing monotone (RIM) quantifier problems. He also proved the equivalence of their
solutions to minimum variance and minimax disparity RIM quantifier problems. Hong investigated
the relationship between the minimax ratio and maximum entropy RIM quantifier problems and
proved the equivalence of their solutions to the maximum entropy and minimax ratio RIM quantifier
problems. Liu proposed a general RIM quantifier determination model and proved it analytically
by using the optimal control technique. He also gave the equivalence of solutions to the minimax
problem for the RIM quantifier. Recently, Hong proposed a modified model for the general minimax
RIM quantifier problem and provided correct formulation of the result of Liu. Thus, we examine the
general minimum model for the RIM quantifier problem when the generating functions are Lebesgue
integrable under the more general assumption of the RIM quantifier operator. We also provide a
solution equivalent relationship between the general maximum model and the general minimax
model for RIM quantifier problems, which is the corrected and generalized version of the equivalence
of solutions to the general maximum model and the general minimax model for RIM quantifier
problems of Liu’s result.

Keywords: OWA operator; RIM quantifier; maximum entropy; minimax ratio; generating function;
minimal variability; minimax disparity; solution equivalence

1. Introduction

One of the important topics in the theory of ordered weighted averaging (OWA) operators is
the determination of the associated weights. Several authors have suggested a number of methods
for obtaining associated weights in various areas such as decision-making, approximate reasoning,
expert systems, data mining, fuzzy systems and control [1–22]. Yager [12] proposed RIM quantifiers
as a method for finding OWA weight vectors through fuzzy linguistic quantifiers. Liu [15] and Liu
and Da [16] gave solutions to the maximum-entropy RIM quantifier model when the generating
functions are differentiable. Liu and Lou [9] studied the equivalence of solutions to the minimax ratio
and maximum-entropy RIM quantifier models, and the equivalence of solutions to the minimax
disparity and minimum-variance RIM quantifier problems. Hong [17,18] gave the proof of the
minimax ratio RIM quantifier problem and the minimax disparity RIM quantifier model when the
generating functions are absolutely continuous. He also gave solutions to the maximum-entropy RIM
quantifier model and the minimum-variance RIM quantifier model when the generating functions are
Lebesgue integrable.

Based on these results, Hong [17,18] provided a relationship between the minimax disparity
and minimum-variance RIM quantifier problems. He also provided a correct relationship between
the minimax ratio and maximum-entropy RIM quantifier models. Liu [19] suggested a general RIM
quantifier determination model and proved it analytically using the optimal control methods. He also
studied the solution equivalence to the minimax problem for the RIM quantifier.
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This paper investigates the general minimax model for the RIM quantifier problem for the case in
which the generating functions are absolutely continuous and a generalized solution to the general
minimum model for the RIM quantifier problem for the case in which the generating functions are
Lebesgue integrable. Moreover, this paper provides a solution equivalent relationship between the
general maximum model and the general minimax model for RIM quantifier problems and generalizes
the results of Hong [17,18]. In this paper, we improve and extend Liu’s theorems to be suitable
for absolutely continuous generating functions. We have corrected and improved Theorem 13 [19]
by using the absolutely continuous condition of generating functions and the absolute continuity
condition of F′ for the general minimax model for the RIM quantifier problem. Theorem 9 [19] has
been improved using the Lebesgue integrability condition of generating functions and the continuity
condition of F′ for the general maximum model for the RIM quantifier problem.

Based on these results, we give a correct relationship between the general minimum model and
the general minimax model for RIM quantifier problems.

2. Preliminaries

Yager [11] proposed a new aggregation technique based on OWA operators. An OWA operator of
dimension n is a mapping F : Rn → R that has an associated weight vector W = (w1, · · · , wn)T with
the properties w1 + · · ·+ wn = 1, 0 ≤ wi ≤ 1, i = 1, · · · , n, such that

F(a1, · · · , an) =
n

∑
i=1

wibi,

where bj is the jth largest element of the collection of the aggregated objects {a1, · · · , an}. In [11], Yager
introduced a measure of “orness” associated with the weight vector W of an OWA operator:

orness(W) =
n

∑
i=1

n− i
n− 1

wi.

This measure characterizes the degree to which the aggregation is like an OR operation.
Here, min, max, and average correspond to W∗, W∗ and WA respectively, where W∗ =

(1, 0, · · · , 0), W∗ = (0, 0, · · · , 1) and WA = (1/n, 1/n, · · · , 1/n). Clearly, orness(W∗) =

1, orness(W∗) = 0 and orness(WA) = 1/2.
Yager [12] introduced RIM quantifiers as a method for obtaining OWA weight vectors through

fuzzy linguistic quantifiers.

Definition 1 ([12]). A fuzzy subset Q on the real line is called a RIM quantifier if Q(0) = 0, Q(1) = 1 and
Q(x) ≥ Q(y) for x > y.

The quantifier f or all is represented by the fuzzy set

Q∗(r) =

{
1, if x = 1,

0, if x 6= 1.

The quantifier there exists is defined as

Q∗(r) =

{
0, if x = 0,

1, if x 6= 0.

Both of these are examples of the RIM quantifier. A generating function representation of
RIM quantifiers has been proposed for analyzing the relationship between OWA operators and
RIM quantifiers.
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Definition 2. For f (t) on [0, 1] and the RIM quantifier Q(x), f (t) is called the generating function of Q(x),
if it satisfies

Q(x) =
∫ x

0
f (t)dt,

where f (t) ≥ 0 and
∫ 1

0 f (t)dt = 1.

If the RIM quantifier Q(x) is smooth, then f (x) should be continuous; if Q(x) is a piecewise
linear function, then f (x) is a jump piecewise function of some constants; and if Q(x) is an absolutely
continuous function, then f (x) is a Lesbegue integrable function and unique in the sense of being
“almost everywhere” [23].

Yager extended the orness measure of OWA operators, and defined the orness of RIM
quantifiers [10] as:

orness(Q) =
∫ 1

0
Q(x)dx =

∫ 1

0
(1− t) f (t)dt.

We see that Q∗ leads to the weight vector W∗, Q∗ leads to the weight vector W∗, and the ordinary
average RIM quantifier QA(x) = x leads to the weight vector WA. We also have orness(Q∗) =

1, rness(Q∗) = 0, and orness(QA) = 1/2.
As the RIM quantifier can be seen as a continuous form of OWA, an operator with a generating

function, the OWA optimization problem can be extended to the case of the RIM quantifier.

3. The General Model for the Minimax RIM Quantifier Problem

In this section, we consider the general model for the minimax RIM quantifier problem and
generalize some results of Hong [17,18]. Hong [7] provided a modified model for the minimax RIM
quantifier problem and the correct formulation of a result of Liu [19]. We summarize briefly.

∗ The minimax disparity RIM quantifier problem [15,17].

The minimax disparity RIM quantifier problem with a given orness level 0 < α < 1 consists of
finding a solution f : [0, 1]→ [0, 1] to the following optimization problem:

Minimize max
t∈(0,1)

| f ′(t) |,

subject to
∫ 1

0
(1− r) f (r)dr = α, 0 < α < 1,

∫ 1

0
f (r)dr = 1,

f (r) ≥ 0.

∗ The minimax ratio RIM quantifier problem [9,18].

The minimax ratio RIM quantifier problem with a given orness level 0 < α < 1 consists of finding
a solution f : [0, 1]→ [0, 1] to the following optimization problem:

Minimize max
t∈(0,1)

∣∣∣∣
f ′(t)
f (t)

∣∣∣∣,

subject to
∫ 1

0
(1− r) f (r)dr = α, 0 < α < 1,

∫ 1

0
f (r)dr = 1,

f (r) > 0.
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In regard to the above optimization problem, Liu [19] considered a general model for the minimax
RIM quantifier problem:

Minimize M f = max
r∈(0,1)

∣∣F′′( f (r)) f ′(r)
∣∣,

subject to
∫ 1

0
r f (r)dr = α, 0 < α < 1, (1)

∫ 1

0
f (r)dr = 1,

f (r) > 0,

where the generating functions are continuous and F is a strictly convex function on [0, ∞), which is
differentiable to at least the 2nd order.

The above two cases are special cases of this model with F(x) = x2 and F(x) = x ln x. Hong [7]
gave a corrected and modified general model for the minimax RIM quantifier problem as follows:

∗ The general model for the minimax RIM quantifier problem.

Minimize M f = ess supr∈(0,1)
∣∣F′′( f (x)) f ′(x)

∣∣,

subject to
∫ 1

0
r f (r)dr = α, 0 < α < 1, (2)

∫ 1

0
f (r)dr = 1,

f (r) > 0.

Theorem 1. Supposing that the generating functions are absolutely continuous, F is a strictly convex function
on [0, ∞), and F′ is absolutely continuous, then there is a unique optimal solution for problem (2), and that the
optimal solution has the form

f ∗(r) = max
{
(F′)−1 (a∗r + b∗) , 0

}
,

where a∗ and b∗ are determined by the constraints:




∫ 1
0 r f ∗(r)dr = α,∫ 1
0 f ∗(r)dr = 1,

f ∗(r) ≥ 0.

The next example shows that the condition of F′ being absolutely continuous on [0, ∞) in Theorem 1
is essential.

Example 1. Letting F1(x) =
∫ x

0 (C(r) + r)dr where C(x) is a Cantor function, then F′(x) = C(x) + x and
F′′1 (x) = 1 a.e. but F′1(x) 6=

∫ x
0 F′′1 (r)dr, that is, F′1 is not absolutely continuous on [0, ∞). Let F2(x) =

(1/2)x2, then F′′2 (x) = 1. Since

ess supr∈(0,1)
∣∣F′′1 ( f (x)) f ′(x)

∣∣ = ess supr∈(0,1)
∣∣ f ′(x)

∣∣ = ess supr∈(0,1)
∣∣F′′2 ( f (x)) f ′(x)

∣∣,

the optimal solution of problem (2) with respect to F1 and F1 are the same. However, since F′1(x) 6= F′2(x),
the optimal solution of problem (2) with respect to F1 and F1 cannot be the same by Theorem 2, which is a
contradiction. This example shows the Theorem 2 is incorrect if F′ is not absolutely continuous on [0, ∞).
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4. The General Model for the Minimum RIM Quantifier Problem

In this section, we consider the general model for the minimum RIM quantifier problem.
We improve the results of Liu [19] and generalize Theorem 4 of Hong [17] and Theorem 5 of Hong [18].
Liu [19] obtained solutions to the general minimum RIM quantifier problem for the case in which the
generating functions are continuous and F is differentiable to at least the 2nd order by considering a
variational optimization problem using the Lagrangian multiplier method ([24], Chapter 2). In this
section, we consider a generalized result for this problem.

∗ The minimum variance RIM quantifier problem [17,18].

The minimum variance RIM quantifier problem under a given orness level is

Minimize D f =
∫ 1

0
f 2(r)dr,

subject to
∫ 1

0
r f (r)dr = α, 0 < α < 1,

∫ 1

0
f (r)dr = 1,

f (r) > 0.

∗ The maximum entropy RIM quantifier problem [9,18].

The maximum entropy RIM quantifier problem with a given orness level 0 < α < 1 consists of
finding a solution f : [0, 1]→ [0, 1] to the following optimization problem:

Maximize −
∫ 1

0
f (r) ln f (r)dr,

subject to
∫ 1

0
r f (r)dr = α, 0 < α < 1,

∫ 1

0
f (r)dr = 1,

f (r) > 0.

Recently, Liu [19] considered the general model for the minimum variance and maximum entropy
RIM quantifier problems, under a given orness level formulated as follows:

∗ The general model for the minimum RIM quantifier problem.

Minimize Vf =
∫ 1

0
F( f (r))dr,

subject to
∫ 1

0
r f (r)dr = α, 0 < α < 1, (3)

∫ 1

0
f (r)dr = 1,

f (r) > 0,

where F is a strictly convex function on [0, ∞), and differentiable to at least the 2nd order.
The above two cases are special cases of the model where F(x) = x2 and F(x) = xlnx.
Liu (Theorem 9, [19]) proved the following problem for the case in which generating functions

are continuous and F is differentiable to at least the 2nd order:

Theorem 2 (Theorem 9, [19]). There is a unique optimal solution for (3), and the optimal solution has the form
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f ∗(r) =

{
(F′)−1(a∗r + b∗), if (F′)−1(a∗r + b∗) ≥ 0,

0, elsewhere,

where a∗, b∗ are determined by the constraints:




∫ 1
0 r f ∗(r)dr = α,∫ 1
0 f ∗(r)dr = 1,

f ∗(r) ≥ 0.

Here, we consider a generalized result for Theorem 3 when f (x) is Lebesgue integrable and F′

is continuous.

Theorem 3. Suppose that the generating functions are Lebesgue integrable, F is a strictly convex function on
[0, ∞), and F′ is continuous. Then, there is a unique optimal solution for problem (3), and that optimal solution
has the form

f ∗(r) =

{
(F′)−1(a∗r + b∗) a.e., if (F′)−1(a∗r + b∗) > 0,

0 a.e., elsewhere,

where a∗ and b∗ are determined by the constraints:




∫ 1
0 r f ∗(r)dr = α,∫ 1
0 f ∗(r)dr = 1,

f ∗(r) ≥ 0.

Proof. As shown in Theorem 2, we consider the case where α ∈ (0, 1/2] and assume that {r < 1 :
f ∗(r) > 0} = [0, t) for some t ∈ (0, 1) and {r < 1 : f ∗(r) = 0} = [t, 1). We also note that for r ∈ [0, t],

F′( f ∗(r)) = a∗r + b∗

and for r ∈ (t, 1),
a∗r + b∗ < F′(0)

if F′(0) exists. Let the nonnegative function f satisfy 1 =
∫ 1

0 f (r)dr and
∫ 1

0 r f (r)dr = α. We set
f (r) = f ∗(r) + g(r), r ∈ [0, 1]. Then, noting that f (r) = g(r), r ∈ [t, 1], we have

∫ t

0
g(r)dr +

∫ 1

t
f (r)dr =

∫ 1

0
g(r)dr = 0, (4)

since 1 =
∫ 1

0 f (r)dr =
∫ 1

0 f ∗(r)dr +
∫ 1

0 g(r)dr = 1 +
∫ 1

0 g(r)dr. We also have

∫ t

0
rg(r)dr +

∫ 1

t
r f (r)dr =

∫ 1

0
rg(r)dr = 0, (5)

since α =
∫ 1

0 r f (r)dr =
∫ 1

0 r f ∗(r)dr +
∫ 1

0 rg(r)dr = α +
∫ 1

0 rg(r)dr. We now show that

∫ 1

0
F ( f (r)) dr ≥

∫ 1

0
F ( f ∗ (r)) dr.
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Since F(x)− F(x0) ≥ F′(x0)(x− x0) (the equality holds if and only if x = x0), we have that

∫ 1

0
F( f (r))dr−

∫ 1

0
F( f ∗(r))dr

=
∫ 1

0
F(( f ∗(r) + g(r)))dr−

∫ 1

0
F( f ∗(r))dr

≥
∫ 1

0
F′( f ∗(r))g(r)dr

=
∫ t

0
(a∗r + b∗)g(r)dr +

∫ 1

t
F′(0)g(r)dr

= a∗
∫ t

0
rg(r)dr + b∗

∫ t

0
g(r)dr +

∫ 1

t
F′(0)g(r)dr

= a∗(−
∫ 1

t
r f (r)dr) + b∗(−

∫ 1

t
f (r)dr) +

∫ 1

t
F′(0)g(r)dr

=
∫ 1

t
(F′(0)− a∗r− b∗) f (r)dr

≥ 0,

where the fourth equality comes from (4) and (5) and the second inequality comes from the fact that
a∗r + b∗ ≤ F′(0) a.e. for r ∈ [t, 1]. The equalities hold if and only if f ∗ = f a.e. This completes
the proof.

Combining Theorems 2 and 4, we now have a solution equivalent relationship between the general
minimum RIM quantifier problem and the general minimax RIM quantifier problem. This result
generalizes Theorem 6 of Hong [17] and Theorem 5 of Hong [18] and provides a corrected version of
Theorem 13 [19].

Theorem 4. Suppose that the generating functions are absolutely continuous and F′ is increasing and absolutely
continuous. Then, the general minimum RIM quantifier problem has the same solution as the general minimax
RIM quantifier problem.

5. Numerical Example

We consider a RIM quantifier operator F which is not differentiable to at least the second order,
but F′ is absolutely continuous, and find an optimal solution of two RIM quantifier problems.

Let a RIM quantifier operator F be

F(x) =

{
x2

2, if 0 ≤ x < 1
2 ,

x2 − 1
2 x + 1

8 , if 1
2 ≤ x ≤ 1.

Then,

F′(x) =

{
x, if 0 ≤ x < 1

2 ,

2x− 1
2 , if 1

2 ≤ x ≤ 1.

Hence, F(x) is strictly convex and F′(x) is absolutely continuous, but F(x) is not the second order
differentiable. Let

f ∗(r) =

{
(F′)−1(a∗r + b∗), if (F′)−1 (a∗r + b∗) > 0,
0, elsewhere ,

where a∗ and b∗ are determined by the constraints:
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



∫ 1
0 r f ∗(r)dr = α,∫ 1
0 f ∗(r)dr = 1,

f ∗(r) ≥ 0.
(6)

We consider the case for 0 < α ≤ 1/2. Then, a∗ ≤ 0 and b∗ > 0.

Case (1) (See Figure 1) There exists m, d ∈ [0, 1] such that m < d and

f ∗(r) =





1
2 (a∗r + b∗) + 1

4 , if 0 ≤ r ≤ m,
a∗r + b∗, m < r ≤ d,
0, d < r ≤ 1.

Since a∗m + b∗ = 1
2 and a∗d + b∗ = 0, b∗ = −a∗m + 1

2 and d = m− 1
2a∗ . Hence,

f ∗(r) =





1
2 a∗(r−m) + 1

2 , if 0 ≤ r ≤ m,
a∗(r−m) + 1

2 , m < r ≤ m− 1
2a∗ ,

0, m− 1
2a∗ < r ≤ 1.

From (6),

a∗ =
2m− 4−

√
2m2 − 16m + 16
2m2 ,

α = −4m3a∗3 − 12m2a∗2 + 6ma∗ − 1
48a∗2

hold. In addition, since a∗ < 0 and f ∗(1) < 0,

0 < m < 4−
√

10, 0 < α <
17− 4

√
10

12
.

Figure 1. The graph of f ∗ (0 < α < 17−4
√

10
12 ).
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Case (2) (See Figure 2) There exists m ∈ [0, 1] such that

f ∗(r) =

{
1
2 (a∗r + b∗) + 1

4 , if 0 ≤ r ≤ m,
a∗r + b∗, m < r ≤ 1.

Since a∗m + b∗ = 1
2 ,

f ∗(r) =

{
1
2 a∗(r−m) + 1

2 , if 0 ≤ r ≤ m,
a∗(r−m) + 1

2 , m < r ≤ 1.

From (6),

a∗ =
2

m2 − 4m + 2
,

α =
2m3 + 3m2 − 24m + 14

12(m2 − 4m + 2)

hold. In addition, since a∗ < 0 and f ∗(1) ≥ 0,

4−
√

10 ≤ m ≤ 1,
17− 4

√
10

12
≤ α ≤ 5

12
.
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Figure 2. The graph of f ∗ ( 17−4
√

10
12 ≤ α ≤ 5

12 )

Since a∗m + b∗ = 1
2 and a∗d + b∗ = 0, b∗ = −a∗m + 1

2 and d = m− 1
2a∗ . Hence160

f ∗(r) =





1
2 a∗(r−m) + 1

2 , if 0 ≤ r ≤ m
a∗(r−m) + 1

2 , m < r ≤ m− 1
2a∗

0, m− 1
2a∗ < r ≤ 1.

From (6),161

a∗ =
2m− 4−

√
2m2 − 16m + 16
2m2

α = −4m3a∗3 − 12m2a∗2 + 6ma∗ − 1
48a∗2

hold. And since a∗ < 0 and f ∗(1) < 0,

0 < m < 4−
√

10, 0 < α <
17− 4

√
10

12
.

Case 2) There exists m ∈ [0, 1] such that162

f ∗(r) =

{
1
2 (a∗r + b∗) + 1

4 , if 0 ≤ r ≤ m
a∗r + b∗, m < r ≤ 1.

Since a∗m + b∗ = 1
2 ,163

f ∗(r) =

{
1
2 a∗(r−m) + 1

2 , if 0 ≤ r ≤ m
a∗(r−m) + 1

2 , m < r ≤ 1.

Figure 2. The graph f ∗ ( 17−4
√

10
12 ≤ α ≤ 5

12 ).

Case (3) (See Figure 3) For all 0 ≤ r ≤ 1,

f ∗(r) =
1
2
(a∗r + b∗) +

1
4

.

From (6),

a∗ = −12 + 24α,

b∗ =
15
2
− 12α
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hold. In addition, since a∗ ≤ 0 and f ∗(1) > 1
2 , 5

12 < α ≤ 1
2 .Version March 25, 2019 submitted to Journal Not Specified 10 of 12

Figure 3. The graph of f ∗ ( 5
12 < α ≤ 1

2 )

From (6),164

a∗ =
2

m2 − 4m + 2

α =
2m3 + 3m2 − 24m + 14

12(m2 − 4m + 2)

hold. And since a∗ < 0 and f ∗(1) ≥ 0,

4−
√

10 ≤ m ≤ 1,
17− 4

√
10

12
≤ α ≤ 5

12
.

Case 3) For all 0 ≤ r ≤ 1,165

f ∗(r) =
1
2
(a∗r + b∗) +

1
4

.

From (6),166

a∗ = −12 + 24α

b∗ =
15
2
− 12α

hold. And since a∗ ≤ 0 and f ∗(1) > 1
2 , 5

12 < α ≤ 1
2 .167

6. Conclusions168

In this paper, we examined the general minimax model for the RIM quantifier problem for the169

case in which the generating functions are absolutely continuous and a generalized solution to the170

general minimum model for the RIM quantifier problem for the case in which the generating functions171

are Lebesgue integrable. And we provided a solution equivalent relationship between the general172

Figure 3. The graph f ∗ ( 5
12 < α ≤ 1

2 ).

6. Conclusions

In this paper, we examined the general minimax model for the RIM quantifier problem for the case
in which the generating functions are absolutely continuous and a generalized solution to the general
minimum model for the RIM quantifier problem for the case in which the generating functions are
Lebesgue integrable. In addition, we provided a solution equivalent relationship between the general
maximum model and the general minimax model for RIM quantifier problems and generalizes results
of Hong based on these results. We also corrected Liu’s theorems from a mathematical perspective as
their theorems are not suitable for absolutely continuous generating functions.

Funding: This research was funded by the Basic Science Research Program through the National Research
Foundation of Korea (NRF) grant number 2017R1D1A1B03027869.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Amin, G.R.; Emrouznejad, A. An extended minimax disparity to determine the OWA operator weights.
Comput. Ind. Eng. 2006, 50, 312–316. [CrossRef]

2. Amin, G.R. Notes on priperties of the OWA weights determination model. Comput. Ind. Eng. 2007, 52,
533–538. [CrossRef]

3. Emrouznejad, A.; Amin, G.R. Improving minimax disparity model to determine the OWA operator weights.
Inf. Sci. 2010, 180, 1477–1485. [CrossRef]

4. Filev, D.; Yager, R.R. On the issue of obtaining OWA operator weights. Fuzzy Sets Syst. 1988, 94, 157–169.
[CrossRef]

5. Fullér, R.; Majlender, P. An analytic approach for obtaining maximal entropy OWA operators weights.
Fuzzy Sets Syst. 2001, 124, 53–57. [CrossRef]

6. Hagan, M.O. Aggregating template or rule antecedents in real-time expert systems with fuzzy set logic.
In Proceedings of the 22nd Annual IEEE Asilomar Conference on Signals, Systems, Computers, Pacific
Grove, CA, USA, 31 October–2 November 1988; pp. 681–689.

http://dx.doi.org/10.1016/j.cie.2006.06.006
http://dx.doi.org/10.1016/j.cie.2007.03.002
http://dx.doi.org/10.1016/j.ins.2009.11.043
http://dx.doi.org/10.1016/S0165-0114(96)00254-0
http://dx.doi.org/10.1016/S0165-0114(01)00007-0


Symmetry 2019, 11, 455 11 of 11

7. Hong, D.H. A note on solution equivalence to general models for RIM quantifier problems. Fuzzy Sets Syst.
2018, 332, 25–28. [CrossRef]

8. Hong, D.H. On proving the extended minimax disparity OWA problem. Fuzzy Sets Syst. 2011, 168, 35–46.
[CrossRef]

9. Liu, X.; Lou, H. On the equivalence of some approaches to the OWA operator and RIM quantifier
determination. Fuzzy Sets Syst. 2007, 159, 1673–1688. [CrossRef]

10. Wang, Y.M.; Parkan, C. A minimax disparity approach obtaining OWA operator weights. Inf. Sci. 2005, 175,
20–29. [CrossRef]

11. Yager, R.R. Ordered weighted averaging aggregation operators in multi-criteria decision making. IEEE Trans.
Syst. Man Cybern. 1988, 18, 183–190. [CrossRef]

12. Yager, R.R. OWA aggregation over a continuous interval argument with application to decision making.
IEEE Trans. Syst. Man Cybern. Part B 2004, 34, 1952–1963. [CrossRef]

13. Yager, R.R. Families of OWA operators. Fuzzy Sets Syst. 1993, 59, 125–148. [CrossRef]
14. Yager, R.R.; Filev, D. Induced ordered weighted averaging operators. IEEE Trans. Syst. Man Cybern. Part B

1999, 29, 141–150. [CrossRef] [PubMed]
15. Liu, X. On the maximum entropy parameterized interval approximation of fuzzy numbers. Fuzzy Sets Syst.

2006, 157, 869–878. [CrossRef]
16. Liu, X.; Da, Q. On the properties of regular increasing monotone (RIM) quantifiers with maximum entropy.

Int. J. Gen. Syst. 2008, 37, 167–179. [CrossRef]
17. Hong, D.H. The relationship between the minimum variance and minimax disparity RIM quantifier problems.

Fuzzy Sets Syst. 2011, 181, 50–57. [CrossRef]
18. Hong, D.H. The relationship between the maximum entropy and minimax ratio RIM quantifier problems.

Fuzzy Sets Syst. 2012, 202, 110–117. [CrossRef]
19. Liu, X. A general model of parameterized OWA aggregation with given orness level. Int. J. Approx. Reason.

2008, 48, 598–627. [CrossRef]
20. Fullér, R.; Majlender, P. On obtaining minimal variability OWA operator weights. Fuzzy Sets Syst. 2003, 136,

203–215. [CrossRef]
21. Sang, X.; Liu, X. An analytic approach to obtain the least square deviation OWA operater weights.

Fuzzy Sets Syst. 2014, 240, 103–116. [CrossRef]
22. Wang, Y.M.; Luo, Y.; Liu, X. Two new models for determining OWA operater weights. Comput. Ind. Eng.

2007, 52, 203–209. [CrossRef]
23. Wheeden, R.L.; Zygmund, A. Measure and Integral: An Introduction to Real Analysis; Marcel Dekker, Inc.:

New York, NY, USA, 1977.
24. Rustagi, J.S. Variational Methods in Statistics; Academic Press: New York, NY, USA, 1976.

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1016/j.fss.2017.03.014
http://dx.doi.org/10.1016/j.fss.2010.08.008
http://dx.doi.org/10.1016/j.fss.2007.12.024
http://dx.doi.org/10.1016/j.ins.2004.09.003
http://dx.doi.org/10.1109/21.87068
http://dx.doi.org/10.1109/TSMCB.2004.831154
http://dx.doi.org/10.1016/0165-0114(93)90194-M
http://dx.doi.org/10.1109/3477.752789
http://www.ncbi.nlm.nih.gov/pubmed/18252288
http://dx.doi.org/10.1016/j.fss.2005.09.010
http://dx.doi.org/10.1080/03081070701192675
http://dx.doi.org/10.1016/j.fss.2011.05.014
http://dx.doi.org/10.1016/j.fss.2012.01.014
http://dx.doi.org/10.1016/j.ijar.2007.11.003
http://dx.doi.org/10.1016/S0165-0114(02)00267-1
http://dx.doi.org/10.1016/j.fss.2013.08.007
http://dx.doi.org/10.1016/j.cie.2006.12.002
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction
	Preliminaries
	The General Model for the Minimax RIM Quantifier Problem
	The General Model for the Minimum RIM Quantifier Problem
	Numerical Example
	Conclusions
	References

