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#### Abstract

In this work, the natural transform decomposition method (NTDM) is applied to solve the linear and nonlinear fractional telegraph equations. This method is a combined form of the natural transform and the Adomian decomposition methods. In addition, we prove the convergence of our method. Finally, three examples have been employed to illustrate the preciseness and effectiveness of the proposed method.
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## 1. Introduction

The fractional calculus (non-integer) plays an important role in applied mathematics and other fields such as science, physics and engineering. It describes the smallest details of natural phenomena, which is better than using a calculus integer. In [1] the fractional telegraph equation is obtained from the classical telegraph equation by replacing the second-order distance derivative with the fractional derivative $(0<\alpha \leq 2)$ given to it. The telegraph equation describes the signal propagation of an electrical signal in transmission cable lines in general. Recently, many researchers and engineers have done excellent work to solve the fractional telegraph equation by different methods, such as the Laplace transform method [2], Laplace transform variational iteration method [3], double Laplace transform method [4], variational iteration method [5], Adomian decomposition method [6], Mixture of a new integral transform and homotopy perturbation method (HPM) [7], homotopy analysis method (HAM) [8], Chebyshev tau method [9], and the method of separating variables [10]. The natural transform Adomian decomposition method (NTDM) is a combination of the natural transform method and Adomian decomposition method. The main aim of this article is to use the (NTDM) to obtain the approximate solution of linear and nonlinear fractional telegraph equations. The natural transform Adomian decomposition method is a sturdy mathematical method for solving linear and nonlinear fractional telegraph equation and is an amelioration of the existing methods.

## 2. Preliminaries

Definition 1 ([11]). The Adomian decomposition method is defined as

$$
\begin{equation*}
A_{n}=\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\left[F\left(\sum_{i=1}^{n} \psi_{i} \lambda^{i}\right)\right]_{\lambda=0}, \quad n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

where the function $F(\psi)$ is a nonlinear term and $\lambda$ a formal parameter.

Definition 2 ([12]). The natural transform of a function $f(t)>0$ and $f(t)=0$ for $t<0$ is defined by

$$
\begin{equation*}
\mathbb{N}^{+}[f(t)]=R(s, u)=\frac{1}{u} \int_{0}^{\infty} e^{\frac{-s t}{u}} f(t) d t ; s, u>0 \tag{2}
\end{equation*}
$$

where $s$ and $u$ are the transform variables.
Definition 3 ([12,13]). The inverse natural transform of a function is defined by

$$
\mathbb{N}^{-}[R(s, u)]=f(t)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} e^{\frac{s t}{u}} R(s, u) d s
$$

Definition 4 ([14]). The natural transform of $\frac{\partial^{\alpha} f(x, t)}{\partial t^{\alpha}}$ w.r.t $(t)$ can be calculated as

$$
\begin{equation*}
\mathbb{N}^{+}\left[\frac{\partial^{\alpha} f(x, t)}{\partial t^{\alpha}}\right]=\frac{s^{\alpha}}{u^{\alpha}} R(s, u)-\sum_{k=0}^{n-1} \frac{s^{\alpha-k-1}}{u^{\alpha-k}}\left[\frac{\partial^{\alpha} f(x, 0)}{\partial t^{\alpha}}\right] \tag{3}
\end{equation*}
$$

Definition 5 ([14]). The natural transform of Mittag-Leffler function $E_{\alpha, \beta}$ is defined as follows

$$
\begin{equation*}
\mathbb{N}^{+}[f(x, t)]=\int_{0}^{\infty} e^{-s t} f(x, u t) d t=\sum_{k=0}^{\infty} \frac{u^{k+1} \Gamma(k+\beta)}{s^{k+1} \Gamma(\alpha k+\beta)} \tag{4}
\end{equation*}
$$

Definition 6 ([15]). A two parameter function of the Mittag-Leffler type is defined by the series expansion

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad(\alpha>0, \beta>0) \tag{5}
\end{equation*}
$$

## 3. Natural Transform Adomian Decomposition Method Linear and Nonlinear Telegraph Equations (NTADM)

In this section, we will study two problems as follows:

## First Problem: linear fractional telegraph equations

In this part, we derive the main idea of the natural transform decomposition method to find the general solution for linear fractional telegraph equations.

We consider the following general multiterm fractional telegraph equation

$$
\begin{gather*}
\frac{\partial^{\alpha} \psi(x, t)}{\partial t^{\alpha}}=\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)+h(x, t)  \tag{6}\\
0<\alpha \leq 2 \text { and } x, t \geq 0
\end{gather*}
$$

subject to

$$
\begin{equation*}
\psi(x, 0)=f_{1}(x) \text { and } \psi_{t}(x, 0)=f_{2}(x) \tag{7}
\end{equation*}
$$

where $h(x, t)$ is given function. The new technique of natural transform Adomian decomposition is based on the following steps. By applying the definition of natural transform to Equation (6), we get

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} R(x, s, u)-\frac{s^{\alpha-1}}{u^{\alpha}} \psi(x, 0)-\frac{s^{\alpha-2}}{u^{\alpha-1}} \psi_{t}(x, 0)=\mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)+h(x, t)\right], \tag{8}
\end{equation*}
$$

substituting the initial conditions Equation (7) into Equation (8), we obtain

$$
\begin{equation*}
R(x, s, u)=\frac{1}{s} f_{1}(x)+\frac{u}{s^{2}} f_{2}(x)+\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)+h(x, t)\right] . \tag{9}
\end{equation*}
$$

Now, implementing the inverse natural transform for Equation (9) we obtain the general solution of Equation (6) as follows:

$$
\begin{equation*}
\psi(x, t)=\Phi(x, t)+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right]\right] \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x, t)=\mathbb{N}^{-1}\left[f_{1}(x)+t f_{2}(x)+\frac{u^{\alpha}}{s^{\alpha}} N^{+}[h(x, t)]\right], \tag{11}
\end{equation*}
$$

the natural transform decomposition method defined the solution of $\psi(x, t)$ by the infinite series

$$
\begin{equation*}
\psi(x, t)=\sum_{n=0}^{\infty} \psi_{n}(x, t) \tag{12}
\end{equation*}
$$

The solution of Equation (10) is given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} \psi_{n}(x, t)=\Phi(x, t)+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} \psi_{n}(x, t)\right]\right] \tag{13}
\end{equation*}
$$

Here we assume that the inverse natural transform of each term in the right side of Equation (9) exists. The initial term

$$
\begin{equation*}
\psi_{0}(x, t)=\Phi(x, t) \tag{14}
\end{equation*}
$$

consequently, the first few components can be written as

$$
\begin{align*}
& \psi_{1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{0}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{0}(x, t)}{\partial t}-\psi_{0}(x, t)\right]\right] \\
& \psi_{2}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{1}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{1}(x, t)}{\partial t}-\psi_{1}(x, t)\right]\right] \\
& \psi_{3}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{2}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{2}(x, t)}{\partial t}-\psi_{2}(x, t)\right]\right] \tag{15}
\end{align*}
$$

then we have

$$
\begin{equation*}
\psi_{n+1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{n}(x, t)}{\partial t}-\psi_{n}(x, t)\right]\right], n \geq 0 \tag{16}
\end{equation*}
$$

## Second Problem Nonlinear fractional telegraph equation:

We consider the general form of nonlinear fractional telegraph equation:

$$
\begin{gather*}
\frac{\partial^{\alpha} \psi(x, t)}{\partial t^{\alpha}}=\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-N \psi(x, t)+h(x, t),  \tag{17}\\
0<\alpha \leq 2 \text { and } x, t \geq 0
\end{gather*}
$$

with the initial conditions

$$
\begin{equation*}
\psi(x, 0)=g_{1}(x) \text { and } \psi_{t}(x, 0)=g_{2}(x) \tag{18}
\end{equation*}
$$

where $N$ is a nonlinear, $h(x, t)$ is a source term. By applying the definition of natural transform for Equation (17), we have

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} R(x, s, u)-\frac{s^{\alpha-1}}{u^{\alpha}} \psi(x, 0)-\frac{s^{\alpha-2}}{u^{\alpha-1}} \psi_{t}(x, 0)=\mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-N \psi(x, t)+h(x, t)\right], \tag{19}
\end{equation*}
$$

by substituting initial conditions Equation (18) into Equation (19), we obtain

$$
\begin{equation*}
R(x, s, u)=\frac{1}{s} g_{1}(x)+\frac{u}{s^{2}} g_{2}(x)+\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-N \psi(x, t)+h(x, t)\right] . \tag{20}
\end{equation*}
$$

Now, implementing the inverse natural transform for Equation (20), we obtain the general solution of Equation (17) in the form of,

$$
\begin{equation*}
\psi(x, t)=\Phi(x, t)+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial t^{2}}-\frac{\partial \psi(x, t)}{\partial t}-N \psi(x, t)\right]\right], \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x, t)=\mathbb{N}^{-1}\left[g_{1}(x)+\operatorname{tg}_{2}(x)+\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}[h(x, t)]\right] \tag{22}
\end{equation*}
$$

here we assume that the inverse natural transform of each term in the right side of Equation (22) exists. The natural transform decomposition method consists of calculating the solution in a series form

$$
\begin{equation*}
\psi(x, t)=\sum_{n=0}^{\infty} \psi_{n}(x, t) \tag{23}
\end{equation*}
$$

the nonlinear term $N \psi(x, t)$ becomes

$$
\begin{equation*}
N \psi(x, t)=\sum_{n=0}^{\infty} A_{n} \tag{24}
\end{equation*}
$$

where $A_{n}$ defined by Equation (1). By substituting Equations (23) and (24) into Equation (21) we get

$$
\begin{equation*}
\sum_{n=0}^{\infty} \psi_{n}(x, t)=\Phi(x, t)+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} A_{n}\right]\right] \tag{25}
\end{equation*}
$$

by using the recursive relation

$$
\begin{equation*}
\psi_{0}(x, t)=\Phi(x, t) \tag{26}
\end{equation*}
$$

consequently, the first few components can be written as

$$
\begin{align*}
& \psi_{1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{0}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{0}(x, t)}{\partial t}-A_{0}\right]\right] \\
& \psi_{2}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+1}\left[\frac{\partial^{2} \psi_{1}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{1}(x, t)}{\partial t}-A_{1}\right]\right] \\
& \psi_{3}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{2}(x, t)}{\partial x^{2}}-\frac{\partial \psi_{2}(x, t)}{\partial t}-A_{2}\right]\right], \tag{27}
\end{align*}
$$

then we have

$$
\begin{equation*}
\psi_{n+1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{p^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi_{n}(x, t)}{\partial t^{2}}+\frac{\partial \psi_{n}(x, t)}{\partial t}+A_{n}\right]\right], n \geq 0 \tag{28}
\end{equation*}
$$

the solution $\psi_{n}(x, t)$ can be written as convergent series

$$
\begin{equation*}
\psi(x, t)=\sum_{n=0}^{\infty} \psi_{n}(x, t) \tag{29}
\end{equation*}
$$

## 4. Convergence Analysis

In this section, the sufficient condition that guarantees existence of a unique solution is introduced and we discuss the convergence of the solution.

In next theorem we follow [16]
Theorem 1. (Uniqueness theorem): Equation (28) has a unique solution whenever $0<\varepsilon<1$ where $\varepsilon=\frac{\left.\left(L_{1}+L_{2}+L_{3}\right)\right)^{\alpha+1}}{(\alpha-1)!}$

Proof of Theorem 1. Let $E=(C[I],\|\cdot\|)$ be the Banach space of all continuous functions on $I=[0, T]$ with the norm $\|\cdot\|$, we define a mapping $F: E \rightarrow E$ where

$$
\psi_{n+1}(x, t)=\Phi(x, t)+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[L\left[\psi_{n}(x, t)\right]+M\left[\psi_{n}(x, t)\right]+N\left[\psi_{n}(x, t)\right]\right]\right], n \geq 0
$$

where $L[\psi(x, t)] \equiv \frac{\partial^{2} \psi(x, t)}{\partial x^{2}}$ and $M[\psi(x, t)] \equiv \frac{\partial \psi(x, t)}{\partial t}$. Now suppose $M[\psi(x, t)]$ and $L[\psi(x, t)]$ is also Lipschitzian with $|M \psi-M \overparen{\psi}|<L_{1}|\psi-\overparen{\psi}|$ and $|L \psi-\overparen{L}|<L_{2}|\psi-\overparen{\psi}|$ where $L_{1}$ and $L_{2}$ is Lipschitz constant respectively and $\psi, \overparen{\psi}$ is different values of the function.

$$
\begin{aligned}
& \|F \psi-F \overparen{\psi}\|=\max _{t \in I}\left|\begin{array}{c}
\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}[L[\psi(x, t)]+M[\psi(x, t)]+N[\psi(x, t)]]\right] \\
-\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}[L[\overparen{\psi}(x, t)]+M[\overparen{\psi}(x, t)]+N[\widehat{\psi}(x, t)]]\right]
\end{array}\right|, \\
& \leq \max _{t \in I}\left|\begin{array}{c}
\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{p^{\alpha}} \mathbb{N}^{+}[L[\psi(x, t)]-L[\widehat{\psi}(x, t)]]\right] \\
+\mathbb{N}^{-1}\left[\frac{u^{a}}{s^{a}} \mathbb{N}^{+}[M[\psi(x, t)]-M[\widehat{\psi}(x, t)]]\right] \\
+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}[N[\psi(x, t)]-N[\widehat{\psi}(x, t)]]\right]
\end{array}\right|, \\
& \leq \max _{t \in I}\left[\begin{array}{c}
L_{1} \mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}|\psi(x, t)-\widetilde{\psi}(x, t)|\right] \\
+L_{2} \mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}|\psi(x, t)-\widehat{\psi}(x, t)|\right] \\
+L_{3} \mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{a}} \mathbb{N}^{+}|\psi(x, t)-\widehat{\psi}(x, t)|\right]
\end{array}\right], \\
& \leq \max _{t \in I}\left(L_{1}+L_{2}+L_{3}\right)\left[\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}|\psi(x, t)-\overparen{\psi}(x, t)|\right]\right], \\
& \leq\left(L_{1}+L_{2}+L_{3}\right)\left[\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\|\psi(x, t)-\widehat{\psi}(x, t)\|\right]\right], \\
& =\frac{\left(L_{1}+L_{2}+L_{3}\right) t^{(\alpha-1)}}{(\alpha-1)!}\|\psi(x, t)-\widehat{\psi}(x, t)\| .
\end{aligned}
$$

Under the condition $0<\varepsilon<1$, the mapping is contraction. Therefore, by Banach fixed point theorem for contraction, there exists a unique solution to Equation (29). This ends the proof of Theorem 1.

Theorem 2. (Convergence Theorem): The solution of Equations (6) and (18) in general forum will be convergence.

Proof of Theorem 2. Let $S_{n}$ be the $n^{t h}$ partial sum, i.e., $S_{n}=\sum_{i=0}^{n} \psi_{i}(x, t)$. We shall prove that $\left\{S_{n}\right\}$ is a Cauchy sequence in Banach space $E$. By using a new formulation of Adomian polynomials we get

$$
\begin{aligned}
& R\left(S_{n}\right)=\widehat{A}_{n}+\sum_{r=0}^{n-1} \widehat{A}_{r} \\
& N\left(S_{n}\right)=\widehat{A}_{n}+\sum_{c=0}^{n-1} \widehat{A}_{c} \\
& \left\|S_{n}-S_{m}\right\|=\max _{t \in I}\left|S_{n}-S_{m}\right|=\max _{t \in I}\left|\sum_{i=m+1}^{n} \widehat{\psi}_{i}(x, t)\right|, p=1,2,3, \ldots
\end{aligned}
$$

$$
\begin{aligned}
& =\max _{t \in I} \left\lvert\, \begin{array}{c}
\mathbb{N}^{-1}\left[\left.\begin{array}{c}
\left.\frac{u^{\alpha}}{s^{*}} \mathbb{N}^{+}\left[\sum_{i=m}^{n-1} L\left[\psi_{n}(x, t)\right]\right]\right] \\
+\mathbb{N}^{-1}\left[\frac{u^{i}}{s^{*}} \mathbb{N}^{+}\left[\sum_{i=m}^{n-1} M\left[\psi_{n}(x, t)\right]\right]\right] \\
\\
+\mathbb{N}^{-1}\left[\frac{u^{*}}{s^{*}} \mathbb{N}^{+}\left[\sum_{i=m+1}^{n} A_{n}(x, t)\right]\right]
\end{array} \right\rvert\,, ~\right.
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \leq L_{1} \max _{t \in I} \mathbb{N}^{-1}\left|\left[\frac{u^{a}}{s^{\kappa}} \mathbb{N}^{+}\left[\left(S_{n-1}\right)-\left(S_{m-1}\right)\right]\right]\right|, \\
& +L_{2} \max _{t \in I} \mathbb{N}^{-1}\left|\left[\frac{u^{a}}{s^{a}} \mathbb{N}^{+}\left[\left(S_{n-1}\right)-\left(S_{m-1}\right)\right]\right]\right| \text {, } \\
& +L_{3} \max _{t \in I} \mathbb{N}^{-1}\left|\left[\frac{u^{*}}{s^{4}} \mathbb{N}^{+}\left[\left(S_{n-1}\right)-\left(S_{m-1}\right)\right]\right]\right| . \\
& =\frac{\left(L_{1}+L_{2}+L_{3}\right) t^{(\alpha-1)}}{(\alpha-1)!}\left\|S_{n-1}+S_{m-1}\right\|
\end{aligned}
$$

Let $n=m+1$; then

$$
\left\|S_{m+1}-S_{m}\right\| \leq \varepsilon\left\|S_{m}-S_{m-1}\right\| \leq \varepsilon^{2}\left\|S_{m-1}-S_{m-2}\right\| \leq \ldots \leq \varepsilon^{m}\left\|S_{1}-S_{0}\right\| .
$$

where $\varepsilon=\frac{\left(L_{1}+L_{2}+L_{3}\right) t^{(\alpha-1)}}{(\alpha-1)!}$ similarly, we have, from the triangle inequality we have

$$
\begin{gathered}
\left\|S_{n}-S_{m}\right\| \leq\left\|S_{m+1}-S_{m}\right\|+\left\|S_{m+2}-S_{m+1}\right\|+\ldots+\left\|S_{n}-S_{n-1}\right\| \\
\leq\left[\varepsilon^{m}+\varepsilon^{m+1}+\ldots+\varepsilon^{n-1}\right] \leq\left\|S_{1}+S_{0}\right\| \\
\leq \varepsilon^{m}\left(\frac{1-\varepsilon^{n-m}}{\varepsilon}\right)\left\|\psi_{1}\right\|
\end{gathered}
$$

since $0<\varepsilon<1$ we have $\left(1-\varepsilon^{n-m}\right)<1$ : then,

$$
\left\|S_{n}-S_{m}\right\| \leq \frac{\varepsilon^{m}}{1-\varepsilon} \max _{t \in I}\left\|\psi_{1}\right\|
$$

However, $\left|\psi_{1}\right|<\infty$ (since $\psi(x, t)$ is bounded) so, as $m \rightarrow \infty$ then $\left\|S_{n}-S_{m}\right\| \rightarrow 0$, hence $\left\{S_{n}\right\}$ is a Cauchy sequence in E so, the series $\sum_{n=0}^{\infty} \psi_{n}$ converges and the proof is complete.

Theorem 3. (Error estimate:) The maximum absolute truncation error of the series solution Equation (28) to Equation (6) is estimated to be:

$$
\max _{t \in I}\left|\psi(x, t)-\sum_{n=1}^{m} \psi_{n}(x, t)\right| \leq \frac{\varepsilon^{m}}{1-\varepsilon} \max _{t \in I}\left\|\psi_{1}\right\|,
$$

Proof of Theorem 3. From Equation (28) and Theorem 2 we have

$$
\left|S_{n}-S_{m}\right| \leq \frac{\varepsilon^{m}}{1-\varepsilon} \max _{t \in I}\left\|\psi_{1}\right\|
$$

as $n \rightarrow \infty$ then $S_{n} \rightarrow \psi(x, t)$ so we have

$$
\left\|\psi(x, t)-S_{m}\right\| \leq \frac{\varepsilon^{m}}{1-\varepsilon} \max _{t \in I}\left\|\psi_{1}(x, t)\right\|
$$

finally, the maximum absolute truncation error in the interval $I$ is

$$
\max _{t \in I}\left|\psi(x, t)-\sum_{n=1}^{m} \psi_{n}(x, t)\right| \leq \max _{t \in I} \frac{\varepsilon^{m}}{1-\varepsilon}\left|\psi_{1}(x, t)\right|=\frac{\varepsilon^{m}}{1-\varepsilon}\left\|\psi_{1}(x, t)\right\|
$$

Thus, completing the proof of Theorem (3).

## 5. Numerical Examples

In this section, we demonstrate the applicability of the previous method by the following examples.
Example 1. Consider the following space-fractional homogenous telegraph equation:

$$
\begin{gather*}
\frac{\partial^{\alpha} \psi(x, t)}{\partial t^{\alpha}}=\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)  \tag{30}\\
x, t \geq 0 \quad \text { and } \quad 0<\alpha \leq 2
\end{gather*}
$$

with the initial conditions

$$
\begin{equation*}
\psi(x, 0)=e^{-x} \text { and } \psi_{t}(x, 0)=-e^{-x} \tag{31}
\end{equation*}
$$

## Solution 1

Applying natural transform for Equation (30) w.r.t ( $t$ ) on both sides, we get

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} R(x, s, u)-\frac{s^{\alpha-1}}{u^{\alpha}} \psi(x, 0)-\frac{s^{\alpha-2}}{u^{\alpha-1}} \psi_{t}(x, 0)=\mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right] \tag{32}
\end{equation*}
$$

simplify and substitute the condition Equation (31), we get

$$
\begin{equation*}
R(x, s, u)=\frac{1}{s} e^{x}-\frac{u}{s^{2}} e^{x}+\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right] \tag{33}
\end{equation*}
$$

using the inverse natural transform for Equation (33), we have

$$
\begin{equation*}
\psi(x, t)=e^{x}-t e^{x}+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right]\right] \tag{34}
\end{equation*}
$$

the correction function for Equation (34), is given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} \psi_{n+1}(x, t)=e^{-x}-t e^{-x}+\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} \psi_{n}(x, t)\right]\right] \tag{35}
\end{equation*}
$$

the initial term

$$
\begin{equation*}
\psi_{0}(x, t)=e^{x}-t e^{x} \tag{36}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\psi_{n+1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} \psi_{n}(x, t)\right]\right], n \geq 0 \tag{37}
\end{equation*}
$$

the first 3rd terms is given by

$$
\begin{align*}
& \psi_{1}(x, t)=\frac{t^{\alpha}}{\Gamma(\alpha+1)} e^{x}, \\
& \psi_{2}(x, t)=-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)} e^{x},  \tag{38}\\
& \psi_{3}(x, t)=\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)} e^{x},
\end{align*}
$$

then general form is successive approximation is given by

$$
\begin{gather*}
\psi_{n}(x, t)=e^{x}\left(1-t+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)}+\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)}-\ldots\right)  \tag{39}\\
\psi_{n}(x, t)=e^{x}\left[1+\sum_{k=0}^{\infty}(-1)^{k+1}\left[\frac{t^{k \alpha-k+1}}{\Gamma(k \alpha-k+2)}\right]\right] \tag{40}
\end{gather*}
$$

when $\alpha=2$ we get

$$
\begin{equation*}
\psi(x, t)=e^{x-t} \tag{41}
\end{equation*}
$$

Example 2. Consider the following space-fractional non-homogenous telegraph equation:

$$
\begin{gather*}
\frac{\partial^{\alpha} \psi(x, t)}{\partial t^{\alpha}}=\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)+x^{2}+t-1,  \tag{42}\\
x, t \geq 0 \text { and } 0<\alpha \leq 2
\end{gather*}
$$

with the initial conditions

$$
\begin{equation*}
\psi(x, 0)=x^{2} \text { and } \psi_{t}(x, 0)=1 \tag{43}
\end{equation*}
$$

## Solution 2

Applying natural transform for both sides of Equation (42), we have

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} R(x, s, u)-\frac{s^{\alpha-1}}{u^{\alpha}} \psi(x, 0)-\frac{s^{\alpha-2}}{u^{\alpha-1}} \psi_{t}(x, 0)=\mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right]+\mathbb{N}^{+}\left[x^{2}+t-1\right], \tag{44}
\end{equation*}
$$

by simplifying and substitute the conditions, we obtain

$$
\begin{equation*}
R(x, s, u)=\frac{1}{s} x^{2}+\frac{u}{s^{2}}+\frac{u^{\alpha}}{s^{\alpha+1}} x^{2}+\frac{u^{\alpha+1}}{s^{\alpha+2}}-\frac{u^{\alpha}}{s^{\alpha+1}}+\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial t^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right] . \tag{45}
\end{equation*}
$$

On using inverse natural transform Equation (45), we have

$$
\begin{equation*}
\psi(x, t)=x^{2}+t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)}+\mathbb{N}^{-}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\frac{\partial \psi(x, t)}{\partial t}-\psi(x, t)\right]\right], \tag{46}
\end{equation*}
$$

therefore

$$
\begin{align*}
& \sum_{n=0}^{\infty} \psi_{n}(x, t)=x^{2}+t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)}  \tag{47}\\
& +\mathbb{N}^{-}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} \psi_{n}(x, t)\right]\right],
\end{align*}
$$

the initial term

$$
\begin{equation*}
\psi_{0}(x, t)=x^{2}+t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)}, \tag{48}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} \psi_{n+1}(x, t)=\mathbb{N}^{-1}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}-\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} \psi_{n}(x, t)\right]\right], n \geq 0 \tag{49}
\end{equation*}
$$

Now the components of the series solution are given by

$$
\begin{align*}
\begin{aligned}
& \psi_{1}(x, t)=\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}-\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}+2 \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
&-\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)}+\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)}-\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} x^{2}-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)} x^{2} \\
& \begin{aligned}
& \psi_{2}(x, t)= \\
&-2 \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}+\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)}-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} x^{2} \\
&+\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)} x^{2}-5 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha+2)}-3 \frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}+2 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha)} x^{2} \\
& \quad-\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)}+\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} x^{2}+\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)} x^{2} \\
& \psi_{3}(x, t)=5 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha+2)}+3 \frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}-2 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha)} x^{2}+\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)}-\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)} \\
&-\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} x^{2}-\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)} x^{2}+\frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}-\frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)} x^{2}+7 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)}-3 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)} x^{2} \\
&-2 \frac{t^{4 \alpha+1}}{\Gamma(4 \alpha)}+5 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)}+8 \frac{t^{4 \alpha-2}}{\Gamma(4 \alpha-1)}-3 \frac{t^{4 \alpha-2}}{\Gamma(4 \alpha-1)} x^{2}+\frac{t^{4 \alpha-3}}{\Gamma(4 \alpha-2)}-\frac{t^{4 \alpha-3}}{\Gamma(4 \alpha-2)} x^{2}
\end{aligned}
\end{aligned} .
\end{align*}
$$

Substituting Equations (48) and (50) into Equation (47) gives the solution in a series form by

$$
\begin{aligned}
\sum_{n=0}^{\infty} \psi_{n}(x, t)= & \psi_{0}(x, t)+\psi_{1}(x, t)+\psi_{2}(x, t)+\ldots \\
\psi(x, t)= & x^{2}+t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
& +\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t^{\alpha}}{\Gamma(\alpha+1)} x^{2}-\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}+2 \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
& -\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)}+\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)}-\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} x^{2}-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)} x^{2} \\
& -2 \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}+\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)}-\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} x^{2} \\
& +\frac{t^{2 \alpha-1}}{\Gamma(2 \alpha)} x^{2}-5 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha+2)}-3 \frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}+2 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha)} x^{2} \\
& -\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)}+\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} x^{2}+\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)} x^{2} \\
& +5 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha+2)}+3 \frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}-2 \frac{t^{3 \alpha-1}}{\Gamma(3 \alpha)} x^{2}+\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)}-\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)} \\
& -\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} x^{2}-\frac{t^{3 \alpha-2}}{\Gamma(3 \alpha-1)} x^{2}+\frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}-\frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)} x^{2}+7 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)}-3 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)} x^{2} \\
& -2 \frac{t^{4 \alpha+1}}{\Gamma(4 \alpha)}+5 \frac{t^{4 \alpha-1}}{\Gamma(4 \alpha)}+8 \frac{t^{4 \alpha-2}}{\Gamma(4 \alpha-1)}-3 \frac{t^{4 \alpha-2}}{\Gamma(4 \alpha-1)} x^{2}+\frac{t^{4 \alpha-3}}{\Gamma(4 \alpha-2)}-\frac{t^{4 \alpha-3}}{\Gamma(4 \alpha-2)} x^{2}
\end{aligned}
$$

at $\alpha=2$, we obtain the exact solution of standard telegraph equation

$$
\begin{equation*}
\psi(x, t)=t+x^{2} \tag{51}
\end{equation*}
$$

Example 3. Consider the following space-fractional nonlinear telegraph equation:

$$
\begin{align*}
& \frac{\partial^{\alpha} \psi(x, t)}{\partial t^{\alpha}}=\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}+\frac{\partial \psi(x, t)}{\partial t}-\psi^{2}(x, t)+x \psi(x, t) \psi_{x}(x, t),  \tag{52}\\
& x, t \geq 0 \text { and } 0<\alpha \leq 2
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
\psi(x, 0)=x \text { and } \psi_{t}(x, 0)=x . \tag{53}
\end{equation*}
$$

## Solution 3

By taking natural transform for Equation (52), we have

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} R(x, s, u)-\frac{s^{\alpha-1}}{u^{\alpha}} \psi(x, 0)-\frac{s^{\alpha-2}}{u^{\alpha-1}} \psi_{t}(x, 0)=\mathbb{N}^{+}\left[\frac{\partial \psi^{2}(x, t)}{\partial x^{2}}+\frac{\partial \psi(x, t)}{\partial t}-\psi^{2}(x, t)+x \psi(x, t) \psi_{x}(x, t)\right], \tag{54}
\end{equation*}
$$

arrangement and substitute the initial condition, we get

$$
\begin{equation*}
R(x, s, u)=\frac{1}{s} x+\frac{u}{s^{2}} x+\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial \psi^{2}(x, t)}{\partial x^{2}}+\frac{\partial \psi(x, t)}{\partial t}-\psi^{2}(x, t)+x \psi(x, t) \psi_{x}(x, t)\right]\right] \tag{55}
\end{equation*}
$$

applying the inverse natural transform for Equation (55), we have

$$
\begin{equation*}
\psi(x, t)=x+t x+\mathbb{N}^{-}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\frac{\partial \psi^{2}(x, t)}{\partial x^{2}}+\frac{\partial \psi(x, t)}{\partial t}-\psi^{2}(x, t)+x \psi(x, t) \psi_{x}(x, t)\right]\right], \tag{56}
\end{equation*}
$$

hence

$$
\begin{equation*}
\sum_{n=0}^{\infty} \psi_{n+1}(x, t)=(x+t x)+\mathbb{N}^{-}\left[\frac{u^{\alpha}}{s^{\alpha}} \mathbb{N}^{+}\left[\sum_{n=0}^{\infty} \frac{\partial^{2} \psi_{n}(x, t)}{\partial x^{2}}+\sum_{n=0}^{\infty} \frac{\partial \psi_{n}(x, t)}{\partial t}-\sum_{n=0}^{\infty} A_{n}(x, t)+x \sum_{n=0}^{\infty} B_{n}(x, t)\right]\right] \tag{57}
\end{equation*}
$$

the initial term

$$
\begin{equation*}
\psi_{0}(x, t)=(x+t x) \tag{58}
\end{equation*}
$$

Now the components of the series solution are given by

$$
\begin{align*}
\psi_{1}(x, t)=\mathbb{N}^{-}\left[\frac { u ^ { \alpha } } { s ^ { \alpha } } \mathbb { N } ^ { + } \left[\frac{\partial^{2} \psi_{0}(x, t)}{\partial x^{2}}\right.\right. & \left.\left.+\frac{\partial \psi_{0}(x, t)}{\partial t}-A_{0}(x, t)+x B_{0}(x, t)\right]\right]  \tag{59}\\
\psi_{1}(x, t) & =\left(\frac{t^{\alpha}}{\Gamma(\alpha+1)} x\right) \\
\psi_{2}(x, t) & =\left(\frac{t^{\alpha+1}}{\Gamma(\alpha+2)} x\right)  \tag{60}\\
\psi_{3}(x, t) & =\left(\frac{t^{\alpha+2}}{\Gamma(\alpha+3)} x\right) .
\end{align*}
$$

Since

$$
\begin{gather*}
\psi_{n}(x, t)=\psi_{0}(x, t)+\psi_{1}(x, t)+\psi_{2}(x, t)+\psi_{3}(x, t)+\ldots  \tag{61}\\
\psi(x, t)=x+t x+\frac{t^{\alpha}}{\Gamma(\alpha+1)} x+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)} x+\frac{t^{\alpha+2}}{\Gamma(\alpha+3)} x+\ldots \tag{62}
\end{gather*}
$$

by substituting $\alpha=2$ in Equation (62), we obtain the exact solution of standard telegraph equation in the following form:

$$
\begin{equation*}
\psi(x, t)=x e^{t} \tag{63}
\end{equation*}
$$

## 6. Numerical Result

In this section, we shall illustrate the accuracy and efficiency of the (NTDM) by comparing the approximate and exact solution.

Figure 1 confirm the accuracy and efficiency of the natural transform and Adomian decomposition method and discuss the behavior of exact solution and approximate solutions Equation (30) obtained by (NTDM) for the special case $\alpha=2$ for example (1). We see that Table 1 illustrated the absolute error by computing $\psi=\left|\psi-\psi_{10}\right|$ where $\psi$ is the exact solution and $\psi_{10}$ is approximate solution of Equation (30) obtained by truncating the respective solution series Equation (40) at $\psi_{10}$. Approximate solutions converge very swiftly to the exact solutions in only 10th order approximations i.e., approximate solutions are nearly identical to the exact solutions. The accuracy of the result can be amelioration by generating more terms of the approximate solutions.

Figure 2 shows the exact solution and the approximate solution Equation (30) obtained by natural transform and Adomian decomposition method when $\alpha$ decreasing then the $\psi$ decreasing.

Table 2 discuss the solution of Example 1 by choosing different values of $t=\{0,0.5,1,1.5,2\}$ and the values of $\psi(x, t)$ decreasing when $t$ increasing for different values of $\alpha=1.99,1.98$ and 1.97.

Figure 3 shows when setting $\alpha=2$ in the nth approximations and canceling noise terms yields the exact solution $\psi=\left|\psi-\psi_{10}\right|$ as $n \rightarrow \infty$. The analytical solution for the exact solution and the approximate solution Equation (42) obtained by natural transform and Adomian decomposition method. In addition, the exact solution is presented graphically in Figure 3.

The exact and approximate solutions of Equation (52) are presented graphically in Figure 4, the approximate solution is given at $\alpha=1.99,1.98$ and 1.97. The value of the solution satisfies Equation (52) see in Table 3 for the values $\alpha=1.99,1.98$ and 1.97.


Figure 1. The Exact and Approximate Solutions of $\psi(x, t)$ for Example 1 for $\alpha=2$.
Table 1. Exact and Approximate Solution of $\psi(x, t)$ for Example 1.

| $t$ | Exact Solution | Approximate Sol | $\psi=\left\|\psi-\psi_{\mathbf{1 0}}\right\|$ |
| :---: | :--- | :---: | :---: |
| 0.0 | 1.648721270700128 | 1.648721270700128 | 0.0 |
| 0.5 | 1.0 | 1.000000000040401 | $4.040101586 e-11$ |
| 1.0 | 0.606530659712633 | 0.606530742852590 | $8.313995659 e-8$ |
| 1.5 | 0.367879441171442 | 0.367886690723836 | $7.249552393 e-6$ |
| 2.0 | 0.223130160148429 | 0.223303762933655 | $1.569783692 e-4$ |

Table 2. Approximate Solution of $\psi(x, t)$ for Example 1.

| $t$ | $\alpha=\mathbf{1 . 9 9}$ | $\alpha=\mathbf{1 . 9 8}$ | $\alpha=\mathbf{1 . 9 7}$ |
| :---: | :---: | :---: | :---: |
| 0.0 | 1.648721270700128 | 1.648721270700128 | 1.648721270700128 |
| 0.5 | 1.002243362235993 | 1.004498274095028 | 1.006764389796932 |
| 1.0 | 0.609569757949665 | 0.612585971492061 | 0.615579284214978 |
| 1.5 | 0.369222108754806 | 0.371788163947318 | 0.370522335669580 |
| 2.0 | 0.221291547575669 | 0.219269844467107 | 0.217240584657229 |



Figure 2. The Exact Solutions and Approximate Solutions of $\psi(x, t)$ for Example 1 for different value for $\alpha$.


Figure 3. The exact solution of $\psi(x, t)$ for Example 2.
Table 3. Approximate solution of $\psi(x, t)$ for Example 3.

| $t$ | Exact Solution | $\alpha=\mathbf{1 . 9 5}$ | $\alpha=\mathbf{1 . 9 0}$ | $\alpha=\mathbf{1 . 8 5}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.5 | 0.5 | 0.5 | 1.5 |
| 5.0 | 0.824360635350064 | 0.830817752645242 | 0.837755999175080 | 0.845202109327201 |
| 1.0 | 1.359140914229523 | 1.378259288907402 | 1.398076433466764 | 1.418592017094073 |
| 1.5 | 2.240844535169032 | 2.276244404149126 | 2.312171661003479 | 2.348587393416824 |
| 2.0 | 3.694528049465325 | 3.748855797997422 | 3.803171995755493 | 3.857406067787722 |



Figure 4. The approximate solutions of $\psi(x, t)$ for Example 3 for $\alpha=1.95, \alpha=1.90, \alpha=1.85$ and exact solution.

## 7. Conclusions

We have successfully applied the natural transform and Adomian decomposition method to obtain the approximate solutions of the fractional telegraph equation. The (NTDM) give us small error and high convergence. As seen in Tables 1-3, errors are very small, and sometimes deflate as shown in Table 3. These techniques lead us to say that the method is accurate and efficient according to theoretical analysis and examples 3 and 4 the exact solution and approximate solution of $\psi(x, t)$ are equal at $\alpha=2$ the absolute error equal zero.
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