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Abstract: This paper presents a large-scale Domain Decomposition Method (DDM) based Direct
Numerical Simulation (DNS) for predicting the behavior of indoor airflow, where the aim is to design a
comfortable and efficient indoor air environment of modern buildings. An analogy of the single-phase
convection problems is applied, and the pressure stabilized domain decomposition method is used to
symmetrize the linear systems of Navier-Stokes equations and the convection-diffusion equation.
Furthermore, a balancing preconditioned conjugate gradient method is utilized to deal with the
interface problem caused by domain decomposition. The entire simulation model is validated by
comparing the numerical results with that of recognized experimental and numerical data from
previous literature. The transient behavior of indoor airflow and its complexity in the ventilated
room are discussed; the velocity and vortex distribution of airflow are investigated, and its possible
influence on particle accumulation is classified.

Keywords: indoor ventilation; turbulent flow; balancing domain decomposition method; large-scale
numerical simulation

1. Introduction

The Heating, Ventilation and Air Conditioning (HVAC) system has become the primary mechanism
for maintaining the acceptable indoor air quality in modern buildings. Thus, the proper design of
HVAC systems is strongly connected to physical health [1–5]. However, one problem associated with
HVAC systems is that, in a typical working environment involving the emission of gases or dust, it
is necessary to select a high enough ventilation flow rate to remove the generated air contaminants
such as PM2.5 [6–8]. However, the ventilation rate also implies increasing the ventilated heat from
the indoor environment, which of course reduces the building’s energy management efficiency [9–11].
One solution to this problem is the efficiency improvement of ventilation systems, minimizing the
required increases in ventilation rates and energy consumption. In this case, efficiency means that the
properly conditioned ventilation air is effectively delivered to indoor space instead of individually to
the mechanical performance of the ventilation system. In order to analyze the efficiency of air delivery,
the connections between geometric room parameters and the airflow patterns they produce need to be
determined [6,9,12,13].

According to many researchers, computational fluid dynamics (CFD) of the flow field and pollutant
transport is becoming more and more valuable for assessing indoor ventilation designs [14–16].
Furthermore, due to ongoing developments for maximizing the computational power of computers,
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numerical simulations for indoor airflow prediction are becoming more commonly employed for the
design process [11,17,18]. There are several investigations conducted under the condition of idealized
indoor space, especially involving rooms with complex structures, by researchers like Yudison [19],
Lu [11], Kao [20], Loannis [15], Chung [10]. During the design process, many complex elements must
be considered, e.g. modeling the complex geometries, which may lead to a flow field that involves
turbulence, recirculation, flow separation and buoyancy [6]. Based on the conclusion drew by Guerra,
all present turbulence models fail to accurately represent three-dimensional (3D) boundary layers,
especially the separation boundary layers [21]. Moreover, existing turbulence models are developed
based on the assumption of involving a high Reynolds number, which is inadequate for low-speed
airflows as typically encountered in modern buildings [18,22–24].

The ability of simulations to demonstrate the effect of obstructions on airflow is another critical
problem that must be considered. Large streamline curvatures are commonly caused by the presence
of massive objects, which may lead to strains that simple turbulence models cannot correctly represent.
Furthermore, all numerical models need to be validated by experimental data, but the dearth of this
kind of data has impeded the further study of even slightly complicated indoor air flows [16,25].

In order to assist the exploration of potential application of DNS methods based on DDM on
indoor air ventilation design, this paper compares our DNS results with previous studies from [6],
including the 3D Computational Fluid Dynamics (CFD) results with Laser Doppler Anemometry
(LDA) data, Particle Imagine Velocimetry (PIV) measurements of airflow in an isothermal model room
as well as other forms of simulation results [26]. Since the real situation in indoor spaces is complicated
as a result of the problems such as moving boundaries and temperature gradients, the primary purpose
of this study is to evaluate the effectiveness of the DNS by a domain decomposition method (DDM) in
capturing the detailed flow near substantial flow obstruction.

Indoor airflows are usually characterized by low-Reynolds number (LRN) turbulence. Turbulent
flow, the dominant flow pattern in indoor airflow, is mainly solved by three methods: Direct
Numerical Simulation (DNS), Large Eddy Simulation (LES) and Reynolds-averaged Navier-Stokes
(RANS) [22–24,27]. LES and RANS are more reliable under the condition of high Reynolds number.
DNS provides the most accurate description of indoor airflow. Meanwhile, researchers have also
attempted to adopt other models, such as v2

− f [28]. Utilizing the open-source computational platform
ADVENTURE, a DNS solver based on DDM for a large-scale simulation is developed in this work,
and an indoor ventilation model is numerically simulated. In this method, the linear systems of
Navier-Stokes equations and the convection-diffusion equation has been symmetrized with a pressure
stabilized DDM. Moreover, a balancing preconditioned conjugate gradient method is utilized to
solve the interface problem caused by domain decomposition. The research process includes model
construction, boundary conditions setting, mesh division, numerical computation and analysis of the
results. Based on the results obtained from the simulation, it is reasonable to demonstrate that the
numerical results agree with the collected experimental data. According to comparison, DNS based
on DDM is more accurate and reliable than k− ε model, large eddy simulation and v2

− f . Therefore,
large scale simulation with DNS based on DDM is a relatively accurate way to estimate the indoor
airflow behavior, which could be an assistant to a better ventilation environment management.

This paper is arranged as follows: Section 2 gives a brief description of the governing equations
in the numerical model and the domain decomposition method (DDM). Section 3 gives the parallel
efficiency of the present scheme, the model structure and its parameter settings. Numerical results and
its analysis are presented in Section 4 and conclusions are drawn in Section 5.

2. Methods

2.1. Governing Equations

For a three-dimensional domain polyhedral domain Ω ⊂ R3, let ∂Ω be the boundary.
The parameter H1(Ω) is the first-order Sobolev space and L2(Ω) is the space of square-summable
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functions on Ω. Under the assumption that the flow field is incompressible and viscous, the model
is solved by finding a combination of (u, p,ω) in space H1(Ω)3

× L2(Ω) ×H1(Ω), such that for any
t ∈ (0, T), the following set of equations [29] hold:

Du
Dt −

1
ρ∇ · σ = 1

ρβ(ωr −ω)g,
∇ · u = 0
Dω
Dt − α∇

2ω = S.
(1)

where D
Dt =

(
∂
∂t + u · ∇

)
is the material derivative operator; u is the velocity vector [m/s]; ρ is the density

[kg/m3]; g is the gravity force[m/s2]; β is the dimensionless concentration expansion coefficient; ω
and ωr is the mass concentration and reference mass concentration, respectively; α is the diffusion
coefficient [m2/s] and S is the source term [1/s]; σ(u, p) is the stress tensor [N/m2] defined as:

σi j(u, p) ≡ −pδi j + µ

(
∂ui
∂x j

+
∂u j

∂xi

)
, i, j = 1, 2, 3, . . . , n. (2)

With the Kronecker delta δi j and the viscosity µ [kg/ms]; p is the relative pressure [Pa] (reference
pressure equals 101.325 kPa). Initial velocity u0 is applied in Ω at t = 0. Dirichlet boundary conditions are

u = û, on Γ1 × (0, T), (3)

and the Neumann boundary conditions are given as:

σi jn j = 0, on ∂Ω\Γ1 × (0, T), (4)

where Γ1 ⊂ ∂Ω and n is the outward normal direction to ∂Ω. An initial concentration ω0 is applied in
Ω at t = 0 and the Dirichlet and Neumann boundary conditions are shown as follows:{

ω = ω̂, on Γ2 × (0, T),
α∂ω∂n = 0, on ∂Ω\Γ2 × (0, T).

(5)

where Γ2 ⊂ ∂Ω, n is the outward normal vector to ∂Ω.

2.2. Characteristic Finite Element Scheme

The equations are linearized by using a characteristic finite element scheme [30], where the
material derivative in Equation (1) at the nth time step tn is denoted as

D
Dt
φ =

φn
−φn−1

(
ξ
(
un−1

))
∆t

, (6)

where φ stands for u and ω in Equation (1) respectively, and the so-called characteristic curve of
ξ : (0, T)→ R3 is a solution of the ordinary differential equation:{

ξ(t) = u(x, t),
ξ(tn) = x.

(7)

With the 1st-order approximation ξ(tn−1) = ξ1(un−1, ∆t)(x) + O(∆t2), the material derivative
operator can be linearized as follow:

D
Dt
φ ≈

φn
−φn−1

(
ξ1

(
un−1, ∆t

))
∆t

≡ D̂M. (8)
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Let =h ≡ {K}h denote a triangulation of Ω consisting of tetrahedral elements, where the subscript
h denotes the representative length of the triangulation. The notations for finite element spaces are as
follows: 

Xh ≡
{
vh ∈ C0(Ω)3; vh

∣∣∣∣K ∈ P1(K)
3,∀K ∈ =h

}
,

Mh ≡
{
qh ∈ C0(Ω); qh

∣∣∣K ∈ P1(K),∀K ∈ =h
}
,

Vh(û) ≡
{
vh ∈ Xh; vh(P) = û(P),∀P ∈ Γ1

}
,

Θh
(_
ω
)
≡

{
θh ∈Mh;θh(P) = ω̂(P),∀P ∈ Γ2

}
,

Vh ≡ Vh(0), Qh = Mh, Θh ≡ Θh(0).

(9)

Note that piecewise linear interpolations are employed for both velocity and pressure, which does
not satisfy the “inf-sup” condition, as proposed in [31]; therefore, to enhance the link between velocity
and pressure space, a stabilization method for the saddle point problem [32] is utilized in this work,
and the finite element scheme for the flow field in Equation (1) reads as follows:

Finding
{(

un
h , pn

h

)
∈ Vh(g) ×Qh

}NT

n=1
such that〈

D̂u, vh

〉
+ b1

(
un

h , vh
)
+ b2

(
vh, pn

h

)
+ b2

(
un

h , qh
)
+∑

K∈=h

τK

〈
∇pn

h , −∇qh
〉

K
=

〈
β
(
ωr −ωn

h

)
g, vh

〉
+

∑
K∈=h

τK

〈
β
(
ωr −ωn

h

)
g,−∇qh

〉
K

. (10)

Let 〈·, ·〉 defines the L2 inner product, then the continuous bilinear forms b1 and b2 in Equation (10)
are introduced as:

b1(u, v) ≡
2µ
ρ

〈
D(u), D(v)

〉
, (11)

where D(u) = 1
2 [∇u + (∇u)T], and

b2(u, v) ≡ −
〈
∇ · u, q

〉
, (12)

respectively. The stabilization parameter:

τK = min

∆t
2

,
hK

2‖un−1
h ‖

∞

,
ρh2

k
24µ

. (13)

where hK denotes the maximum diameter of an element K, and ‖ · ‖∞ is the infinity norm. Similarly, the

finite element scheme for the concentration convection component of Equation (1) finds
{
ωn

h ∈ Θh
}NT

n=1
,

such that: 〈
D̂ω,θh

〉
+

〈
α∇ωn

h ,∇θh
〉
=

〈
Sn,θh

〉
. (14)

A weak coupling of Finite Element scheme of Equation (10) and Equation (14) is applied in practice;
the element searching algorithm for the Lagrange-Galerkin method only needs to be implemented
once in a non-steady loop [11].

2.3. Domain Decomposition Method

The finite element discretization of governing equations yields a linear system of the form:

KGxG = b, (15)

where KG is the global stiffness matrix, xG is the unknown vector, which consists of velocity, pressure
and concentration at each node. and b is the known vector from the reshaped Equation (10) and
Equation (14) By the domain decomposition method (DDM), Ω is decomposed into N non-overlapping
subdomains Ω(i) and the substructuring is performed as follows [33]:

KG =
∑
i≤N

ϕ
(i)
I K(i)ϕ

(i)
I

T. (16)
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where K(i) is the local stiffness matrix corresponding to a subdomain, ϕ(i)
I

T is the mapping matrix

which translates the global indices of the nodes into local numbering: x(i) = ϕ
(i)
I

TxG. Let V(i) be the
space of the interface degrees of freedom (DOF) for the subdomain and V denote the space of all
degrees on Γ. The subdomain stiffness matrix is split accordingly as follows:

K(i) =

 K(i)
CC K(i)

CI
K(i)

IC K(i)
II

.

x(i) =

 x(i)C
x(i)I

.
(17)

where the subscript C and I denotes the DOF in the interior and interface of the subdomain, respectively.
After the Gauss elimination of the inner DOF, the linear system of interface DOF becomes:

SxI = f . (18)

where f is the relative right-hand side vector: f =
∑

i≤N
bC −K(i)

CI

(
K(i)

II

)−1
bI, S : V → V is the Schur

complement matrix, let S(i) denote the local Schur complement matrix, the Schur complement matrix
is constructed as follows: 

S =
∑

i≤N
ϕ
(i)
I S(i)ϕ

(i)
I

T.

S(i) = K(i)
II −K(i)

CI
T
(
K(i)

CC

)−1
K(i)

CI .
(19)

In order to challenge large scale simulation, a preconditioning technique for Equation (18) is of
the form of:

PSxI = P f . (20)

where the preconditioning operator P is a non-singular matrix. The original DDM, which employs
the local Schur complement as the local operator, is numerically very efficient; however, due to the
drawback of lacking the mechanisms for exchanging information between the subdomains, the original
DDM suffers from the singularities errors caused by the floating subdomains [34]; it is not an efficient
for large scale problems due to the low parallel efficiency. To prevent the propagation of error when
the number of subdomains increase, Mandel [35] proposed to add a coarse problem to the original
DDM, which is generated by the attempt to guarantee the solvability of the local problems.

Let D(i) be a weighted function to exchange information between subdomains and ψ(i) be the
prolongation operators from Ω(i) to Ω. The global coarse space Ω̂ is constructed by:

Ω̂ =

v ∈ V|v =
N∑

i=1

ψ(i)D(i)Z(i)x, x ∈ V(i)

. (21)

where Z(i) are the local coarse matrices, which are crucial to the efficiency of solving the Schur
complement system in Equation (14) For the flow problem in this work, the local coarse matrices are
constructed by:

Z(i) =
∑
j≤Ni

ψ
(i)
j I. (22)

where I is the identity matrix and Ni is the number of all nodes on the interface of Ω(i); ψ(i)
j denotes the

mapping operators from point to the interface.
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The matrix form of the BDD preconditioner is written as:

P =
(
Q̂ +

(
I − Q̂S

)
Q
(
I − SQ̂

))
S−1. (23)

where Q̂ and Q denote the solver of a coarse problem and local problem [33,35], respectively.
A Neumann-Neumann algorithm is a convenient option of the solver for the problem Q; however, a
diagonal scaling preconditioning, which was employed in this work, performs better in computation.
The observation which has been also reported in ref. [36–38].

3. Numerical Simulation

This section evaluates the parallel performance of the BDD preconditioner present in this paper.
A comparison with experimental measurement is also proposed in this section for the validation
of the proposed scheme. The tolerance of the Euclidian norm of the residual in the preconditioned
CG iteration is set to 10−6, when the criterion of the non-steady iteration is set to 10−4 using the

element-based
(
H1

)3
× L2

×H1 norm defined in [39].

3.1. DDM for large scale computation

In order to evaluate the parallel scalability of the BDD preconditioners, a thermal-driven cavity
problem is selected as the typical example to test the algorithm on the Tianhe-II supercomputer. Figure 1
presents the result of the numerical test, where “None” denotes the case without any preconditioner
employed, and “BDD” denotes the case employing the BDD preconditioner introduced by Equation (17).Symmetry 2019, 11, x FOR PEER REVIEW 7 of 14 
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In the testing case, the model is divided into 80 parts (processor elements) in total, and the results
are obtained from the tests with different numbers of subdomains in each part and 50,000 non-steady
steps (the time step ∆t = 0.01 s).

The rapid growth of the condition number comes with the increasing of the amount of the
subdomains is another reason to utilize BDD as a preconditioner of the problem. To assess the progress
made by the BDD preconditioner, Figure 1a shows the result of a numerical scalability test. As the
curve shows, the number of the BDD iterations remains at a low level, whereas the non-BDD iterations
keep increasing as the number of the subdomains increases. Accordingly, the BDD preconditioner is
proven to be more appropriate for large-scale computation for its excellent convergence. Nevertheless,
a “trade-off” strategy is still necessary for parameterization. Figure 1b demonstrate the “strong
scalability” test, including the speed-up of the CG iterations (denoted by “CG iteration”) and the
non-stationary time step (denoted by “time step”) with a different number of processes. Excessive
decomposition of the computation model would bring enormous memory consumption, which would
restrict the growth of the parallel efficiency shown in Figure 1b.

3.2. An Indoor Ventilation Model

The experimental model is shown in Figure 2. The entire Zone is divided by a partition, and the
right side is named as Zone 1 while the left side is named as Zone 2. There is a ventilation outlet in
Zone 2 and a ventilation inlet in Zone 1. Both the inlet and outlet are ventilation ducts. A partition is
located in the lower space of the middle of the room model, which is shown in Figure 2.
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Figure 2. An indoor ventilation model.

The reconstructed room model comes from the study of J. D. Posner, C. R. Buchanan, D.
Dunn-Rankin* [3], the model has a floor area of 91.4 cm × 45.7 cm with a height of 30.5 cm and a
15.25 cm high partition is built in the middle of the room to separate the two Zones. The horizontal
cross-section area of ventilation inlet and ventilation outlet are both 10 cm × 10 cm, and the height
of both inlet and outlet ventilation ducts are 0.020m. Air enters the room from the inlet vent, flows
through Zone 1 and Zone 2, eventually exits through the outlet vent.

3.3. Parameters and Conditions

The characteristic length of the inlet vent is0.1 m with the vertical inlet speed of 0.235 m/s.
The relative pressure employed in the whole outlet vent and at a point on the inlet vent is set to
zero. During the process of simulation, fluid temperature is held constant at 23 ◦C, which is the
same as the temperature in the Lab when proceeding the measurement. Therefore, the coefficients
in the equations can be considered as constants: the air density is ρ = 1.18 kg/m3, the concentration
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expansion coefficient is β = 3.676 × 10−3, the kinematic viscosity is υ = 1.72 × 10−5 m2/s and the
reference mass concentration is ωr = 0. Based on Equation.

Re =
vL
υ

, (24)

the Reynolds number of the inlet flow of this model is calculated to be Re = 1366. For a better setting
of the Dirichlet boundary conditions, which can be applied on faces, edges or points, walls with
thickness of 2 cm is constructed in the simulation, see the partition wall and the inlet and outlet vent in
Figure 3. There are 20 faces in the model, and the velocity of air each face needs to be defined. Thus,
the boundary condition at the ventilation outlet is set as the free boundary, and the velocity on the
walls are defined as û = 0.
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Figure 3. details of meshing: front view (upper) and top view (lower).

This study simulates the real condition of flow, and the velocity equals to 0 throughout the entire
flow field as the initial condition. A grid convergence study of the DNS has been conducted. Time step
size is set at ∆t = 0.01 s, grid size equals to 0.01 m, and approximately 4170000 nodes are generated.
The nodes number in the area of the inlet, outlet, corners of walls and corners of partition are tripled
for the accuracy of the small vortex and the prevention of computation failure. The grid number and
step size are the results of careful consideration of computational efficiency and accuracy. The mesh of
the room model is shown in Figure 3.

According to the efficiency study in the above subsection, the model is set to be divided into 80
parts for optimal parallel efficiency on the computation platform.

4. Results and Analysis

The stationary velocity field (at 30 s) on the vertical plane in the middle of the model room
(the plane in Y = 0.2285 m) is shown in Figure 4. According to the result of the simulation, several
features of flow are observed. The velocity of the jet stream from the inlet duct gradually decreases
during the process of downward moving. Before touching the ground, the stream disperses into the
direction away from Line 1 in space. It may be the reflect velocity of flow at the bottom that leads to
the low-velocity area right under the jet stream, the velocity on Line 1 decreases from the inlet to the
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ground in the magnitude of approximately 100%. There are several local mini relatively high-velocity
areas attached to the Zone 1 side of the partition. The airstream ascends on the partition and gradually
disperses into Zone 2 with velocity decline. The velocity magnitude of air stream rapidly increases
when approaching the outlet vent and the maximum magnitude of velocity reaches 0.39 m/s.
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The comparison between air velocity in the vertical direction along Line 1 (the vertical inlet jet
axis) and experimental data are presented in Figure 5. This figure shows that the data from DNS based
on DDM (‘current’ in Figure 5) agree with the experiment data [6] and relatively more accurate in
reflecting the velocity vary tendency, which means the current simulation result accurately represents
the real velocity behavior of the flow.
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Figure 5. Comparison of velocity along Line 1 (left) and Line 2 (right).

The right part of Figure 5 shows the comparison between simulated and measured vertical
velocity components along the horizontal Line 2 at mid-partition. According to the tendency of curves
and points, the curve of the current result is better to approximate than other data sequences to the
experimental result. Therefore, the reliability and efficiency of DNS based on DDM overweight it of
v2
− f model and other turbulence models.

Figure 6 presents the streamline distribution in the steady phase in perceptive. The right rear of
the model is Zone 1, and the left front of the model is Zone 2. The color system from warm to cool
represents the absolute velocity from high to low. The following features can be observed: in Zone 1,
the velocity magnitude of flow decreases with increasing distance from the inlet vent. Zone 1 is mainly
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controlled by higher-velocity flow, while Zone 2 is mostly occupied by lower velocity flow. Two large
curvature of streamline with the lowest velocity exist near the end of Zone 2. Due to the symmetric
model, the distribution of air streamlines in the whole room model is mainly symmetric.
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These observations are reasonable: Firstly, the viscosity hinders the airflow from the inlet vent
and decreases the speed of airflow. Moreover, the internal friction generated from the velocity gradient
would also cause the shearing force and turbulence. Near the no-slip boundary in Zone 1, there exist
long-term and almost symmetric eddies driven by the inlet flow. For Zone 2, the mechanical energy of
airflow coming from Zone 1 has been dissipated, and the incoming airflow is at relatively low speed.
The meddle-scale eddies generate near the partition and walls, which could raise the dust from Zone 1
into Zone 2 with pollutant and consequently assist the indoor ventilation. However, the low-velocity
flow in Zone 2 cannot deliver the dust due to gravity. Furthermore, the small-scale eddies in Zone 2
generate the dust in a particular direction along the ground. It is what causes the dust and pollutant
accumulation in a room.

The vortex of the whole field is one of the essential factors to evaluate the ventilation rate of eddies
because the vortex reflects the turbulent kinetic energy, which means the driven power of an eddy.
According to the vortex field distribution shown in Figure 7, the highest value of vortex distributes
around the main flow of the jet stream near the inlet duct, and more significantly, there are several
obvious local mini strong-vortex areas over the bottom area of Zone 1. Figure 4 shows a tendency that
the mainstream of airflow is forced to move along the surface of the wall in Zone 1 without touching it
because the no-slip boundary setting at the wall prevents further approaches by the flow. Most space
of Zone 2 has low vortex value except the area near the outlet vent. The triangle area distributed on
the Zone 2 side of the partition is noticeable, and the high possibility of contaminant accumulation in
this area is predictable. The vorticity is significantly smaller in the Zone 2, except for a noticeably large
number of vortexes in the triangular area near the vent. Therefore, the high possibility of pollutant
accumulation in the triangular area is predictable.
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Overall, the DNS based on DDM proposed in this paper provides a new method to numerical
simulate the airflows in a ventilated room since the results shown above have proved that this
simulation is consistent with the experimental measurement. However, the discrepancy between the
current simulation result and the experimental data in Figure 5 (left) shows that there is an inaccuracy
of initial condition (distance less than 0.1 m) at the inlet vent. The cause of the inaccuracy is the
thickness of the inlet (see details between Figure 2: An indoor ventilation model and Figure 3). At the
beginning phase of the simulation, the initial value of relative pressure is set to be zero at a point on
the inlet vent, which is 2 cm higher than the ceiling due to the thickness. The spatial difference of the
model may cause the error in the numerical simulation. Fortunately, the influence of this factor can be
approximately neglected, and the velocity magnitudes match the experimental data better than others
simulation results when the airflow away from the inlet vent in Line 1 (distance greater than 0.1 m in
the left part of Figure 5).

According to the comparison between current simulation and the simulation results conducted
by other papers, the current simulation demonstrates higher accuracy and representative details
of airflow behavior and vortex, which is of great importance in the improvement of indoor
ventilation management.

5. Conclusions

A new method of DNS (Direct Numerical Simulation) based on DDM (Domain Decomposition
Method) from our current algorithm is introduced in this paper for simulating the airflow patterns
through modern building rooms. The flow of air in the ventilated room is simulated using a pressure
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stabilized scheme in a balancing domain decomposition (BDD) system. The proposed simulation
model results are in close agreement with previously reported simulation data, and since the proposed
simulation model shows more essential details than other models, such as the detailed information of
velocity and vortex near the walls, the DNS based on DDM method is more accurate and reliable than
k− ε model, large eddy simulation and v2

− f methods.
The distribution of the vortex field shows that the distribution of air streamlines in the Zone 1 is

different from Zone 2, and a relative vortex-free area exists on the Zone 2 side of the partition (Figure 2
shows how to partition the model and the definition of the Zones and Lines). The partition plays an
essential role in changing the airflow behavior and its distribution. Based on the simulation results,
four main phenomena are indicated: First of all, the inlet stream disperses into the direction away from
Line 1 in space. The flow then ascends on the partition and gradually spreads into Zone 2 with velocity
decline. Additionally, two large curvature of streamlines with the lowest velocity exist near the end
of Zone 2. Moreover, the highest value of vortex distributes around the main flow of the jet stream
locates at the bottom of Zone 1. Last but not least, the triangle area distributed on the Zone 2 side of
the partition is noticeable, and the high possibility of dust accumulation in this area is predictable.

In this case, although only single-phase fluid is simulated, particles can be added into the
simulation by applying a two-phase model. The distribution of particles affects the behavior of flow,
and it also has a significant influence on the health of people in the room. The results of this paper
lay a solid foundation for further study on the indoor airflow of a ventilated room. Further research
is required to find out more elements that are essential to the relationship between a healthy indoor
environment and the room structure.
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