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Abstract: Demographic estimation of human face images involves estimation of age group, gender,
and race, which finds many applications, such as access control, forensics, and surveillance.
Demographic estimation can help in designing such algorithms which lead to better understanding
of the facial aging process and face recognition. Such a study has two parts—demographic estimation
and subsequent face recognition and retrieval. In this paper, first we extract facial-asymmetry-based
demographic informative features to estimate the age group, gender, and race of a given face image.
The demographic features are then used to recognize and retrieve face images. Comparison of
the demographic estimates from a state-of-the-art algorithm and the proposed approach is also
presented. Experimental results on two longitudinal face datasets, the MORPH II and FERET, show
that the proposed approach can compete the existing methods to recognize face images across
aging variations.
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1. Introduction

Recognition of face images is an important yet challenging problem. This challenge mainly
includes pose, illumination, expression, and aging variations. Recognizing face images across aging
variations is called age-invariant face recognition. Despite competitive performance of some existing
methods, recognizing and retrieving face images across aging variations remains a challenging problem.
Facial aging is a complex process owing to variations in the balance, proportions, and symmetry of
the face with varying age, gender, and race [1,2]. More precisely, the age, gender, and race are
correlated in characterizing the facial shapes [3]. In our routine life, we can estimate the age, gender,
and race of our peers quite effectively and easily. However, a number of anthropometric studies
such as [3] suggest significant facial morphological differences among race, gender, and age groups.
The study suggests that the anthropometric measurements for female subjects are smaller than the
corresponding measurements for male subjects. Another study [4] reported the broader faces and noses
for Asians compared to North American Whites. Similarly, some studies on facial aging such as [5]
suggest a change in facial size with change in age during craniofacial growth, with adults developing
a triangular facial shape with some wrinkles. Some studies on sexual dimorphism reveal more
prominent features for male faces compared to female faces [6]. Some studies suggest that different
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populations exhibit different bilateral facial asymmetry. A relationship between facial asymmetry and
sexual dimorphism has been revealed in [7]. In [8], it has been observed that facial masculinization
covaries with bilateral asymmetry in males’ faces. Facial asymmetry increases with increasing age,
as observed in [9,10].

In this paper, we present demographic-assisted recognition and retrieval of face images across
aging variations. More precisely, the proposed approach involves: (i) facial-asymmetry-based
demographic estimation and (ii) demographic-assisted face recognition and retrieval. To this end,
we first estimated the age group, gender, and race of a query face image using facial-asymmetry-based,
demographic-aware features learned by convolutional neural networks (CNNs). Face images were
then recognized and retrieved based on a demographic-assisted re-ranking approach.

The motivation of this study is to answer the following questions.

(1) Does demographic-estimation-based re-ranking improve the face identification and retrieval
performance across aging variations?

(2) What is the individual role of gender, race, and age features in improving face recognition and
retrieval performance?

(3) Do deeply learned asymmetric features perform better or worse compared to existing
handcrafted features?

We organize the rest of this paper as follows. Existing methods on demographic estimation and
face recognition are presented in Section 2. The facial-asymmetry-based demographic estimation
approach is illustrated in Section 3. Section 4 presents the demographic-assisted face recognition and
retrieval approach with experiments and results. Discussion on the results is presented in Section 5,
while the last section concludes this paper.

2. Related Works

Demographic estimation, face recognition, and retrieval have been extensively studied in the
literature. In the following subsections, we provide an overview of some existing methods related to
our work.

2.1. Demographic Estimation

The problem of demographic estimation has been studied extensively in the literature [11–23].
Existing demographic estimation approaches can be grouped into three main categories:
landmarks-based approaches, texture-based approaches, and appearance-based approaches.
Landmarks-based approaches, such as [11], use the distance ratios between facial landmarks to express
the facial shapes of different age groups. However, manual annotation in facial landmark detection
limits the usability of such approaches in automatic demographic estimation systems. Texture-based
approaches, such as [16,17,20], utilize facial texture features, e.g., local binary patterns (LBP), Gabor,
and biologically inspired features (BIF). Although used in many demographic estimation approaches,
high feature dimensionality makes such approaches less efficient. The appearance-based approaches,
such as [11,18,19], adopt facial appearance to discriminate among face images belonging to different
demographic groups.

Recently, some deep-learning-based approaches to demographic estimation have been
proposed [21,22]. In [21], deeply learned features have been used for accurate age estimation using age
difference. In [22], weighted-LBP feature elements are used to estimate the age of a given face image in
the presence of local latency. These methods suggest that deeply learned features have become the
norm for demographic estimation and recognition tasks due to their ability to learn the best features
for these tasks.
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2.2. Recognition and Retrieval of Face Images across Aging Variations

There exists a sizable amount of literature on recognition of age-separated face
images, such as [24–36]. The existing methods can be categorized as generative or discriminative.
The generative methods, such as [24,26], rely on aging synthesis. Despite their success in discriminating
face images across aging variations, these methods are parametric dependent, which limits their
accuracy. In contrast, discriminative methods, such as [27–29], use multiple facial features for robust
recognition across aging variations. Facial asymmetry, which corresponds to the shape, size, and
location of the bilateral landmarks, is another important factor which increases with age [9,37].
During formative years, the human face is more symmetric, while in later years, facial asymmetry is
more prominent. Facial-asymmetry-based features have been used in age-invariant face recognition
in [10,38]. In [10], asymmetric facial features have been used along with local and global features for
face recognition. In [38], age-group estimates have been used to enhance face recognition accuracy.
Symmetrical characteristic of the face has been used in fear estimation in [39].

Recently, some deep learning methods, including [33,40–44], and data driven approaches,
including [45,46], have been proposed for face recognition. In [33], coupled autoencoder networks
have been used to recognize and retrieve face images with temporal variations. Similarly, [40–44]
propose different neural networks to achieve age-invariant face recognition. Data-driven methods
presented in [45,46] are based on cross-aging reference sets to perform face recognition across aging.

2.3. Recognition of Face Images Based on Demographic Estimates

To our knowledge, research on recognition of face images using demographic estimation is quite
limited. Previously, age estimation and face recognition have been combined in [14,38]. However,
these methods use only a single demographic attribute, i.e., age group to recognize face images.

The above presented methods suggest that there is vast scope to develop demographic-assisted
methods to age-invariant face recognition and retrieval. To this end, we propose to use
facial-asymmetry-based deeply learned features to estimate the gender, race, and age group of a given
face image. The same features are then used to re-rank face images to achieve superior recognition
and retrieval results. Such an approach is called demographic-assisted face recognition and retrieval.
Experiments were conducted on two standard datasets, the MORPH II [47] and FERET [48]. MORPH II
is a longitudinal face dataset, with 55,134 face images of more than 13,000 individual subjects. FERET is
another aging dataset, which contains 3540 frontal face images of 1196 individual subjects. The dataset
contains a gallery called fa set and two distinct aging subsets called dup-I and dup-II, containing face
images with small and large aging variations, respectively.

The key statistics of MORPH II and FERET datasets are given in Table 1, while some sample face
images from these datasets are shown in Figure 1.

Table 1. The key statistics of MORPH II and FERET datasets.

Attributes MORPH II
FERET

Fa Set Dup I Set Dup II Set

# Subjects 13,000+ 1196 243 75
# Images 55,134 1196 722 234

# Average
images/subject 4 1 2.97 3.12

Temporal
variations

Minimum: 1
day

Maximum:
1681 days

N/A

Images were acquired later in a time
with maximum temporal variation of

1031 days as compared to
corresponding gallery images

Images were acquired at least
1.5 years later than

corresponding gallery images

Age range 16–77 10–60+
Gender Male, Female Male, Female

Race White, others White, others
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Figure 1. Example face image pairs with age, gender, and race information from FERET (top row),
and MORPH II (bottom row).

3. Demographic Estimation

The proposed approach for demographic estimation consists of two main components:
(i) preprocessing and (ii) learning demographic informative features using CNNs as described in
the following subsections.

3.1. Preprocessing

Face images normally contain various appearance variations including scale, translation, rotation,
illumination, and color cast. To compensate for such variations, we adopted following preprocessing
steps: (i) to correct unwanted color cast, we used a luminance model adopted by NTSC and JPEG [20];
(ii) to mitigate the effects of in-plane rotation and translation, face images were aligned based on
fixed eye locations detected by a publicly available tool, the Face++ [49]; (iii) the aligned face images
were cropped to a common size of 128 × 128 pixels; and (iv) to correct illumination variations due
to shadows and underexposure, we used difference of Gaussian filtering [50]. Figure 2 shows face
preprocessing results for two sample face images of a subject from MORPH II dataset.
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3.2. Demographic Features Extraction

Since we aimed to extract asymmetric facial features for demographic estimation (age group,
gender, and race), it was necessary to have a face representation to extract such features. For this
purpose, each preprocessed face image of size 128 × 128 pixels was divided into 128 × 64 pixels, left
and right half face, such that difference between two halves was minimal. The flipped image of the left
half face was subtracted from the right half face, resulting in 128 × 64 pixels left–right difference half
face. The difference half-face image contained the asymmetric facial variations and was used to extract
the demographic informative features. Figure 3 illustrates the extraction of a difference half face from
a given preprocessed face image.
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Figure 3. Extraction of difference half-face image.

To compute demographic informative features from the difference half-face image, we trained
three convolutional neural networks, A, G, and R, each for age group, gender, and race classification
tasks, respectively. More precisely, networks A, G, and R represented CNNs that took difference
half-face images as input and output class labels with corresponding softmax layers. Network A was
trained for the age classification task such that input face images can be classified into one of the
four age groups. Similarly, networks G and R were trained for binary classification tasks of gender
and race, respectively. Each network consisted of two convolutional layers (conv) followed by batch
normalization and max pooling steps. Two fully connected layers were placed at the end of each
network. The first fully connected layer consisted of 1024 units and the second layer acted as the
output layer with the softmax function. The last layer of network A consisted of four units, each for
one age group. Similarly, the networks G and R contained the last fully connected layer with two
units each for the binary classification tasks of gender and race of input image. Figure 4 illustrates the
CNNs used for demographic estimation, including age group, gender, and race for an arbitrary input
difference face image.

Symmetry 2018, 10, x FOR PEER REVIEW  5 of 17 

 

3.2. Demographic Features Extraction 

Since we aimed to extract asymmetric facial features for demographic estimation (age group, 

gender, and race), it was necessary to have a face representation to extract such features. For this 

purpose, each preprocessed face image of size 128 × 128 pixels was divided into 128 × 64 pixels, left 

and right half face, such that difference between two halves was minimal. The flipped image of the 

left half face was subtracted from the right half face, resulting in 128 × 64 pixels left–right difference 

half face. The difference half-face image contained the asymmetric facial variations and was used to 

extract the demographic informative features. Figure 3 illustrates the extraction of a difference half 

face from a given preprocessed face image. 

 

Figure 3. Extraction of difference half-face image. 

To compute demographic informative features from the difference half-face image, we trained 

three convolutional neural networks, A, G, and R, each for age group, gender, and race classification 

tasks, respectively. More precisely, networks A, G, and R represented CNNs that took difference half-

face images as input and output class labels with corresponding softmax layers. Network A was 

trained for the age classification task such that input face images can be classified into one of the four 

age groups. Similarly, networks G and R were trained for binary classification tasks of gender and 

race, respectively. Each network consisted of two convolutional layers (conv) followed by batch 

normalization and max pooling steps. Two fully connected layers were placed at the end of each 

network. The first fully connected layer consisted of 1024 units and the second layer acted as the 

output layer with the softmax function. The last layer of network A consisted of four units, each for 

one age group. Similarly, the networks G and R contained the last fully connected layer with two 

units each for the binary classification tasks of gender and race of input image. Figure 4 illustrates the 

CNNs used for demographic estimation, including age group, gender, and race for an arbitrary input 

difference face image. 

 

Figure 4. Illustration of networks A, G, and R for demographic classification tasks. Figure 4. Illustration of networks A, G, and R for demographic classification tasks.



Symmetry 2018, 10, 148 6 of 17

3.3. Experimental Results of Demographic Estimation

We performed age group, gender, and race classification on difference half-face images using
simple CNN models. To this end, each difference face image of size h × w was passed through
pretrained networks A, G, and R, each containing two convolutional layers. The choice of the simple
CNN models was motivated by the abstract nature of the asymmetric facial information present in
the difference half-face images. The output Lp of a layer p was a hp × wp × f p feature map, where f is
number of filters in a convolutional layer. Finally, a set S =

{
sp

1 , sp
2 , . . . sp

hp ,wp

}
was obtained at each

location of the feature map for the networks A, G, and R. More precisely, we obtained three sets of
feature vectors, SA =

{
sp

1A, sp
2A, . . . sp

hp ,wp

}
, SG =

{
sp

1G, sp
2G, . . . sp

hp ,wp

}
, and SR =

{
sp

1R, sp
2R, . . . sp

hp ,wp

}
for age, gender, and race features, respectively. To avoid overfitting, we used a cross-validation strategy
to obtain error-aware outputs from each network. Due to significantly imbalanced race distribution in
MORPH II and FERET datasets, we performed binary race estimation between White and other races
(Black, Hispanic, Asian, and African-American). For each classification task, the results are reported in
the form of a confusion matrix, as illustrated in following subsections.

3.3.1. Results on MORPH II Dataset

We used a subset consisting of 20,000 face images from MORPH II dataset. We used 10,000 face
images in training, while 10,000 face images were used in test sets with age ranges of 16–20, 21–30,
31–45, and 46–60+. The performance of the proposed and the Face++ methods [27] for age group,
gender and race estimation is reported in Table 2a–c in the form of confusion matrices. It is worthwhile
to mention that the results were calculated using a 5-fold cross-validation methodology. An overall
age group estimation accuracy of 94.50% with a standard deviation of 1.1 was achieved for our method
compared to the state-of-the-art Face++, which achieves an overall accuracy of 89.15% with a standard
deviation of 1.5. In case of Face++, the subjects (particularly in the age range of 46–60+) are found to be
more baffled with subjects in younger age groups, mainly because of use of facial make-up, resulting
in a younger appearance of the subjects. In contrast, asymmetric features used in the proposed method
are difficult to manipulate by using facial make-up and hence the subjects are less confused with the
corresponding younger age groups. The comparative results of the gender estimation task of the
proposed approach and the Face++ are shown in Table 2b. It can be seen that our method achieved
an overall accuracy of 82.35% with a standard deviation of 0.6 compared to the Face++, which achieved
an overall accuracy of 77.80% with a standard deviation of 0.4. An interesting observation is higher
misclassification rates for females than males achieved by the proposed approach. One possible
explanation for this higher misclassification is frequent extrinsic variations of female faces, such as
facial make-up and varying eyebrow styles.

Table 2. Confusion matrices showing classification accuracies of the proposed and Face++ methods for
(a) age group, (b) gender, and (c) race estimation tasks on MORPH II dataset.

(a)

Actual Age Groups

Predicted Age Groups

Proposed Face++

16–20 21–30 31–45 46–60+ 16–20 21–30 31–45 46–60+

16–20 93.45 5.58 0.49 0.48 88.80 7.54 2.43 1.21
21–30 1.68 95.02 2.50 0.80 3.59 92.04 2.32 2.04
31–45 0.20 1.42 96.00 2.38 0.75 3.93 93.53 1.78

46–60+ 2.53 1.00 2.91 93.56 3.20 5.28 9.28 82.24

Overall accuracy 94.50 ± 1.1 89.15 ± 1.5
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Table 2. Cont.

(b)

Actual Gender

Predicted Gender

Proposed Face++

Male Female Male Female

Male 86.00 14.00 80.70 19.30
Female 21.23 78.77 25.09 74.91

Overall accuracy 82.35 ± 0.6 77.80 ± 0.4

(c)

Actual Race

Predicted Race

Proposed Face++

White Others White Others

White 89.61 10.39 84.00 16.00
Others 29.19 70.81 31.00 69.00

Overall accuracy 80.21 ± 1.18 76.50 ± 1.2

The race estimation experiments conducted on MORPH II dataset classify subjects between White
and other races. The race estimation results are shown in Table 2c, depicting the superior performance
of our method compared to the Face++. The proposed method achieved an overall accuracy of 80.21%
with a standard deviation of 1.18 compared to the Face++, which achieved an overall accuracy of
76.50% with a standard deviation of 1.2. It can be seen that proposed approach is better at estimating
the White race compared to the other races.

3.3.2. Results on FERET Dataset

We use 1196 frontal face images from fa set of FERET dataset. Five hundred and ninety-eight
images were used in training, while 598 images were used in testing for demographic estimation
tasks. The demographic estimation performance of the proposed approach and the Face++ is
reported in Table 3a–c in the form of confusion matrices. The proposed method gave an overall
age group estimation accuracy of 83.88% with a standard deviation of 1.00 across a 5-fold cross
validation. In contrast, the Face++ achieved an overall age group accuracy of 81.52% for the same
experimental protocol.

For gender estimation task, the proposed method achieved an overall estimation accuracy of
82.72% with a standard deviation of 0.9 compared to 76.28% achieved by the Face++. It can be observed
that the misclassification rate of female subjects is greater than male subjects in the case of the FERET
dataset, similar to the trend observed for subjects in MORPH II dataset.

Our method achieved an overall race estimation accuracy of 79.80% with a standard deviation
of 0.9 across 5-folds, compared to the race estimation accuracy of 74.56% achieved by the Face++ for
the same experimental protocol. The proposed approach gave a higher misclassification rate for the
White race compared to other races (26.00% vs. 14.39%), which can be attributed to large within group
variety of other races.
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Table 3. Confusion matrices showing the classification accuracies of the proposed and the Face++
methods for (a) age group, (b) gender, and (c) race estimation accuracies on FERET dataset.

(a)

Actual Age Groups

Predicted Age Groups

Proposed Face++

10–20 21–30 31–45 46–60+ 10–20 21–30 31–45 46–60+

10–20 86.00 6.01 4.93 3.06 83.33 8.54 6.40 1.73
21–30 3.50 85.23 6.00 5.27 3.84 83.84 12.32 0
31–45 0.29 6.00 81.70 12.01 3.57 3.57 80.94 11.90

46–60+ 0.20 5.20 12.00 82.60 0 8.67 13.33 78.00

Overall accuracy 83.88 ± 1.00 81.52 ± 1.1

(b)

Actual Gender

Predicted Gender

Proposed Face++

Male Female Male Female

Male 83.00 17.00 78.94 21.06
Female 17.56 82.44 26.39 73.61

Overall accuracy 82.72 ±0.9 76.28 ±0.5

(c)

Actual Race

Predicted Race

Proposed Face++

White Others White Others

White 85.61 14.39 82.00 18.00
Others 26.00 74.00 32.88 67.12

Overall accuracy 79.80 ± 0.9 74.56 ± 0.9

4. Recognition and Retrieval of Face Images across Aging Variations

The second part of this study deals with the demographic-assisted face recognition and retrieval
approach. Our proposed method for face recognition and retrieval includes the following steps.

(i) A query face image is first matched against a gallery using deep CNN (dCNN) features. To extract
these features, we used VGGNet [51]. Particularly, we used a variant of VGGNet called VGG-16,
which contains 16 layers with learnable weights, including 13 convolution and 3 fully connected
layers. The VGGNet used a filter of size 3 × 3. The combination of two 3 × 3 filters resulted
in a receptive field of 5 × 5, simulating a larger filter but retaining the benefits of smaller
filters. We selected VGGNet due to its better performance for the desired task with relatively
simpler architecture. The matching stage returned top k matches from gallery against the query
face image.

(ii) Extract demographic features (age, gender, and race) using three CNNs A, G and R.
(iii) The top k matched face images are then re-ranked by using gender, race and age features as

shown in Figure 5.
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We explain demographic-assisted re-ranking in the following steps:

(i) Re-ranking by gender features: In this step, the top k matched face images are re-ranked based

on the gender-specific features, SG =
{

sp
1G, sp

2G, . . . sp
hp ,wp

}
, of the query face image, returning

gender re-ranked top k matches. The re-ranking applied in this step helps to refine the initial top
k matches based on the gender features of the query face image. The resulting re-ranked images
are called gender re-ranked k matches.

(ii) Re-ranking by race features: The gender re-ranked face images are again re-ranked using

race-specific features, SR =
{

sp
1R, sp

2R, . . . sp
hp ,wp

}
, resulting in the gender–race re-ranked top

k matches. The re-ranking applied in this step helps to refine the gender re-ranked k matches
obtained in the first step based on the race of the query face image. The resulting re-ranked
images are called gender–race re-ranked k matches.

(iii) Re-ranking by age features: Finally, the gender–race re-ranked face images are re-ranked

using age-specific features, SA =
{

sp
1A, sp

2A, . . . sp
hp ,wp

}
, returning gender–race–age re-ranked

top k matches. The re-ranking applied in final step helps to refine the gender–race re-ranked face
images based on the aging features of the query face image. The resulting re-ranked images are
called gender–race–age re-ranked top k matches. This step produces the final ranked output as
shown in Figure 5.

The complete block diagram of the proposed demographic-assisted face recognition and retrieval
approach is shown in Figure 6.
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4.1. Evaluation

The performance of our method is evaluated in terms of identification accuracy and mean average
precision (mAP), as illustrated in the following subsections.

4.1.1. Face Recognition Experiments

In the first evaluation, we used rank-1 identification accuracy as an evaluation metric for face
recognition performance on MORPH II and FERET datasets, as described in the following experiments.

Face Recognition Experiments on MORPH II Dataset: In case of MORPH II dataset, we used
20,000 face images of 20,000 subjects, as a gallery, while 20,000 older face images are used as the
probe set. To extract gender, race, and aging features, the CNN models were trained on gallery face
images. The rank-1 recognition accuracies for face identification experiments are reported in Table 4.
We achieved a rank-1 recognition accuracy of 80.50% for the probe set when dCNN features were
used to match the face images. Re-ranking face images with gender features resulted in a rank-1
identification accuracy of 84.81%. Similarly, gender–race re-ranking yielded the rank-1 identification
accuracy of 89.00%. Finally, the proposed approach with gender–race–age re-ranking gave a rank-1
identification accuracy of 95.10%. We also show the cumulative match characteristic (CMC) curves for
this series of experiments in Figure 7a.

Table 4. Rank-1 recognition accuracies of the proposed and existing methods.

Approach Rank-1 Recognition Accuracy (%)

MORPH II FERET

(i) CARC [45] 84.11 85.98

(ii) GSM1 [52] 83.33 85.00

(iii) GSM2 [52] 93.73 94.23

(iv) Score-space-based fusion [10] 72.40 66.66

(v) Age-assisted face recognition [38] 85.00 78.60

(vi) dCNN features 80.50 82.00

(vii) dCNN features + gender re-ranking 84.81 85.91

(viii) dCNN features + gender–race
re-ranking 89.00 90.00

(ix) Proposed approach with
demographic re-ranking (actual age
groups, gender, and race)

96.53 97.01

(x) Proposed approach with demographic
re-ranking (estimated age groups, gender,
and race)

95.10 96.21
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Face Recognition Experiments on FERET Dataset: In case of FERET dataset, we used standard
gallery and probe sets to evaluate the performance of our method. We used 1196 face images from fa
set as the gallery, while 956 face images from dup I and dup II sets were used as probe set. Gender,
race, and age features were extracted by training the CNN models on the gallery set. The rank-1
recognition accuracies are reported in Table 4. The dCNN features to match the probe and gallery
face images yielded a rank-1 recognition accuracy of 82.00%. Gender re-ranking, and gender–race
re-ranking, yielded rank-1 identification accuracies of 85.91% and 90.00%, respectively. The proposed
approach with gender–race–age re-ranking yielded the highest rank-1 identification accuracy of 96.21%.
The CMC curves for this series of experiments are shown in Figure 7b.
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4.1.2. Comparison of Face Recognition Results with State-Of-The-Art

We compared the results of the proposed face-recognition approach with existing methods,
including the score-space-based fusion approach presented in [10], age-assisted face recognition [38],
CARC [45], GSM1 [52], and GSM2 [52]. The score-space-based approach presented in [10] uses
facial-asymmetry-based features to recognize face images across aging variations without demographic
estimation. Age-assisted face recognition [38] leverages the age group estimates to enhance the
recognition accuracy across aging variations. CARC [45] is a data-driven coding framework, called
cross-age reference coding, that is suggested to retrieve and recognize face images across aging
variations. The generalized similarity models (GSM1 and GSM2) aim to retrieve face images by
implementing a cross-domain visual matching strategy followed by incorporation of a similarity
measure matrix into a deep architecture.

For the same experimental setup, the score-space-based fusion [10] achieved recognition
accuracies of 72.40% on MORPH II and 66.66% on FERET dataset. The age-assisted
face-recognition-based approach [38] achieved 85.00% on MORPH II and 78.60% on FERET dataset.
CARC achieved rank-1 identification accuracies of 84.11% and 85.98% on MORPH II and FERET
datasets, respectively. GSM1 yielded the rank-1 identification accuracies of 83.33% and 85.00% for
MORPH II and FERET datasets, respectively. Similarly, GSM2 achieved rank-1 identification accuracies
of 93.73% and 94.23% on MORPH II and FERET datasets, respectively. We also present an analysis
for the error introduced by the age group, gender, and race estimation of probe images compared to
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the actual age-groups, gender, and race in recognizing face images both for MORPH II and FERET
datasets (see row viii, Table 4).

4.1.3. Face Retrieval Experiments

In the second evaluation, mAP was used as an evaluation metric for the face retrieval performance
of the proposed method. Following existing face-retrieval methods [33,53,54] for a given a set of
p query face images, Q =

{
y1

q, y2
q, . . . yp

q

}
, and a gallery set with N face images, the average precision

for yi
q is defined as:

avgP
(

yi
q

)
=

N

∑
j=1

P
(

yi
q, j
)
[C(yi

q, j)− C
(

yi
q, j− 1

)
(1)

where
(

yi
q, j
)

is precision at the j-th position for yi
q and C

(
yi

q, j
)

is the recall for the same position,

such that yi
q(C(0) = 0. Finally, the mAP for entire query dataset Q is defined as:

mAP(Q) =
1
|Q|

(
avgP

(
yi

q

))
, i = 1, 2, . . . , p (2)

Retrieval Experiments on MORPH II Dataset: We selected face images of 780 distinct subjects
from the MORPH II dataset to constitute a test set with images acquired in the years 2007 as the
query set, while images acquired in the years 2004, 2005, and 2006 formed three distinct training
subsets. The cosine similarity metric was used to calculate the matching scores between two given face
images. The mAPs for face matching using linear scan, gender re-ranking, gender–race re-ranking,
and the proposed approach are shown in Figure 8a for three test sets containing face images acquired
in the years 2004, 2005, and 2006. The results suggest that the proposed approach achieved the
highest mAP on all three test sets compared to gender re-ranking and gender–race re-ranking-based
retrieval methods.

Retrieval Experiments on FERET Dataset: In case of FERET dataset, we used fa as training,
while dup I and dup II were used as test sets. The mAPs for face matching using the linear scan,
gender re-ranking, gender–race re-ranking, and the proposed approach are shown in Figure 8b for the
dup I and dup II test sets. The results show that the proposed approach gave the highest mAP on all
three test sets compared to gender re-ranking and gender–race re-ranking-based retrieval methods.Symmetry 2018, 10, x FOR PEER REVIEW  12 of 17 
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4.1.4. Comparison of Face Retrieval Results with State-Of-The-Art

The performance of our approach is compared with close competitors, including CARC [45],
and generalized similarity models [52] (GSM1 and GSM2) in Figure 8a,b in terms of mAP for MORPH
II and FERET test sets, respectively. It is evident that the proposed approach outperformed the existing
methods. The superior performance can be attributed to the demographic-estimation-based re-ranking
compared to the linear scan employed in CARC [45], GSM1 [52], and GSM2 [52].

5. Results Related Discussion

Based on the above presented comparison, we make the following key observations.

(i) We have encountered more complicated tasks of demographic-assisted face recognition and
retrieval compared to existing methods which consider either demographic estimation or
face recognition.

(ii) The existing methods to age-invariant face recognition and retrieval lack the analysis of impact
of demographic features on face recognition and retrieval performance. In contrast, the current
study is the first of its kind analyzing the impact of demographic information on face recognition
and retrieval performance. In Figures 9 and 10, we illustrate the impact of gender-, race-,
and aging-features-based re-ranking on recognition and retrieval accuracies, respectively. One
can observe that aging features have the most significant impact on both the identification
accuracy and mAP compared to the race and gender features for MORPH II and FERET datasets.
This is because aging features are heterogeneous in nature, i.e., more person-specific [36] thus
helpful in recognizing face images across aging. In contrast, race and gender features are more
population-specific and less person specific, as suggested in [3,4].

(iii) The comparative results for face recognition and retrievals tasks suggest that demographic
re-ranking can improve the recognition accuracies effectively. In all presented experiments on
MORPH II and FERET datasets, gender–race–age re-ranking yields superior accuracies compared
to gender and gender–race re-ranking. This is because face images are first re-ranked-based
on gender features. In this re-ranking stage, query face image is matched with face images of
a specific gender only. The gender-re-ranked face images are then re-ranked-based on race features
resulting in gender–race re-ranked results. In gender–race re-ranking, the query face image is
matched with face images of a specific gender and race. Finally, the gender–race re-ranked face
images are re-ranked-based on gender, race and age features. In this final re-ranking stage, query
face image is matched with face images of a specific gender, race, and age group, yielding the
highest recognition accuracies.

(iv) The retrieval results suggest that demographic-assisted re-ranking yields superior mAPs
compared to the linear scan approach, where a query face is matched against the entire gallery,
resulting in lower mAP accuracies. In contrast, the proposed gender–race–age re-ranking makes
it possible to match a query against face images of specific gender, race, and age group, resulting
in higher mAPs. For example, the linear scan approach gives mAP of 61.00% for the MORPH II
query set acquired in the year 2004 (refer to Figure 8a), compared to mAP of 70.00% obtained
using the proposed approach for the same query set.

(v) Motivated by the fact that facial asymmetry is a strong indicator of age group, gender, and
race [7–9], we used demographic estimates to enhance recognition and retrieval performance.
The demographic assisted face recognition and retrieval accuracies are benchmarked with
accuracies obtained from a dCNN model. It is observed that demographic assisted accuracies are
better than the benchmark results, suggesting the effectiveness of the proposed approach. To the
best of our knowledge, the current work is the first of its kind that uses demographic features
with face recognition and a retrieval algorithm to achieve better accuracies.

(vi) Through extensive experiments, we have demonstrated the effectiveness of our approach against
the existing methods including CARC [45], GSM1 [52], and GSM2 [52] on MORPH II and FERET
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datasets. The superior performance of our approach can be attributed to the deeply learned
asymmetric facial features and demographic re-ranking strategy to recognize and retrieve face
images across aging variations. In contrast, the most related competitors, including CARC,
GSM1, and GSM2, consider only aging information to recognize and retrieve face images across
aging variations.

(vii) The superior performance of our method compared to the discriminative approach suggested
in [10] can be attributed to two key factors. First, the proposed approach employs deeply learned
face features in contrast to handcrafted features used in [10]. Second, the proposed approach
uses the gender and race features in addition to the aging features. The demographic-assisted
face recognition also surpasses the face identification results achieved by the age-assisted face
recognition presented in [38], suggesting the discriminative power of the gender and race features
in addition to aging features in recognizing face images with temporal variations.

(viii) Face identification and retrieval results suggest that the proposed approach is well suited for
age-invariant face recognition, owing to the discriminative power of population-specific gender
and race features.

(ix) To analyze the errors introduced by demographic estimation in the proposed face recognition and
retrieval approach, we reported the rank-1 identification accuracies and mAPs for the scenario if
actual age group, gender, and race information (ground truth) is used (refer to row viii of Table 4).
The meager difference between accuracies obtained from actual and estimated age group, gender,
and race features suggests the efficacy of the proposed demographic-estimation-based approach.Symmetry 2018, 10, x FOR PEER REVIEW  14 of 17 
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6. Conclusions

The human face contains a number of age-specific features. Facial asymmetry is one of
such intrinsic facial feature, which is a strong indicator of age group, gender, and race. In this
work, we have proposed a demographic-assisted face recognition and retrieval approach. First,
we estimated facial-asymmetry-based age group, gender, and race of a query face image using CNNs.
The demographic features are then used to re-rank face images. The experimental results suggest that,
firstly, facial asymmetry is a strong indicator of age group, gender, and race. Secondly, the demographic
features can be used to re-rank face images to achieve superior recognition accuracies. The proposed
approach yields superior mAP accuracies by matching a query face image against gallery face images
of a specific gender, race, and age group. Thirdly, the deeply learned face features can be used to
achieve superior face recognition and retrieval performance compared to the handcrafted features.
Finally, the study suggests that among aging, gender, and race, the aging features play a significant
role in recognizing and retrieving age-separated face images, owing to their person-specific nature.
The experimental results on two longitudinal datasets suggest that the proposed approach can
compete with the existing methods to recognize and retrieve face images across aging variations.
Future work may include expanding the role of other facial attributes in demographic estimation and
face recognition.
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